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Abstract: Due to the penetration of renewable energy sources (RESs) with probabilistic natures into 

microgrids (MGs), optimal scheduling and reconfiguration (RG) processes are associated with 

uncertainty. This paper presents the stochastic profit-based optimal day-ahead scheduling of a 

reconfigurable microgrid (RMG) as a new generation of the conventional microgrid. The proposed 

algorithm finds the optimal RMG’s topology from the profit maximization point of view, the optimal 

hourly MG’s unit set-points like micro-turbines (MTs) and energy storage, and power exchange with 

the main grid, simultaneously. The generated power of wind turbine (WT) and PV panel, as well as 

load demand are considered as uncertain parameters. To solve the profit maximization problem of 

RMG, time-varying acceleration coefficients particle swarm optimization (TVAC-PSO) algorithm is 

employed. Also, to ensure simulation accuracy in the presence of high-level uncertainties, the 

autocorrelation model is used based on actual data for the uncertainty of renewable power output. 

The feasibility and applicability of the proposed framework are demonstrated on a 69-bus radial RMG 

with various distributed generators in different cases. The results show the effectiveness of the 

proposed model. 
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1.    Introduction 

The Microgrid (MG) is a small/medium-scale distribution network consists of multiple loads 

(controllable and non-controllable), generation units (dispatchable and non-dispatchable), energy 

storage systems (ESSs), and switches that are working under dedicated controllers supervision [1, 2]. 

MG can provide significant advantages such as reliability improvement, ancillary services, operation 

cost reduction, mitigation environment emission loss reduction and power quality improvement [3, 

4]. To achieve these goals, multiple control methods are needed. However, one of the most effective 

methods for MG structure controlling is reconfiguration (RG). RG is the process of topology 

alteration by using normally opened or closed switches. 

In the conventional distribution networks, RG is implemented for a few purposes such as 

minimizing power loss and voltage regulation, reliability and restoration improvement, load 

balancing [5, 6]. In comparison with the conventional networks, RG is not only used for a simple 

restructuring by changing the switches status in MGs. For example, the RG can be used to cluster a 

MG into a set of smaller energy systems (or multi-microgrids) in case of emergency conditions. 

Furthermore, it is expected that future distribution networks will consist of several interconnected 

MGs [7], where control of neighbouring MGs through RG process can be a suitable and feasible 

solution for system operation management. 

The development of smart grid concept alongside information technologies can result in 

simplification of the controlled process of MGs. Remote controlled and programmable switches are 

among those technologies which facilitate the RG process. Add the ability to change the structure 

according to the MG condition, created the new generation of MG, named RMG. Unlike conventional 

MG, RMG has a higher degree of freedom. Recently, RMG attracted much interest. In [8], risk-based 

scheduling of RMGs in the presence of wind turbines is presented. The wind power generation and 



power exchange price with the upstream network are considered as uncertain parameters while 

TVAC-PSO algorithm is implemented to find the optimal structure at each time. Authors in [9], 

expressed that future distribution system contains neighbouring MGs which can exchange the power 

together. For this purpose, the connection between MGs is provided in two levels and the RG process 

is implemented for the MG coupling. The proposed algorithm finds the optimal connectivity between 

the MGs based on surplus and unserved energy level in each one while passing through both 

reliability and power loss indices. In [10], day-ahead scheduling and hourly reconfiguration of smart 

distribution system considering the load demand and wind power uncertainties is studied. The 

scenario-based approach is used to model the uncertain parameters and the optimal hourly structure 

is find by using PSO algorithm while no limitation for the number of daily structure is considered. In 

[11], operation scheduling of MG with dynamic and adaptive hourly reconfiguration is presented. In 

this paper, for joint operational scheduling and hourly reconfiguration of MGs, a stochastic Model 

Predictive Control approach is developed. In [12] a new multi-objective formulation for MG 

operation in islanded mode is presented. The model behaves based on the probabilistic nature of 

renewable energy sources (RESs) and loads and considers minimum fuel cost and switching cost 

together with maximum loadability of feeders as objectives. The islanded MG reconfiguration is 

presented as a flexible tool to improve loadability and power loss minimization using an adaptive 

multi-objective harmony search algorithm. In [13], a vulnerability assessment is developed by using 

RG in both connected and islanded modes for MGs. The MG reconfiguration model is implemented 

with consideration of the both grid-connected and islanded modes and vulnerability assessment, by 

using a searching vector (SVAPO) algorithm. In [14], a day-ahead MG scheduling problem in the 

presence of RES and storage systems have been investigated. The proposed problem considering the 

AC power flow is formulated as a mixed-integer linear programming (MILP) and an adaptive robust 



optimization method is implemented to address the uncertainties. The scenario-based stochastic 

approach for optimal CHP/ RES and hydrogen-based MG is presented in [15]. The uncertainties of 

RES, market price and strategy of storing the hydrogen convert the problem to a stochastic MINLP 

one. In [16], a day-ahead operation scheduling of RMG to minimize the power loss is presented. The 

selective PSO (SPSO) algorithm is proposed to find the optimal solution for controllable distributed 

generation and RCSs states, simultaneously.   

By increasing the penetration of renewable energy as well as the variation of the load and power 

price, the MG optimal scheduling is associated with uncertain parameters [17]. Authors in [18] 

investigate a daily optimal scheduling problem of MGs by considering intermittent behaviour in 

generation and load. Likewise, a novel robust optimization approach is presented in [19] for optimal 

design of MGs in the presence of uncertainties considering reconfigurable topology. In [20], optimal 

scheduling for MG operation considering islanding capability constraint with uncertainty of PV, WT 

and load is proposed and solved by mixed-integer linear programming (MILP) techniques. In [21], a 

new probabilistic model for the MG operation is presented in the presence of uncertainty of WT 

power output. In [22], the optimal stochastic energy management of a retailer based on selling price 

under uncertainties of energy prices, demand, wind speed and irradiation is presented and scenario-

based stochastic framework is used for uncertainty modelling. In [23], MG optimal scheduling is 

developed with multiple uncertain parameters such as a generated power of PV and wind, load 

demand and daily market price deviation. In the same study, 2 1m   point estimation method is 

implemented for modelling uncertainties [24]. In [25], to investigate the effect of uncertainty on MG 

optimal operation, a new stochastic framework is presented. In this study, load forecasting errors, 

generated power of PV, WT and market price are considered as uncertain parameters. In [26], a 

stochastic approach to design a wind integrated energy hub with multiple energy systems is presented. 



The wind power generation and load forecasting errors are considered as random variables and 

scenario-based approach is applied for uncertainty handling.  

The literature review shows that optimal day ahead scheduling of MGs has been the subject of 

several studies and different mathematical and heuristic techniques have been developed to address 

this problem. However, the optimal scheduling of RMG have been studied by a limited number of 

researchers. Given that RMGs are deemed as the next generation of MGs with a higher degree of 

flexibility and scalability, more research is needed to be done in this area. Moreover, MG 

reconfiguration and optimal dispatch of units known as unit commitment (UC) should be considered 

simultaneously. Also, most of the reviewed literature on MG scheduling, have focused on modelling 

the uncertainties of load and generation using scenario-based approaches. However, there is still room 

to improve such techniques to better represent uncertainties and to report more accurate and realistic 

results in shorter time. In this paper, a day-ahead RMG profit-based optimal scheduling integrated 

with renewable energy sources and energy storage is presented. The main contribution of this paper 

is to use RG and UC to find the optimal set-points of units and RMG’s topology, simultaneously. To 

address the high level of renewable power output uncertainties, the autocorrelation model is 

implemented. Using the autocorrelation model and metaheuristic approach based on time-varying 

acceleration coefficients particle swarm optimization (TVAC-PSO) algorithm can find the optimal 

state of variables in profit-based RMG scheduling problem in a reasonable time. It is expected that 

using the RG and UC for managing the RMG operation will bring a numerous economic benefits for 

its operator. 

  The rest of this paper is organized as follows: Section 2 provides the proposed models to address 

the uncertain parameters. Section 3 presents the formulation of the objective function in terms of 

costs and revenues and profit maximization for RMG. The proposed algorithm and contribution of 



the TVAC-PSO algorithm is presented in Section 4. Section 5 contains numerical results and 

investigates the performance of the proposed model. Finally, the conclusion of the paper is presented 

in Section 6. 

2.   Uncertainty modelling  

As mentioned, the penetration of RESs into MG could affect the system operation and planning 

states. Due to the probabilistic nature of wind speed and sun irradiance, the generated power of these 

resources are significantly fluctuating. Furthermore, the daily load behaviour emerges as an uncertain 

parameter. Therefore, the proposed optimal profit-based MG scheduling consists of a high number 

of uncertain parameters. The probabilistic analysis in the presence of multiple uncertainties is a 

powerful tool for the scheduling RMS. Therefore, to model the renewable power output and load 

demand uncertainties, the autocorrelation model and scenario-based stochastic approach are used, 

respectively, which are presented in this section. 

2.1. Wind power output 

         The generated power by WT depends on wind speed. The probability distribution of wind power 

output varies with real output [27]. Based on the forecast and real power output of five turbines in 

KHAF wind farm with 66 wind turbines in 2015-2016 [28], a model of power output probability 

distribution will set up by fitting to Weibull distribution. For this purpose, three main steps are 

necessary: 

1. The forecast data at each time normalized and rearranged in ascending order. 

2. The series data in step 1 are divided into 100 groups. There is 0.01 p.u. power difference between 

adjoining groups. 



3. For each group, the corresponding data of real generated power is fitted to the PDF of the Weibull 

distribution. 

Using above steps, the PDF of wind power output can be obtained based on the day-ahead forecast 

output as following:  

1

(V) exp

r r
r V V

f
c c c

     
     

     

 (1) 

Where r and c are Weibull parameters, which calculated by the maximum likelihood estimation 

method for each group in step two [29]. Also, f is Weibull PDF and V is wind speed in m/s. 

 Autocorrelation model of wind power output: According to the real output power of KHAF station, 

it can be seen that there is temporary correlation in real data. To ensure the accuracy of simulation, 

we must consider the correlation in the wind power output. The steps of the proposed model are as 

follows: 

1. At first, r and c (Weibull parameters) for 24 hours of day-ahead forecasted power output are estimated 

based on the previous section. 

2. Two matrixes named X and 
(0)

T
Y are generated by Latin hypercube sampling (LHS) simulation 

following the normal distribution. X and 
(0)

T
Y are two 1000×24 matrixes that each column is composed 

of 1000 numbers to ensure its independence.  

3. Let’s consider R as an autocorrelation matrix. Using the Cholesky decomposition method and Nataf 

technique [29, 30], we can find C, where . TR C C . 

4. If 
(0)Y  , then 

( )( )
,

d

T

d T
XY Y C    , where d is dth day of simulated data. Therefore, 

( 1) ( ) ( )

1

( )
, ,...., .d d d

T

dY Y Y Y     

5. If D is the length of time series (in this paper, time series is one day), then the number of Y must be 

equal to D.T (365×24), otherwise, 1d d   and the process goes to step 4. 



6. By definition of t t Tc c  and t t Tr r  , where 1,2,..... . ,t D T normal Cumulative distribution 

function (CDF) of tY can be calculated as ( ).n tF Y   

7. In the last step, we define tB matrix. B is the inverse CDF of the Weibull distribution at time interval 

t as
1( ( )).t n tF F Y

 Actually, B contains 1000 forecast samples of time series of daily power generation 

of wind turbine. 

 With regard to the above steps to generate B, it can be concluded that the probability distribution 

of its columns and the characteristics of each row are almost identical. One of the rows of B is chosen 

randomly and considered as a wind power output.  

2.2. PV power output  

The generated power of PV depends on air temperature and solar radiation. These two 

parameters are different at any time. Fig. 1, shows the variety of irradiation in KHAF station for 118 

days between 2008-2009 [28]. 
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             Fig.  1. The variety of irradiation in KHAF station. 



Based on forecasted data, assumed that there is PV farm in KHAF. Therefore, a model of power 

output probability distribution will set up by fitting to the normal distribution. The form of normal 

distribution is: 

2

2

(( ) )1
( ) exp

22

pv

pv

P
f P



 

 
     

 (2) 

Where ( )pvf P is normal PDF of the PV power output, 
pvP is power output of PV panel in kW,   and 

  are standard deviation and the mean of the normal distribution, respectively. 

All the steps mentioned about the autocorrelation model of wind power output are established 

for the PV power output. It should be noted that (parameters of normal distribution) are determined 

by maximum likelihood estimation method.  

After calculation of normal PDF, the irradiation and air temperature are converted into power 

based on: 

 1 ( )ING

pv STC c r

STC

G
P P K T T

G
       

(3) 

where pvP  and STCP are output power of the module at irradiance INGG and rated power at STCG

(standard condition in W/m2), respectively. cT and rT are cell and air temperature in 0C, respectively. 

K is maximum power temperature coefficient. The rated power of PVs ( STCP ) is 250 kW.  

2.3. Load demand 

To model the uncertainty of load variation, we assume that is subjected to the normal distribution 

[18] like (2). Monte-Carlo simulation (MCS) generates a high number of scenarios subject to the 

Normal distribution that each of the scenarios are assigned a probability that is equal to one 

partitioned by the number of generated scenarios [31]. In each scenario, a random load demand is 

considered for each hour. Because the MCS generates a large number of scenarios, the variance of 



scenarios is too much. The LHS is an adequate technique which can reduce the number of runs for 

MCS to achieve a precise random distribution. Furthermore, LHS can reduce the variance of MCS 

scenarios [31]. To demonstrate the effect of LHS for the variance of the MCS sampling reduction, an 

example is presented for a load demand subject to normal distribution with 800 kW  and 10 .kW 

Fig 2 and 3 display the ordinary MCS and the MCS with LHS respectively. In both simulations, 1000 

samples are considered. According to Fig 2 and 3, LHS can approximate the accurate distribution 

PDF much better than the ordinary MCS. 

0 400 600 800 1000 1200 1400
0

0.5

1

1.5

2

2.5

3
x 10

-2

Load Demand (kW)

P
ro

b
a
b

il
it

y
 d

en
si

ty

Normal PDF

MCS simulation

 
Fig. 2. Normal PDF fit by MCS. 
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Fig. 3. Normal PDF fit by MCS with LHS. 



3.  Problem formulation   

As previously mentioned, MG management using optimal UC and RG process can provide 

multiple advantages. RG could reroute the power from heavy-loaded parts to light-loaded parts by 

changing the MG’s network topology. This action can also affect the power loss, power flows, 

commitment states of units, exchanged power and as a result the MG’s costs and revenues. As 

previously mentioned, maximum economic profit for MG’s owner is considered as an objective 

which is defined based on the difference between the revenue and the total cost. In order to take 

uncertainties into account, we generate different scenarios. After generating different scenarios for 

exiting uncertainty, the expected value of the profit for the day is calculated, in line with [32]. The 

objective function is expressed as follows: 

   Profit  Maximize RV TC                                                                                                                                  (5)                           

where RV is MG’s owner revenue ($) and TC is total cost ($) of MG. The revenue for MG’s owner 

is calculated according to: 

 , , ,

1 1 1 1

       1,2,...,            
sN T L T

L N N

s t l t s t t s s

s t l t

RV P P s N  
   

         (6) 

where L

t is power market price that consumers pay at tth time, , ,l t sP is active power demand of lth 

load at tth time in sth scenario, ,

N

t sP is power sold to the upstream network at tth time and sth scenario, 

N

t is price of selling /purchasing power to/ from the upstream network at tth time, t is index of time, 

n is index of dispatchable unit, l is index of load and s is index of scenarios. 
s is the probability of 

scenario s. 



  The total operation cost for MG’s owner includes fuel cost, start-up and shut-down cost, emission 

cost of dispatchable units, cost of purchasing power from the upstream network and switching cost 

that is calculated as follows: 

, , , , , , , , , , , ,

1 1 1 1 1 1

( ( ) ( . . ))
js

NN N T T T
em N b sw sw

s n t s n t s n t s n t s n n n t s t t s j t

s n t t t j

TC F P X SU SD C P P N   
     

          
(7) 

 Where , ,n t sX is the commitment state of the nth MT at the tth time interval and scenario s. , ,( )n t sF P

is fuel cost consumption function of the nth micro-turbine at tth time and scenario s that is calculated 

as follows: 

2

, , , , , ,( ) ( )         n ,  n t s n n n t s n n t sF P a b P c P N t T      (8) 

In (8), na , nb  and nc are cost coefficients of the nth MT, , ,n t sP  is power output of the nth MT at the 

tth time and scenario s.   

The second and the third terms of (7), represent start-up and shut-down cost, respectively. The 

fourth term represents the emission cost of the nth MT, n is emission factor (kg/kWh) of the nth MT 

and em

nC is emission cost of the nth MT ($/kg) [33]. The fifth term represents the price of purchased 

power and ,

b

t sP is purchased power from the upstream network at the tth time interval and scenario s. 

The last term of (7), represents switching cost which is caused by the RG process, sw is the cost of 

each switching action for switches, and ,

sw

j tN is a number of switching action of the jth switch at the tth 

time interval. The state of each switch can be 0 and 1 which show the open or closed state of switch, 

therefore, 
sw

jN at the tth time can be calculated as: 

, , 1

1

T
sw

j j t j t

t

N S S 



   (9) 

In (9), 
,j tS  and 

, 1j tS 
are state of the jth switch at the tth and t-1th time intervals, respectively.    



 

3.1. Problem constraints   

3.1.1. Power balance constraint: The sum of generated power by dispatchable units (MTs and ESS) 

and non-dispatchable units (PV and WT) and exchanged power with the upstream network must be 

greater or equal to the sum of the forecasted power demand and power loss as follows: 

, , , , , , , , , , , , , , , ,

1 1

. ( ) ( ) ( ) ( )     
N L

d c

n t s n t s dis s t s char s t s PV s WT s grid t s loss t s l t s

n l s

t T
P X P t X P t X P t P t P P P

s N 


      


   (10) 

        where 
, ( )dis sP t / 

, ( )char sP t and ,

c

t sX / ,

d

t sX  are the charged/discharged power and the commitment 

state at the tth time interval and scenario s, respectively. ,

d

t sX and ,

c

t sX are binary variables denoting 

the discharging  and charging mode, respectively. , ( )PV sP t  is generated power by the PV at tth time 

and scenario s, , ( )WT sP t is generated power by the WT at the tth time and scenario s; , ,grid t sP  is the 

exchanged power with the upstream network at tth time and scenario s, if the power sold to the 

upstream network, , , ,

N

grid t s t sP P , otherwise, , , ,

b

grid t s t sP P and power purchased from the upstream 

network. , ,loss t sP is total power loss at the tth time interval and scenario s. 

3.1.2. Inequality constraints: The generated power by MTs and exchanged power are bounded by 

upper and lower limits as follows: 

min max

, , , , , ,           n n t s n t s n n t sP X P P X t T    (11) 

min max

, ,             grid grid t s gridP P P t T    (12) 

where 
min

nP and 
max

nP  are the minimum and maximum power output of the nth MT, 
min

gridP and 
max

gridP  

are minimum and maximum exchanged power with the upstream network. 

3.1.3. Energy storage constraint: The charging/discharging power of an ESS is bounded by upper 

and lower limits as follows: 



min max

, , ,( )        d d

dis t s dis s dis t sP X P t P X t T     (13) 

min max

, , ,( )         c c

char t s char s char t sP X P t P X t T     (14) 

where min

disP and min

charP are the minimum discharging and charging power, respectively. Similarly, 

max

disP ( max

charP ) shows the maximum discharging (charging) power. , , and d c

t s t sX X are also binary variables 

for discharging and charging modes in scenario s. When charging, the variable ,

c

t sX is set to one while 

,

d

t sX is kept as zero. The opposite happens if the battery is switched into discharging mode. To 

distinguish the ESS operation modes (ESS cannot operate in both charging and discharging modes, 

simultaneously), another constraint is considered as follows: 

, , 1           c d

t s t sX X t T     (15) 

Constraint (16) calculate the current SOC that is function of amount of charging and discharging level 

at current time and level of SOC at the previous time [34]. 
char and  dis are charge and discharge 

efficiency, respectively. It is also assumed that energy storage systems maintain similar SOC at the 

beginning and end of the scheduling horizon (constraint 17). Energy storage system state of charge 

(SOC) is limited by maximum value which is shown in (18): 

,

1, , ,

( )
( )

dis schar

t s t s char s dis

P t
SOC SOC P t


     (16) 

0 24SOC SOC  (17) 

min max

,          t sSOC SOC SOC t T     (18) 

      where 
maxSOC  is maximum state of charge, maxE is maximum ESS capacity (kWh). Energy storage 

system should follow charging and discharging time limits, respectively: 

 

 

, 1,

, 1,

                                                  

char c c

e t s t s

dis d d

e t s t s

T MC X X

t T

T MD X X





 

 
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 (19) 



        where eMC and eMD are the minimum charging and discharging time of the eth ESS, respectively. 

charT and 
disT are the number of continuous charging and discharging time (per hour). 

3.1.4. Minimum up and down time: A dispatchable unit must be on/off for a certain time before it 

can be start-up or shut-down again, respectively [35]: 

 

 

, , , 1,

, 1, , ,

on

n n t s n t s n

off

n n t s n t s n

MUT X X T

MDT X X T





 

 
 (20) 

where nMUT and nMDT are the minimum up and down-time of the nth MT, ,n s
X and , 1,n t s

X
 are 

commitment state of the nth MT at the t-1th and the tth time intervals and scenario s, respectively. 
on

nT

and 
off

nT are numbers of hours that the nth MT is on and off, respectively. 

3.1.5. Start-up / Shut-down constraint: The second and the third terms of (7) which represent the start-

up and shut-down costs of generating units are enforced by constraints (21) and (22) as following [36, 

37]: 

 , , , 1, , ,

, ,
0

n n t s n t s n t s

n t s

STU X X SU

SU


 


 (21) 

 

 

 , 1, , , , ,

, ,
0

n n t s n t s n t s

n t s

STD X X SD

SD


 


 (22) 

Where n
STU and n

STD are start-up and shut-down coefficient of nth MT. 

3.1.6. Node voltage constraint: Bus voltage must be in an acceptable range:  

min maxV V V
b b b

   (23) 

     where 
min

V
b  and 

maxV
b  are minimum and maximum voltage ranges of the bth bus.  

3.1.7. Brunch current constraint: The value of current of the jth branch should be less than the 

maximum allowable current range as follows: 



max

j jI I  (24) 

It should be noted that the microgrid daily scheduling considering reconfiguration capability 

associated with AC optimal power flow (AC-OPF). All the AC-OPF calculation is done by 

MATPWER toolbox in MATLAB software based on Newton-Raphson method [38].  

3.1.8. Radial topology constraint: The proposed RG model will be implemented on a radial MG, so 

after the determination of the optimal structure for each hour, MG’s topology should not include any 

rings. Radial operation condition of the networks is established as following: 

, 1
in
b

sw

j b

j

N


  (25) 

Between two buses, the line is represented by double direction of the power flow. In the operation of 

the networks, only one of the directions should exist [39, 40]. In (25), ,

sw

j bN is decision variable to 

connect line j to node b and 
in

b is subset of lines that enter node b. In order to maintain the radiality 

of the system, the number of closed lines in each loop needs to be less than the total number of lines 

making the loop as prescribed by (25). 

3.1.9. Maximum number of switching action: Another constraint is considered to limit the maximum 

number of switching action during the RG process as follows: 

,maxsw sw

jN N  (26) 

where 
,maxswN is the maximum number of switching action during the day. 

3.2. Decision variables 

It is observed that profit-based maximization of RMG problem has various variables contains 

binary variables (i.e., , , e, ,,n t s t sX X and ,j tS ), and real variables (i.e. , ,n t sP ,
,/ N te

dis char
P , , ,loss t sP and 



, ,grid t sP ). In the examined MG which is described in the following, there are N MTs, eN ESSs and 

swN switches, therefore, the state of these variables are considered as decision variables. Hence, there 

are multiple decision variables for each hour that must be determined. All decision variables for day-

ahead can be represented by a matrix as follow (It should be noted that the scenario index s is ignored 

to reduce the volume of equation): 

grid loss

1,1 ,11,1 ,1 1,1 ,1 1,1 ,1 / / ,1 ,1 1,1 2,1 ,1
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

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(27) 

The number of rows and columns of this matrix demonstrate the scheduling horizon and decision 

variables, respectively.  

4.  Solution method 

As mentioned before, to find the optimal configuration of RMG, the TVAC-PSO algorithm is 

used. In this section, the details of the TVAC-PSO algorithm and its implementation in profit-based 

RMG scheduling problem are described.  

4.1. TVAC-PSO approach   

PSO is one of the commonly used heuristic techniques for the power system optimization problem. 

In the conventional PSO, each particle moves toward the best position in appointed speed. Let p and 

p denote the pth particle’s position and velocity, respectively. In the n-dimensional search space, 

velocity and position vector of the pth particle is represented as  1 2, .....,p p p pn     and  1 2, ......, ,p p p pn   

respectively. The best position of the pth particle in previous iterations is stored and demonstrated by



.bestP The best particle among all particles is represented by the bestG [41]. The new velocity and 

position of the pth particle can be formulated as: 

   1 1 2 2( 1) ( ) ( ) ( )p p best p best pt t C rand P t C rand G t                (28) 

( 1) ( ) ( 1)p p pt t t       (29) 

where:  

( 1)p t  : is modified velocity of the pth particle at the t+1th time interval. 

( )p t : is current velocity of the pth particle at the tth time interval. 

1C and 2C : are the acceleration coefficients. 

1rand  and 2rand : are random numbers. 

( 1)p t  : is modified position of the pth particle at the t+1th time interval. 

( )p t : is current position of the pth particle at the tth time interval. 

 : is inertia weight, which is formulated as: 

 max
min max min

max

Iter Iter

Iter
   


    (30) 

where: 

maxIter : is maximum number of iterations. 

Iter : is current iteration number. 

min  and max : are minimum and maximum inertia weight. 

     It has been demonstrated by many researchers that tuning of parameters is a key factor in the PSO 

algorithm to have a better performance. For example, by changing the acceleration coefficients ( 1C

and 2C ) along the algorithm iterations, better exploitation can be achieved [41]. The convergence and 

solution quality of PSO is affected by selection of the acceleration coefficients. The relatively high 



value of the social component ( 2C ) comparing with cognitive component ( 1C ) leads particles to local 

optimum prematurely and relatively high values of cognitive components results to wander the 

particles around the search space [8, 42, 43]. The acceleration coefficients are fixed values in classic 

PSO. To improve the solution quality, these coefficients are updated in a way that the cognitive 

component is reduced and social component is increased as iteration proceeds. 

So, unlike the conventional PSO, the acceleration coefficients are updated in this work as follows: 

 1 1 1f 1

max

i i

Iter
C c c c

Iter
  

 
(31) 

 2 2 2f 2

max

i i

Iter
C c c c

Iter
    

(32) 

4.2. The implementation of TVAC-PSO in RMG profit-based scheduling 

In this section, the implementation of TVAC-PSO for the day-ahead profit-based RMG scheduling 

problem is presented. The procedure of implementation the proposed TVAC-PSO approach is shown 

in Fig. 4. The steps of the proposed method for profit-based RMG optimal scheduling using RG and 

UC by the TVAC-PSO algorithm are as follows: 

    At first, the initial data consists of MT’s cost and emission coefficients, line data, switches status 

etc., are considered as input data. By using the uncertainty modeling in section 2 based on MCS and 

LHS technique consider the autocorrelation model for PV and wind power output, a number of 

scenario for wind, PV and load demand are generated. Therefore, the current scenario consists of a 

1×24 vector for wind, 1×24 vector for PV and L×24 matrix for day-ahead load demand. In the next 

step, decision variables based on TVAC-PSO algorithm are generated for 24-h period considering 

their limitations. All decision variables of day-ahead ( ,n t
P , ,n t

X ,
,/ N te

dis char
P , 

c

tX , 
d

tX , ,j t
S ) are 

optimized, simultaneously. After that power loss is determined by AC power flow calculation by 

MATPOWER and all of the problem constraints are checked for each hour. As the TVAC-PSO 



algorithm iterations reach maximum value, the optimal set point of MTs (commitment state and 

power output), power exchange, charging/ discharging of ESS and RMG’s topology are determined 

for the current scenario. After enough scenario generation maxIter Iter , the value of objective 

function (daily benefit), MTs power output, power exchange, ESS status, and etc., for each hour are 

determined by scenario aggregation. Finally, If Scen.num=Ns the algorithm is stopped and the 

expected value for each variable is calculated. It should be noted that the average value of continuous 

variables and most repeated discrete variables for each hour are determined for the next day. Also the 

expected value of profit for the day based on solution of each scenario and its probability 

(
1

sN

s s

s

Profit


 ) is calculated. 
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Simulate the load demand subject to Normal distribution 

by scenario generation using MCS and LHS.

Fig. 4. The flowchart of the proposed algorithm.     



5.  Simulation results 

The proposed solution method, which was presented in the previous section, is implemented on a 

69-bus radial MG test system. This test system consists of MTs, PVs, WTs, ESSs, different loads and 

five normally opened switches. The schematic of the test system is shown in Fig. 5. The 

characteristics of MTs are given in Table 1. 
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Fig. 5. The single line diagram of 69-Bus radial system 

Table 1. Micro-turbine characteristics 

MT7 MT6 MT5 MT4 MT3 MT2 MT1 MT 

24 18 64 67 47 41 32 Bus 

50 25 50 75 75 50 25 min (k )P W 

250 300 200 150 150 200 300 max (k )P W 

18 20 12 10 10 15 25 a 

0.09 0.085 0.08 0.12 0.12 0.104 0.045 b 

0.003 0.003 0.008 0.01 0.01 0.007 0.002 c 

0.102 0.096 0.14 0.19 0.19 0.102 0.096 
Star-tup/Shut 

down cost($) 

 

The characteristics of ESS are given in Table 2. Table 3 and Table 4 show the values of parameters 

of PV and WT and their bus number where they are located, respectively. The parameters of TVAC-



PSO are given in Table 5. The expected value of load demand during all time periods will be 

employed as the basic data, as shown in Fig. 6.  

Table 2. Energy storage characteristic 

ES5 ES4 ES3 ES2 ES1  

20 14 62 7 43 BUS 

-40/+40 -40/+40 -40/+40 -50/+50 -50/+50 
Min/max charge or  

discharge power (kw) 

120 80 80 150 100 Capacity (kWh) 

 

Table 3. PV characteristics 

 cT STCP STCG K BUS 

PV 25 oC  250 kW 2/W m1000 0.001 29,38,52,27 

Table 4. Wind turbine characteristics 

BUS 
max

windP 
min

windP ratedV cut outV  cut inV   

35,50,46, 69, 22 100 0 12 25 3 WT 

 

                                                  Table 5. TVAC-PSO parameters 

Parameter        value 

Maximum iteration 

number 
50 

Population size          2640 

min  0.4 

max  0.9 
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Fig. 6. The average value of load demand scenarios. 



       The maximum number of switching action for each switch is considered as 10 actions during the 

day. Also, the cost of each switching action is $1 [44].The value of emission factor and emission cost 

are fixed at 0.003 kg/kWh and 0.02 $/kg, respectively [33]. Computer simulations and required coding 

are carried out in MATLAB software. Fig. 7 shows the convergance curve of the fitness function. As 

can be seen, the algorithm converged in iteration number 23. 

 

Fig.  7. The convergence curve of TVAC-PSO algorithm. 

       To examine the effect of RG and UC in profit-based MG optimal scheduling problem, two cases 

are considered. For Case 1, the optimal MG scheduling and profit maximization problem is solved by 

using UC. For Case 2, the intended problem is solved for simultaneous RG and UC. The value of the 

objective function is calculated and compared with two cases. 

Case1: In this case, profit-based RMG optimal scheduling is solved by using UC while RG is 

neglected. Based on daily power market price and exchanged power price that are shown in Table 6, 

the proposed algorithm finds the decision variables , , ,( ,  ,  ).i t e t j tX X S  

Table 6. Hourly energy price [10] 

Hour 
Power exchanged  

 price ($/kwh) 

Power market  

price ($/kwh) 

1 0.06 0.11 

2 0.06 0.11 
3 0.06 0.11 
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4 0.06 0.11 
5 0.06 0.11 
6 0.06 0.11 
7 0.06 0.11 
8 0.06 0.11 
9 0.09 0.13 

10 0.09 0.13 
11 0.09 0.13 
12 0.12 0.13 
13 0.145 0.17 

14 0.16 0.17 

15 0.17 0.195 

16 0.175 0.18 

17 0.17 0.18 

18 0.14 0.16 

19 0.1 0.13 

20 0.08 0.13 

21 0.08 0.125 

22 0.08 0.13 

23 0.07 0.12 

24 0.06 0.11 

The monetary results of the problem in terms of RMG’s costs, revenues and profits are given in 

Table 7, for Case1. 

Table 7. Dispatch scheduled and monetary value for Case 1 
 Monetary value   Power dispatch (kW)  

Profit  

 

 

Total 

revenue($) 

Energy 

import 

cost($) 

Emission 

($)cost 

Gen 

cost($)* MT7 MT6 MT5 MT4 MT3 MT2 MT1 Hour 

46.58 141.9 24.6 7.92 62.8 0 250 0 0 0 0 300 1 

36.08 132 25.2 7.92 62.8 0 250 0 0 0 0 300 2 

36.08 132 25.2 7.92 62.8 0 250 0 0 0 0 300 3 

34.7 135.3 29.88 7.92 62.8 0 250 0 0 0 0 300 4 

37.1 132 24.18 7.92 62.8 0 250 0 0 0 0 300 5 

56.58 173.8 46.5 7.92 62.8 0 250 0 0 0 0 300 6 

71.78 178.2 35.7 7.92 62.8 0 250 0 0 0 0 300 7 

86.495 235.95 54 10.08 85.375 150 250 0 0 0 0 300 8 

85.2 234 41.58 11.52 95.7 200 300 0 0 0 0 300 9 

82.665 237.9 23.4 12.96 118.875 250 300 0 0 0 50 300 10 

109.945 256 0 15.48 130.575 250 300 75 0 0 150 300 11 

167.26 330.415 0 17.28 145.875 250 300 150 0 0 200 300 12 

195.185 397 0 19.44 182.375 250 300 200 0 100 200 300 13 

151.69 460.4 0 21.96 286.75 250 300 200 125 150 200 300 14 

164.665 443.3.75 0 21.96 256.75 250 300 200 125 150 200 300 15 

200.67 379.75 0 19.08 160 250 300 200 0 75 200 300 16 

123.205 284.2 0 15.12 145.875 250 300 0 0 0 200 300 17 

87.985 214.5 8.3 12.24 105.975 250 300 0 0 0 0 300 18 

76.645 201.5 6.64 12.24 105.975 250 300 0 0 0 0 300 19 

71.957 250 23.84 16.128 138.075 250 300 120 0 0 150 300 20 

64.1 234 35.2 14.4 120.3 200 300 50 0 0 150 300 21 

62.796 192 29.4 11.088 88.716 120 300 0 0 0 50 300 22 

43.786 159.5 32.25 9.648 73.816 120 250 0 0 0 0 300 23 

46.88 138.6 21 7.92 62.8 0 250 0 0 0 0 300 24 

 

2140.029 

 

5674.29 

 Total cost ($)                              

3534.261  

 



It is seen from Table 7, at the peak load hours (11:00-16:00) when the electricity market price 

exceeds MTs marginal cost, MG’s owner sells surplus power (through dispatching more MTs) to the 

upstream network and get a significant revenue.  

Based on the proposed optimal scheduling, the profit of the MG owner is determined as $ 2140.029 

The value of power loss for Case1 is around 3737.24 kWh. 

The optimal MTs and ESSs state for 24-h are given in Table 8 and 9, respectively. ESS charging, 

discharging and idle states are represented by -1, 1 and 0, respectively. As can be seen from Table 1, 

MTs number 3 and 4 are high-cost MT, so they are committed in peak-load hours (13- to 16-hour). 

The proposed algorithm detects that price of exchanged power is low at some hours (1- to 8-hour), 

so purchasing power from the upstream network is beneficial for MG’s owner. In this interval, most 

of ESSs are charged. As the exchanged power price rises (at 8:00), the MT number 7 is committed 

beside MT number 1 and 6 (MTs number 1 and 6 are dispatched during the entire scheduling horizon). 

At the higher exchanged power price (during 10:00 to 16:00), it is beneficial for MG owner to sell 

surplus power to the upstream network and make a significant benefit. In this interval, most of ESSs 

are discharged and due to the higher cost of exchanged energy compared to the cost of dispatchable 

units within the MG, MTs number 2 and 5 are dispatched at 10:00 and 11:00, respectively, and MTs 

number 3 and 5 are dispatched thereafter. While MG supplying its loads, surplus power is sold to the 

upstream network. 

Table 8. MTs scheduling based on decision variables in Case 1 

24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 H 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 MT1 

0 0 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 MT2 

0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 MT3 

0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 MT4 

0 0 0 1 1 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 MT5 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 MT6 

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 MT7 

 

 



Table 9. Optimal 5-ESS scheduling based on decision variables in Case 1 

24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 H 

0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 0 0 0 -1 -1 -1 -1 -1 -1 ES1 

0 0 0 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 -1 -1 -1 -1 -1 -1 ES2 

0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 -1 -1 -1 -1 ES3 

0 0 0 0 0 0 1 1 1 0 0 1 1 1 0 0 0 -1 -1 -1 -1 0 0 0 ES4 

0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 -1 -1 -1 -1 -1 0 0 0 0 ES5 

 

It should be noted that the schematic of test system is shown in Fig. 5 is default configuration, that 

means switches number 69-73 are opened along the day. 

Case2: As previously discussed, in this case, RG and UC techniques are implemented on profit 

maximization problem, simultaneously. Similar to Case 1, we execute ten profit-based optimal 

scheduling and describe one of them in detail.  

  The 69-bus MG test system shown in Fig. 5, has 73 switches, 68 normally-closed switches 

(switches number 1-68) and five normally-opened switches (switches number 69-73). MG can have 

various structures during the day, however each topology which is obtained by the proposed method 

must meet radial structure constraint. Therefore, at any hour, five switches must be opened. The 

changes in MG’s topology will change the power flow direction in lines and power loss, so power 

dispatch and unit states will be changed, subsequently. Hence, it is expected that utilization of 

simultaneous RG process and UC, could result in utilization of maximum available power capacity 

and prevents the commitment of additional MTs. The proposed method finds the optimal state of 

decision variables. At any hour, TVAC-PSO determines 85 decision variables: 7 binary variables for 

MTs commitment state (
,i tX ), five binary variables for ESSs commitment state (

e,tX ), and 73 binary 

variables for switches status which describe the MG’s topology at the current hour (
,i tS ). The optimal 

MG structure is determined from profit maximization point of view. Table 10 shows the optimal 

results of RG process at any hour for Case 2. There are five opened switches at any hour which their 



numbers are given in Table 10. According to MG’s topology, MTs and ESSs commitment state are 

changed in comparison with Case 1. 

Table 10. Optimal result of hourly reconfiguration process 

Hour Switches opened  Hour Switches opened 

1 14- 56- 61- 69- 70 13 10- 14- 16- 55- 62 

2 12- 58- 61- 69- 70 14 10- 14- 16- 55- 62 

3 12- 58- 61- 69- 70 15 10- 14- 16- 55- 62 

4 13- 18- 56- 61- 69 16 10- 14- 16- 55- 62 

5 14- 56- 61- 69- 70 17 10- 15- 45- 55- 61 

6 13- 57- 63- 69- 70 18 10- 15- 45- 55- 61 

7 13- 18- 56- 61- 69 19 13- 17- 55- 61- 69 

8 13- 17- 55- 61- 69 20 10- 15- 45- 55- 61 

9 14- 56- 61- 69- 70 21 10- 15- 45- 55- 61 

10 14- 56- 61- 69- 70 22 12- 56- 61- 69- 70 

11 14- 56- 61- 69- 70 23 12- 56- 61- 69- 70 

12 10- 14- 16- 55- 62 24 12- 56- 61- 69- 70 

 

The monetary result of problem consists of MG’s costs, revenues and profits based on MG’s 

topology, are given in Table 11, for Case2. As can be seen from Table 11, MTs number 3 and 4 are 

not committed during the scheduling horizon. MTs 2, 5 and 7 are committed less than in the previous 

case study. Compared to Case1, the number of hours that MG purchases power is less. 

Table 11. Dispatch scheduled and monetary value for Case 2 

 Monetary value   Power dispatch (kW)  

Profit  Total 

revenue($) 

Energy import 

cost($) 

Emission 

($)cost 

Gen 

cost($)* MT7 MT6 MT5 MT4 MT3 MT2 MT1 
Hour 

56.21 141.9 28.11 6.7768 50.7984 0 170.61 0 0 0 0 300 1 

53.4672 132 30.024 5.6787 42.8301 0 94.36 0 0 0 0 300 2 

48.88 132 29.0016 6.4054 47.7123 0 144.82 0 0 0 0 300 3 

42 135.3 27.15 7.5581 58.5923 0 224.87 0 0 0 0 300 4 

50.8068 132 24.1602 6.7213 50.3117 0 166.76 0 0 0 0 300 5 

62.674 173.8 40.4055 7.92 62.8 0 250 0 0 0 0 300 6 

90.169 178.2 35.4396 6.226 46.3654 0 132.36 0 0 0 0 300 7 

113.75 235.95 56.8926 7.488 57.82 0 220 0 0 0 0 300 8 

120.9273 234 51.0727 7.2 54.8 0 200 0 0 0 0 300 9 

104.894 237.9 18.2855 11.52 103.2 200 300 0 0 0 0 300 10 

117.702 256.648 0 13.5864 125.359 250 300 0 0 0 93.5 300 11 

163.6606 332.358 0 15.0264 143.671 250 300 0 0 0 193.5 300 12 

229.732 392.354 0 16.7466 145.875 250 300 112.96 0 0 200 300 13 

292.954 456.109 0 17.28 145.875 250 300 150 0 0 200 300 14 

259.288 423.163 0 18 145.875 250 300 200 0 0 200 300 15 

220.88 383.424 0 17.6601 145.875 250 300 176.4 0 0 200 300 16 

143.4608 296.131 0 14.7672 137.903 250 300 0 0 0 175.5 300 17 

104.4218 214.5 2 11.5811 96.4971 204.24 300 0 0 0 0 300 18 

98.2161 201.5 0 11.2254 92.0585 179.54 300 0 0 0 0 300 19 

87.694 250 23.36 13.5864 125.359 250 300 0 0 0 93.5 300 20 

84.435 234 18.12 13.5864 117.859 250 300 0 0 0 93.5 300 21 

66.513 192 27.3128 10.8 87.375 150 300 0 0 0 0 300 22 

53.977 159.5 34.8033 7.92 62.8 0 250 0 0 0 0 300 23 

53.861 138.6 24.15 7.0704 53.5193 0 191 0 0 0 0 300 24 

 

2729.587 

 

566333 

 Total cost ($)  

 

 

.752933  

 



The result of UC for MTs and ESSs in Case 2 are shown in Table 12 and 13, respectively. 

As the previous case and based on power market price, for the profit maximization achievement, 

high-cost MTs are committed at peak load hours. MTs number 3 and 4 are not committed during 

scheduling horizon due to their high cost of operation, so MG’s cost is reduced in comparison with 

Case1. According to Table 13, all ESSs are charged in the low-load hour (1:00 to 8:00), and are 

discharged at the peak-load hour (11:00 to 17:00). The highlighted cells in Table 12 and 13, 

demonstrate the hours in which the commitment states of MTs and ESSs are different from those in 

Case1. 

 Implementation of the proposed optimal MG scheduling using joint UC and RG actions, reduces 

RMG’s costs to $ 2933.75. RMG’s profit is also determined as $ 2729.587. The cost of switching 

during reconfiguration is $ 0.1. The total power loss is determined as 2130.23 kWh for Case2. 

 

 

Table 12. MTs scheduling based on decision variables in Case 2 

24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 H 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 MT1 

0 0 0 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 MT2 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 MT3 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 MT4 

0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 MT5 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 MT6 

0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 MT7 

 

Table 13. Optimal 5-ESS scheduling based on decision variables in Case 2 

24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 H 

0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 0 0 -1 -1 -1 -1 -1 -1 ES1 

0 0 0 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 -1 -1 -1 -1 -1 -1 ES2 

0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 -1 -1 -1 -1 -1 ES3 

0 0 0 0 0 0 1 1 1 0 1 1 1 1 0 0 0 -1 -1 -1 -1 -1 -1 -1 ES4 

0 0 0 0 1 1 1 0 1 1 1 1 1 1 1 1 0 -1 -1 -1 -1 -1 -1 -1 ES5 

 

        To demonstrate the superiority of the reconfiguration process for profit-based maximization 

problem, the results of Case1 and Case2 are compared in Table 14. The results tabulated in Table 12 

show an improvement of 17 % in profit and 43 % in power losses per day by using UC and RG 



actions. It can be seen that using RG can improve system total power loss and RMG’s profit, 

significantly, without any extra costs. To express the effectiveness of the TVAC-PSO algorithm 

compared to the conventional PSO and the initial case without any algorithm, the comparison 

between the result of proposed method and exiting works in literature is done from power loss 

minimization point of view which is shown in Table 15. 

Also, to illustrate the effect of reconfiguration in the scheduling of RMG, the amount of power 

exchanged with the upstream network for two cases are depicted in Fig. 8. As can be seen, RMG is 

taking advantage of the ability of reconfiguration, uses the maximum capacity to deliver local loads. 

Therefore, when the energy price is high (12-18 hour), RMG sells more power to the upstream 

network than Case 1 and gets more profits. 

Table 14. Comparison of profit-based RMG scheduling solution by TVAC-PSO for various Cases 

Method Cost ($) 
Improvement 

(%) 

Power loss 

(kWh) 

Improvement 

(%) 

 Case1 3534.261   –––– 3737.24 –––– 

 Case2 2933.75 16.991 2130.23 42.992 

 

 

Table 15. The power loss result comparison for TAVAC-PSO, PSO and initial case in kWh.  

Initial [45] Conventional PSO [46] TVAC-PSO 

5398.9 2365.44 2130.23 
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Fig. 8. The power exchanged between RMG and the upstream network for 2 cases 



6.  Conclusion 

In this study, an optimal reconfigurable microgrid scheduling for day-ahead maximization profit 

in the presence of renewable energy resources (PV and Wind) and energy storage was presented. The 

uncertainties of renewable resources were modelled based on the autocorrelation model based on 

actual data of KHAF station, KHORASAN, IRAN. The uncertainty of load demand simulated by 

scenario generation using Monte Carlo and Latin Hypercube Sampling method with corresponding 

probability distribution functions. The commitment state of micro-turbines and energy storage 

systems together with switch status were considered as decision variables. A metaheuristic approach 

based on TVAC-PSO approach was proposed to solve the mentioned optimal scheduling problem. 

The MG’s topology was determined from profit maximization point of view considering MTs and 

ESSs commitment state and exchanged power with the upstream network in each hour of day-ahead. 

The proposed approach was implemented on a 69-bus RMG test system and numerical results were 

reported for 2 cases: in Case1, optimal MG scheduling problem was solved using UC while neglecting 

RG action. In Case2, optimal scheduling problem for maximization RMG profit was solved using 

simultaneous RG and UC. Numerical results showed that in Case2, the value of day-ahead profit is 

17 % higher than the one in Case1. Also, results of implementation of RG and UC in Case2, 

demonstrated that RMG’s power loss could be decreased up to 43% compared to the case where there 

is no RG action. 
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