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Superhuman Hearing - Virtual Prototyping of Artificial Hearing:
a Case Study on Interactions and Acoustic Beamforming

Michele Geronazzo, Senior Member, IEEE, Luis S. Vieira,
Niels Christian Nilsson, Jesper Udesen, and Stefania Serafin
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(a) Exp. 1: abstract scenario
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(c) Exp.2: realistic scenario

Fig. 1: Screenshots of the two virtual listening scenarios with map (left) and listener (right) view. Beamforming directivity patterns
are also visualized together with an iconic representation of an ideal beamformer (b). Since the abstract scenario (a) was a virtual
environment with minimal visual feedback, the realistic scenario (c) was rendered though immersive audio-visual 360◦ recordings.

Abstract— Directivity and gain in microphone array systems for hearing aids or hearable devices allow users to acoustically enhance
the information of a source of interest. This source is usually positioned directly in front. This feature is called acoustic beamforming.
The current study aimed to improve users’ interactions with beamforming via a virtual prototyping approach in immersive virtual
environments (VEs). Eighteen participants took part in experimental sessions composed of a calibration procedure and a selective
auditory attention voice-pairing task. Eight concurrent speakers were placed in an anechoic environment in two virtual reality (VR)
scenarios. The scenarios were a purely virtual scenario and a realistic 360◦ audio-visual recording. Participants were asked to
find an individual optimal parameterization for three different virtual beamformers: (i) head-guided, (ii) eye gaze-guided, and (iii) a
novel interaction technique called dual beamformer, where head-guided is combined with an additional hand-guided beamformer.
None of the participants were able to complete the task without a virtual beamformer (i.e., in normal hearing condition) due to the
high complexity introduced by the experimental design. However, participants were able to correctly pair all speakers using all three
proposed interaction metaphors. Providing superhuman hearing abilities in the form of a dual acoustic beamformer guided by head and
hand movements resulted in statistically significant improvements in terms of pairing time, suggesting the task-relevance of interacting
with multiple points of interests.

Index Terms—Virtual prototyping, Sonic interactions, Acoustic beamforming, Artificial hearing, Virtual reality, Multi-speaker scenario

1 INTRODUCTION

A central feature of human hearing is the listener’s ability to focus
attention to a certain direction, for example towards a specific sound
source [40]. This selective auditory attention relies on a set of mecha-
nisms that work together to produce an understanding of the direction
of an incoming sound, as well as what physical features characterize
its source, ultimately creating an auditory representation of the source.
In this way, the auditory system analyzes the sound field to determine
what is relevant content and what is noise. However, listening is a
multi-modal experience, where the auditory representation interacts
with other modalities as well as with bodily and cognitive mechanisms.
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It is important to understand to what degree these mechanisms—motion,
visual feedback, spatial directivity—influence the listening process dur-
ing a specific task [62], how they support the auditory behavior, and
to what extent they can be used to support artificial hearing devices
such as hearing aids and smart headphones, called hearables [61]. The
ultimate goal of this research is to control these interactions in order to
create a set of tools that provide superhuman hearing.

People without hearing impairments are usually able to distinguish
between meaningful and non-meaningful auditory information; thus,
solving the cocktail party problem [11]. On the other hand, this is
one of the main challenges for people with hearing impairments who
require artificial hearing and hearing aids [61] equipped with digital
signal processing algorithms such as beamforming [49,70]. The current
work is based on the following assumption and long-term vision: even
though the currently available technologies do not allow a perfect sepa-
ration of relevant signals and background noise, one can realistically
assume that future developments will raise the bar to make this feature
available. This can for example materialize by taking advantage of
artificial intelligence to analyze the sound field and separate individ-
ual sound sources in adverse listening situations [76]. In the future,
when hearing aids can separate individual sound streams in a cocktail
party environment, it will be particularly relevant to know how these
sound streams should be processed before they are presented to the
hearing aid user. One obvious presentation mode would be to preserve
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the natural spatial characteristics of the individual sound streams by
filtering them with the listener-specific acoustic information. But other
more artificial presentation modes could also benefit the hearing aid
user, like having a narrow acoustic beam following the head orientation
where only sound sources within the beam are presented to the user.
Identifying the optimal presentation mode is therefore relevant from a
hearing aid technology perspective.

Accordingly, our main research focus relates to optimal interaction
between audio streams, which is based on a priori knowledge of the
separated sound sources and the specific task performed by the listener.
From a methodological point of view, our experimental sessions fo-
cused on novel forms of interaction aiming to reinforce the listener’s
selective auditory attention in different situations: from nearly impossi-
ble tasks without technological support to aiding solutions for hearing
impaired users in practical real-life scenarios. Our case study con-
sidered an extremely challenging scenario with multiple concurrent
speakers where spatial filtering via beamforming control [70] allowed
normal hearing users to acoustically amplify a specific speaker while
attenuating unwanted sound sources.

Virtual Reality (VR) was chosen as a prototyping platform because
it provided flexibility and faster prototyping of sonic interactions [65]
as well as control parameters over different simulations. This paper
proposes a platform for virtual prototyping of interactions with hear-
ing aids, where multiple artificial hearing models can be tested. We
included two different virtual environments (VEs) providing different
levels of realism: (i) one involving minimal visual feedback with eight
virtual cubes displayed in a perfect circle around the listener (see Fig.
1a), and (ii) another showing eight real human speakers in the same
positions recorded in a 360◦ video (see Fig. 1c). The participants could
individually calibrate a virtual beamforming (for an iconic representa-
tion see Fig. 1b) with three degrees of freedom: gain, width, and shape.
Moreover, the participants were able to control the beam’s direction us-
ing three different interaction techniques: (i) a standard head pointing,
(ii) a more natural eye-gaze pointing recently proposed in [7, 23], and
(iii) a novel sophisticated dual beamforming control based on head and
hand orientations. In this case study, we investigated the efficacy of
the proposed interactions and parameters in terms of completion time,
correctness, and perceived task load when trying to find multiple pairs
of the same speech segments in highly chaotic situations where the
natural listening condition is insufficient to accomplish the task.

The paper is organized as follows. Sec. 2 surveys the theoretical
background of the cognitive listening process, hearing aids technolo-
gies, and virtual prototyping of optimal hearing support in VR. In
Sec. 3, we focus on beamforming and directivity patterns as a tool
for artificial hearing. Moreover, this section describes the binaural
spatial audio rendering with higher-order ambisonics (HOA) [29] and
the technical implementations of the proposed VEs. In Sec. 4, the ex-
perimental protocol is described, and Sec. 5 presents the data collected,
providing statistical comparisons among interactions and scenarios.
Finally, Sec. 6 and 7 discuss the outcomes of the study, concluding with
a summary of meaningful contributions and future work.

2 BACKGROUND

Listening has been an important part of human selective attention
research since 1953, starting with Cherry’s research on the “cocktail
party problem” [14], and the use of dichotic stimuli to test speech
intelligibility. Different levels of perception and cognition contribute to
human’s ability to segregate signals—also referred to as auditory signal
analysis [10, 11]. When confronted with multiple simultaneous stimuli
(speech or non-linguistic stimuli), it is necessary to segregate relevant
auditory information from concurrent background sounds and to focus
attention on the source of interest [11, 14]. This action is related to the
principles of auditory scene analysis that require a stream of auditory
information filtered and grouped into a number of perceptually distinct
and coherent auditory objects. Studies on spoken language processing
suggest that in multi-talker situations, auditory object formation and
selection together with attentional allocation contribute to define a
model of cocktail-party listening [32, 66]. Accordingly, Ahrens et
al. [2] recently conducted a pilot study with six participants who were

able to accurately analyze virtual audio-visual scenes containing up to
six concurrent talkers.

2.1 Dichotic listening and masking effect

Dichotic listening is a psychological test used to investigate selective
auditory attention and shows the brain’s ability of hemispheric lateral-
ization for speech perception—a feature of importance when listening
to different acoustic events presented to each ear simultaneously [33,50].
The right-ear advantage is an interesting finding [39] revealing the di-
rect anatomic connection of the right ear to the left hemisphere, which
in most people is specialized in language processing.

Moreover, another relevant aspect of dichotic listening is the effect
of interfering speech or other concurrent non-linguistic signals due to
their frequency spectrum characteristics and spatial information. Of
particular interest here is the anatomy of the human body, head, and ears
that introduces a listener-specific acoustic characterization of the stimuli
through the so-called head-related transfer function (HRTF), helping the
brain to localize the sound in space [74]. The interaural time differences
(ITD) and interaural level differences (ILD) allow listeners to locate
sound sources on the horizontal plane, and they play an important role
in generating high levels of speech recognition in complex listening
environments [14, 45]. ITD and ILD combined improve robustness
from the masking effect—when the signal of interest shares information
in the same frequency bands and/or the same sound pressure level
with interfering signals—and increase the decorrelation between left
and right ear and thus the separation between background noise and
meaningful sounds [75]. The brain also correlates the signals that arrive
at both ears through the so-called interaural cross-correlation coefficient
(IACC), which is a measure associated with the feeling of spaciousness
and envelopment in room acoustics: the higher the value, the more
spacious and comfortable the space feels to the listener [8].

2.2 Hearing impairment, hearing aids and artificial hearing

Understanding speech in noisy situations becomes a very difficult task
for people with hearing impairments when both speech and noise co-
exist above their hearing threshold. In such individuals, the ability to
focus attention only on the important stimuli benefits from an increase
of signal-to-noise ratio (SNR) with respect to masking sources for
optimal intelligibility. This is particularly pertinent to multi-speaker
scenarios (for a recent review see the work of Falk et al. [22]). Typical
hearing losses are located in the cochlea where damage to hair cells
can be observed. This damage is often provoked by exposure to loud
sound [57]. The hearing threshold, also known as speech reception
threshold, defines the lowest level at which a person can separate
meaningful signals from noise. This value ranges from a few dB to
more than 10 dB, causing severe problems of communication. In many
cases, the resonance effect and corresponding frequency perception are
deteriorated due to the damage of the outer hair cells. Consequently,
the brain is no longer able to benefit from the long-term spectrum
fluctuations, where speech is recognized to have larger variance [11]
and from the spatial cues which are able to reduce masker interference
often referred to as spatial release from masking [26, 57].

Hearing aids equipped with microphone arrays in behind-the-ear
(BTE) and in-the-ear (ITE) configurations aim at compensating for
these hearing impairments. More recently, alternative designs have
come to the market. These are smaller in size featuring a thinner sound
tube that connects the hearing device behind the ear to the ear canal,
called receiver-in-canal (RIC). Signal processing requirements of for
hearing aids are very restricted due to the physical size of the device
and optimized due to energy consumption. In general, the signal flow
starts by capturing the acoustic input with a microphone array, typically
composed of three microphones, which is processed into a single signal
within the directional microphone unit. The main frequency-band-
dependent processing steps are noise reduction and signal amplification
combined with dynamic compression. To address the problem of strong
masking and to increase the SNR of the signal output, beamforming or
other noise reduction approaches are usually developed [26].
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2.2.1 Directional microphones and beamformers

To improve the SNR, estimated to be around 4-10 dB for hearing
impaired [20, 61], and to help the natural directivity of the outer ear, di-
rectional microphones have been used. Such microphones have proven
to increase speech intelligibility and the speech reception threshold in
the range from 2 to 4 dB [69].

Spatial separation can be exploited to isolate the signal from inter-
ferences using a spatial filter at the receiver with beamforming [61].
Such algorithms may be categorized into fixed and adaptive beam-
forming [70]. Fixed beamformers have a fixed spatial directivity (not
dependent on the acoustical environment), and focus on a desired
sound source, thereby reducing the influence of background noise,
more precisely to attenuate signals outside the line of sight. Exam-
ples of fixed beamforming are delay-and-sum beamforming [15, 35],
weighted-sum beamforming [24], superdirective beamforming [36],
and frequency-invariant beamforming [72]. In the case of adaptive
beamforming, directivity is dependent on the acoustical environment.
In hearing aids, the directivity is normally adaptive in order to achieve
a higher noise suppression effect with coherent noise, i.e., one domi-
nant noise source [56, 61]. The direction from which the noise arrives
is continuously estimated and the beamforming directivity pattern is
automatically adjusted so that the directivity notch matches the main
direction of noise arrival. This process has to be free from artifacts or
robust to perceivable changes in the frequency response for the frontal
target direction. The adaptation process must be fast enough (< 100
milliseconds) to compensate for head movements and to track moving
sources in multi source listening situations

In order to compare different beamforming solutions, the directivity
Index (DI) is one of the basic performance measurements [61]. Its
definition involves the power ratio of the output signal (in dB) between
sound incidence from the front and the diffuse case—from sound com-
ing equally from all directions. A correct DI is of high interest for
the improvement of the effective SNR that can be achieved for frontal
target sources in a diffuse noise field.

2.3 Virtual prototyping

VR can be considered as an extension of 3D computer graphics with
advanced input and output paradigms [34]. In a simulated environment,
the user can look, move around, and experience other sensory stimuli,
in a natural or artificial way [13,55]. Computer-aided design for virtual
prototyping can be applied in many different manufacturing settings
from machining, assembly, inspection to more complex processes, like
education [19] and training [4, 5]. Moreover, because of the ability to
create the experience of being in an environment without actually be
physically there, it might be used in designing rehabilitation, therapy
and psychotherapy actions [16].

The use of VR technologies for prototyping implies the development
of virtual experiences that should follow specific models of human-
computer interaction in an attempt to formalize users’ understanding
and interactions within specific VEs. The conceptual VR model by
Latta and Ober [42] emphasizes the user-centered approach, where the
experience is analyzed from the point of view of the user’s perception
of digital stimuli and how the cognitive abilities/actions offered may
influence the task. Moreover, considering a more holistic vision of the
user experience could favor the potential user’s abilities in triggering
effective actions and reactions in VR [54].

In fields such as automotive, architecture, engineering and construc-
tion (AEC), VR has been rapidly adopted as part of both development
and for showcase products and ideas [46]. Manufacturers use VR
headsets to allow engineers and designers to share iterative prototyping
activities on the same model remotely and in real-time without the need
for sensors or special facilities. In this way, companies reduce costs,
simplify collaboration within key functional areas, and showcase their
results to stakeholders. The same VR approach significantly facilitates
the learning process by enabling trainees to safely work with robots
in VR [47]. Similarly, recent work regarding virtual prototypes for
smart home systems [3] considered the interaction design (selection
and control model) of virtual Internet of Things (IoT) devices.

Fig. 2: Hardware and software scheme.

3 CASE STUDY MATERIALS: VIRTUAL BEAMFORMING

The general term ”directivity” is commonly used to describe the elec-
troacoustic evaluation of directional properties. In order to investigate
user interactions with this aspect in beamforming technologies, the
term directional benefit can be used to describe situations in which
a directional model performs better than an omnidirectional model.
Accordingly, research on directional hearing aids sometimes reveals
little correlation between listeners’ performance and directional ben-
efit [58–60]. This is due to the mixed effect of other hearing aid
properties such as signal processing algorithms, frequency shaping
characteristics, technical specifications, and performance of the equip-
ment. In contrast, it is assumed that directional benefits reflect the
impact of the directivity in the microphone array on the hearing aid
processing system, thus relating to the quality of the directional micro-
phone behavior [58, 60].

While directional patterns can provide detailed information relative
to directional attenuation provided by a hearing aid across angles, it
is sometimes difficult to visualize the total impact of this attenuation
in complex listening environments. The additional benefit directional
hearing aids will provide is a key behavioral aspect of the evaluation.
It can be quantified using objective measures of speech recognition
as well as subjective measures of perception of sound quality, benefit,
performance, and satisfaction. By far, the most common method for
assessing the impact of hearing aids is the quantification of changes in
speech recognition in noisy environments [61]. Accordingly, a system-
atic approach in such evaluation is crucial and an expendable evaluation
framework is a perfect application scenario for VR prototyping.

3.1 The virtual reality system

The proposed evaluation framework was built for a VR setup using
Unity 20171, a game engine that allowed the integration of Resonance
Audio API2. Fig. 2 depicts the high-level structure of the hardware
and software adopted in our framework. The framework was based

1https://unity3d.com/
2https://github.com/resonance-audio
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Fig. 3: Simplified block diagram for binaural rendering with Resonance Audio.

on the HTC Vive headset3 connected to a 64 bit Desktop PC with an
i7-4770K CPU, 16 GB of RAM, and a NVIDIA GEFORCE GTX 1070.
Moreover, binocular Pupil Lab Eye Tracker4 allowed the extraction of
eye gaze data. For the audio reproduction, a pair of Sennheiser HD600
was combined with a headphone-specific equalization filter, which was
convolved with low-latency through Equalizer APO software5. Such
compensation filters were computed averaging the headphone impulse
response measurements over more than 100 users from the Acoustic
Research Institute of the Austrian Academy of Sciences6. The data are
available in SOFA format [9]. This equalization process removes the
acoustic headphone contribution, and thus reduces spectral coloration.

3.2 Binaural rendering of Ambisonics
For the development of a virtual prototyping framework able to simulate
a sound field with multiple sources, and with independent control over
their sound propagation, an accurate rendering of the spatial informa-
tion around the listener is necessary. In this section, the study-specific
encoding and binaural decoding of a virtual sound field are explained
in order to provide perceptually plausible real-time simulations.

Ambisonics technique is here used for the reproduction of a full
3D virtual acoustical space [17]. A Higher Order Ambisonics (HOA)
system provides a scalable solution for wave equation approximation
with an increasingly accurate encoding of spatial information for a
given three-dimensional volume of space [52]. The rendering process
depicted in Fig. 3 consists of a decoder that can weigh the sound pres-
sure in a spherical surface to a finite number of (virtual) loudspeakers
array and/or binaural filters over headphones.

3.2.1 Spherical Harmonics
The spherical harmonics represent the sound decomposition into fre-
quency, radial, and angular functions [71], into what leads to the Fourier-
Bessel series for a position vector~r = (r,θ ,ϕ) [17].

p(~r) =
∞

∑
m=0

im jm(kr) ∑
0≤n≤m,σ=±1

Bσ
mnY σ

mn(θ ,ϕ) (1)

with i =
√
−1, k = 2π f/c, c the speed of sound, and σ ±1 the spin

value. For each term of the order m, a radial, spherical Bessel function
jm(kr) is associated with angular functions Y σ

m (θ ,ϕ) called spherical
harmonics, which define an orthonormal basis within a spherical coor-
dinates system. Bσ

mn represents the projection of the acoustic pressure
on this basis [17, 71].

3https://www.vive.com/us/product/vive-virtual-reality-system/
4https://pupil-labs.com
5https://sourceforge.net/projects/equalizerapo/
6http://sofacoustics.org/data/headphones/ari

The aim is the re-synthesis of sound sources from particular spatial
directions, either by reproducing dedicated Ambisonics microphone
recordings or synthetic signals. Considering an audio signal f (t), which
arrives from a certain direction, the representation of the surround audio
signal f (θ ,ϕ, t) is constructed using a spherical harmonic expansion
up to a truncation order N.

f (θ ,ϕ, t) =
N

∑
n=0

n

∑
m=−n

Y m
n (θ ,ϕ)φnm(t) (2)

where Y m
n represents the spherical harmonics of order n, degree m

and φnm(t) the expansion coefficients. With increasing order N, the
expansion results in a more precise spatial representation. Spherical
harmonics are composed of a normalization term N|m|n , the associated
Legendre function Pm

n and the trigonometric function [18, 41, 71].

Y m
n (θ ,ϕ) = N|m|n Pm

n (sin(ϕ))
{

sin(|m|θ) m < 0
cos(|m|θ) m≥ 0 (3)

Pm
n (x) are the associated Legendre functions [73].

3.2.2 Higher Order Ambisonics
Considering our use of Resonance Audio implementation, Ambisonic
Channel Numbering (ACN) and SN3D normalization are used in Eq. 2
and 3. ACN defines the ordering sequence for the spherical harmonics
channels as ACN = n2 +n+m. The normalization term used is SN3D,
often seen in combination with ACN, takes the form of:

N|m|n =
√

(2−δm)
(n−|m|)!
(n+ |m|)!

(4)

with the Kronecker-delta δm is one for m = 0 and zero otherwise.
Using this index neatly defines a sequence for the spherical harmon-

ics Y m
n (θ ,ϕ) = YACN(θ ,ϕ) and the ambisonic signals φACN(t) to stack

them in the following vector

y(θ ,ϕ) =

 Y0(θ ,ϕ)
...

Y(N+1)2−1(θ ,ϕ)

 . (5)

The spherical domain components can be considered as the recon-
struction of the wave field around the origin using a set number of
microphones with multiple directivity patterns that define the magni-
tude of the signal and the direction of arrival. The higher the order
of Ambisonics, the more directivity patterns are assumed with a nar-
rowed region of sensibility and thus a higher spatial resolution could
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be rendered [17,71]. HOA considers all the spherical domains above
the truncation of N = 1. This representation requires (N +1)2 spherical
harmonics - HOA signals - and (2N +1) channels for each Ambisonics
order.

3.2.3 Binaural decoding
In the field of virtual, augmented, and mixed reality (VR/AR/MR), the
binaural rendering of the sound field is in fact the most practical choice
of reproduction with headphones. Two different approaches can be
used for the binaural decoding [71] over headphones. The first method
considers an array of virtual loudspeakers that would form the spherical
reproduction as if it was an array of real loudspeakers, and assign two
HRTFs to each loudspeaker, for each ear. The output signal for each ear
will then be the sum of L loudspeaker signals ∑

N
n=0 ∑

n
m=−n Bm

n (ω)Dm
n,l

convolved with the corresponding HRTFs, Hl,le f t(ω) ,Hl,right(ω):

Sear(ω) =
L

∑
l=1

Hl(ω)

(
N

∑
n=0

n

∑
m=−n

Bm
n (ω)Dm

n,l

)
(6)

The second approach to binaural HOA reproduction consists of the
pre-computation of the spherical harmonics-based HRTFs Hm

n (ω) by
solving the equation:

H(θ ,ϕ,ω) =
∞

∑
n=0

n

∑
m=−n

Hm
n (ω)Y m

n (θ ,ϕ), (7)

where the spherical harmonics coefficients can be determined by
direct integration or using the least square solution. The decoding
process is defined by the channel arrangement only [52].

3.2.4 Resonance Audio implementation
In our implementation, Ambisonics was used for the rending of com-
plete virtual sound sources with specific spatial information. Resonance
Audio performed the encoding of the virtual audio sources, tracking
their spatial position in terms of direction and distance and encoding
it directly with 3rd order HOA. ACN channel ordering in combination
with SN3D normalization were employed. The encoding in the spheri-
cal domain is built using pre-computation of HRTFs in the spherical
domain, allowing to project multiple sound objects in the Ambisonics
sound field. In the case of the 3rd order Ambisonics, a Lebedev grid
was used to distribute the matrix of virtual loudspeakers in the most
uniform way. From this grid, a matrix of seventeen angles was used
in Matlab to pre-compute the spherical harmonics [37, 44] from the
HRTF set (1550 measurements) of the Neumann KU 100 dummy head
provide by the SADIE database [37].

3.3 Interaction metaphors
This case study considered the simulation of a virtual microphone array
equipped with an ideal and versatile virtual beamformer at the user’s
ears. The system was capable of storing the a priori knowledge for
each virtual source, independently. The directivity model of the virtual
beamformer took the form of polar pattern coefficients in Ambisonics
domain resulted from the following equation:

P(θ) = g |(1−α +αcos(θ))|γ (8)

where the users can dynamically manipulate the following three param-
eters, reinforcing the natural/intuitive use of beamforming control for
enhancing directional hearing:

• gain level, g: gain factor applied to the source signal at the specific
θ , in a continuous scale from -20 dB FS and 20 dB FS;

• directivity alpha, α : from a full omnidirectional pattern (α = 0) to
a maximum of a bipolar pattern (α = 1), being α = 0.5 equivalent
to a perfect cardioid sensibility pattern;

• sharpness, γ: from a value of γ = 1 equivalent to the natural
sensibility and γ = 10 the maximum-allowed value for narrowing
the beam width.

During a calibration period these values could be changed by using
the hand controller and a specific mapping (see Fig. 4 for a graphical
representation). The user was able to adjust the directivity parameters
and the gain parameters, independently. The grip and up or down in the
trackpad would change the directivity pattern, and left and right would
affect the width of the pattern. On the other hand, trigger and up or
down on the trackpad would increase or decrease the gain value of the
associated source. According to Hamacher et al. [26], a linear smooth
function was introduced by changing the focus source, enabling a
progressive transition between the new selected source and the previous
one within approximately half a second.

We developed the beamforming interactions starting from the stan-
dard control by head orientation. We extended it with a recently imple-
mented [7,23] and more natural/embodied control by eye-gaze. Finally,
we defined an artificial interaction considering two simultaneous beam-
formers controlled by head and hand, respectively. Since this choice
aimed at exploring superhuman hearing abilities for the specific pairing
task, the introduction of a second beamformer is a straightforward path
towards an effective extension of available hearing-aid tools.
Head-guided control (H): When using the head interaction, the user
was able to choose/focus on a specific target by rotating and positioning
the head directly in front of the area of interest. The listener’s area
is divided into as many areas of interest as the number of stimuli that
should be known and tracked by the virtual system. To avoid a sort
of selection interference when the participant moves the head, the al-
gorithm waited one second before changing the source in focus. The
listener was also able to freely move the head without worrying about
constantly selecting random focus sources.
Eye-guided control (HE): The eye control considered eye positions
in the two-dimensional projected planes resulting from the intersection
of the eye gaze with position of the sources in the space. A collision
vector between the eye gazing point and virtual objects in the VE allows
the listener to select an audio source by looking directly at it. This
interaction enabled the participant to choose between one out of two
sources in the same field of view. It is worthwhile to notice that the
eye movement is still dependent on the head rotation to be able to
select sources from behind. This is the reason why this beamformer
interaction was labelled head plus eye (i.e., HE).
Head-plus-controller for a dual beamformer (HC): The HTC Vive
controller was used for pointer interaction and the participant could
select one source of interest. The controller was tracked in space and its
relative position to the focus sources around the listener was computed
according to the occupied area by the controller, always connected to
a certain source as in the H interaction. The controller had an instan-
taneous selection timing, so the user could very fast change between
focus sources. Since the controller might be considered an extension
of the body, it might not be directly affected by the dominance of
the head. Accordingly, the participant could be facing one source of
interest while pointing the controller at another source. The virtual
system managed the information from both the artificially selected
source and the head-centric selection, combining parameters from the
two beamformers.

4 THE USER STUDY

The main aim of the user study was to investigate if the three virtual
beamformers could support auditory attention and have an impact on
performances in highly challenging listening situations with different
levels of visual information.
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We conducted a first test where the users were required to complete
a small training session (Sec. 4.2.1) and calibration of the directivity
parameters for all virtual sound sources (Sec. 4.2.2), followed by a
speech pairing task in an abstract VE (Sec. 4.2.3). At this first stage,
the goal was to offer the participants a minimal visual environment
where the main cues were restrictively auditory by design. The second
test was built so that participants performed the task within a 360◦
video recording where they were surrounded by real speakers in order
to recreate a realistic and multimodal (audio-visual) scenario. The main
research questions related to this user study are:

• RQ1: What are the main preferences for directivity parameters?
• RQ2: Can users modulate their performance in the presence of

realistic visual references?
• RQ3: Will user performance differ between interaction tech-

niques?
We collected data from 17 participants (age 28 ± 6 years) with

self-reported normal hearing. All participants were informed about the
experiment and gave consent to data collection.

4.1 Stimuli
The first immersive VE consisted of eight blue virtual cubes defining
eight abstract sound sources in a minimalistic open space with light
blue sky and gray floor (see Fig. 1a). The cube directly in front of the
listener (i.e. the focus source) changed color dynamically based on the
user’s spatial position when rotating in the scene. Virtual sources were
distributed in a perfect circle, separated by a 45◦ angular distance.

The sound sources were simultaneously played in loops and com-
prised sets of sentences available from IEEE Recommended Practice
for Speech Quality Measurements [1], also known as the Harvard
Sentences, used in many different fields of audio engineering (e.g.
speech-to-text software and cochlear implants testing). These sentences
are considered standard and an optimal research material because all
the word lists are phonetically balanced, meaning that the frequency of
sounds in these lists corresponds to that of natural language and con-
versations. The sentences are short and simple; that is, monosyllabic
words punctuated by exactly a single two syllable word sentence.

For the 360◦ video recording setup, 8 concurrent human speakers
were placed around the listener’s position in an anechoic room every
45◦ starting from directly in front (see Fig. 1c for a top view map
of the recordings imported in unity). The recording contained a 360◦
video, captured with Garmin Virb 360 camera7, of the speakers reading
randomly selected Harvard Sentences, and the audio signal from each
speaker was recorded with clip microphones, DPA SC40608 (see Fig.
5 for two pictures from the recording sessions). The signal cross-
feed between microphones was ≈15 dB and it was later reduced with
equalization and compression to ≈10 dB difference between the main
signal and interfering signal. After the post-editing of both videos and
audio signals, the auditory speech stimuli were calibrated at 60 dB SPL,
equivalent to a conversational signal level.

For both abstract and realistic scenarios, there were four pairs of two
voices: a female and a male speaker, respectively. For each pair, seven
sentences (sets hereafter) were selected from Harvard Sentences and
synchronously assigned to both sources/speakers. Such a total of 28
sentences were the basis for the creation of seven balanced configura-
tions assigned to participants in our study: sentences order for each set,
female-male pairing, and the combination of a set with a pair during
the voice synthesis/recording were made following latin squares.

4.2 Protocols
Within-subjects task-based tests were conducted in order to identify
meaningful interactions within the two VEs. Participants were asked
to find pairs of the same sequences in a group of eight speakers. They
were asked to change the shape and the width of a directivity beam for
several directions optimizing each interaction technique introduced in
Sec.3.3. The three different types of interaction were individually tested

7https://buy.garmin.com/da-DK/DK/p/562010
8https://www.dpamicrophones.com/dscreet/4060-series-miniature-

omnidirectional-microphone

Fig. 5: Recording sessions and positions of the eight speakers.

by each participant in a within-subject experiment. Moreover, a normal
listening condition, (i.e., no hearing aids tool provided) were included
to test the level of difficulty of the proposed task. The experiment
procedure consisted of two different test blocks with multiple days
between the two tests in order to reduce learning effects (see Fig.
6a and 6b for protocol schematics). The first session accounted for
training, calibration and pairing task with abstract visuals. The second
part evaluated the task difficulty and the realistic VE.

4.2.1 Training

Participants were asked to do a brief tutorial where they became familiar
with the HTC Vive platform and the audible effects of changing both
directivity and gain values with three different sources in the space.
This training procedure helped reduce biases introduced by different
confidence levels with VR technologies. We defined four levels:

• (1) an introduction to the hand controller, where the participants
were asked to increase the volume for the focus source and shape
the directivity of another cube into a very narrow bipolar pattern;

• (2) - (4) the virtual beamformer was already calibrated with arbi-
trary values for both gain and directivity so that the subject would
only need to try to move around using the specific interaction
control to select the focus source among the increasing number
of concurrent sources.

This training procedure could be repeated as often as necessary.

Training/Calibration
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Fig. 6: User study, part 1 and 2: protocol schematics.
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Fig. 7: Top: Radar charts showing the means and standard deviations
pertaining to alpha, sharpness and normalized gain. Bottom: histograms
showing the distribution of calibration values pertaining to alpha, sharp-
ness and normalized gain. For the sake of visualization, gain values
were normalized with an additive constant equals to 20 dB. The 0 db
FS corresponds to this value in this chart, and to 60 db SPL.

4.2.2 Calibration

The high variability in auditory spatial perception [25] and cognition [4]
among listeners requires to consider biases due to user auditory profiles
that might be difficult to model, negatively affecting the final results.
Accordingly, participants performed a calibration in VR for each inter-
action metaphor in the abstract VE surrounded by all eight virtual cubes.
The main goal was to identify optimal values of directivity parameters
towards each source in order to enhance the natural intelligibility of
the frontal sound source (i.e., the focus source) on individual basis.
Accordingly, participants were asked to change the values of gain level,
directivity alpha, and sharpness of the virtual beamformer related to the
focus source, so that they could clearly understand what was being said
by the focus voice. Moreover, the calibration procedure also allowed
to select direction-dependent parameters for the remaining sources:
participants pointed the hand controller towards each masking source
and manipulated a sub-beam according to the mapping of Fig. 4 while
maintaining the selection on the focus source with head/eye control.9

The resulting virtual beamformer could potentially exhibit a multi-
lobe radiation pattern. Its parameter values were then used to under-
stand preference distributions, and to practically compensate different
user sensitivities during the tests. Since our user population had a
limited size, our approach was considered less error prone than con-
sidering fixed parameter values that would lead to hardly explainable
listener-beamformer mixed effects.

4.2.3 Test

For each beamforming interaction, participants were asked to pair the
sources matching the set of sentences. After exposure to both abstract
and realistic visuals, the perceived workload was assessed using a
modified version of the NASA task load index (TLX) [27] called the
NASA Raw TLX (RTLX) [28] in order to identify usability issues
on performances due to the beamforming control. The questionnaire
included six 5-point rating scales, ranging from 1 to 5 (high ratings
indicated high task load). The questionnaire was administered after
exposure to each condition and yielded an aggregate score serving
as an estimate of the overall perceived workload. Two additional
questionnaires were administered after exposure to the realistic scenario.
That is, participants’ confidence with the three interaction techniques

9In HC, the hand controller did not work as an interaction tool for beam
control but acted as remote controller for an additional H parameter adjustments.

was also assessed by means of the short version of the user experience
questionnaire (UEQ-S) [64] and the questionnaire for the subjective
consequences of intuitive use (QUESI) [51]. The UEQ-S includes eight
of the 26 semantic difference scales of the original UEQ [43], and the
mean of the participants responses to the eight items, the UX score,
is viewed as a measure of the overall user experience. The QUESI
includes 14 items, organized into five subscales pertaining to subjective
mental workload, perceived achievement of goals, perceived effort of
learning, familiarity, and perceived error rate. The mean of the five
subscales, the QUESI score, is taken as a measure of the how intuitive
participants found the interaction. For the sake of consistency all
three questionnaires included 5-point rating scales, where high scores
indicated high perceived workload (RTLX), an overall positive user
experience (UEQ), and high intuitiveness (QUESI).

The presentation order of the three interaction metaphors was ran-
domized. Participants were always informed about the current interac-
tion metaphor, but no further information regarding the positions of the
pairs or which pairs were correct was given.

5 DATA ANALYSIS AND RESULTS

It is very relevant to note that none of the participants were able to
find the first pair (and thus the remaining pairs) in the natural listening
condition within the VEs before quitting the experimental session for
the high level of difficulty. No statistical analysis was based on this
information, even if this result certified the impracticability of such
pairing task without artificial hearing support.

The analyzed metrics were:
• correct pairing: number of correct pairs found during exposure

to each interaction metaphor;
• pairing time: time spent exploring the scene while finding the

next pair of speakers;
• pairing action time: the time required to actually select the two

speakers identified as a pair during the pairing time.
All data were treated as interval or ratio data. Significant outliers were
identified based on the inspection of boxplots, and Shapiro-Wilk’s tests
were used to determine if the data were normally distributed. If no out-
liers were detected and the data was assumed to be normally distributed,
one-way repeated-measures ANOVAs were used for statistical com-
parison. Alternatively, non-parametric Friedman tests were used for
statistical analysis, and pairwise comparisons performed using Dunn-
Bonferroni tests. All cross-study comparisons were performed using
non-parametric methods due to violations in the normality assumption.
Specifically, for each measure three Mann-Whitney U tests were used
to compare the results obtained during exposure to H, HE and HC in
the study involving abstract visuals with the corresponding conditions
in the study involving realistic stimuli.

In case of four of the 18 participants exposed to the abstract visuals
and four of the 17 participants exposed to realistic visuals, logging
errors prevented us from obtaining information about the pairing data.
Because these errors did not affect the participants’ experiences, the
analyses of the questionnaire data involved the full samples. However,
the same analyses were also run on the reduced samples for abstract vi-
suals (n = 14) and realistic visuals (n=13). Only discrepancies between
the two sets were reported along with the analyses of the full sample.

5.1 Calibration:
In Fig. 7 (bottom), histograms show the data distributions of alpha,
sharpness and gain values of the calibration procedure. It is worthwhile
to notice that most participants kept the starting values for alpha (0)
and sharpness (1) changing only the gain values for each considered
direction of the virtual beamformer, shaping their own polar pattern. Ac-
cordingly, we conducted the statistical analysis for the gain parameter
only. Fig. 7 (right) shows the gain data. They were normally distributed
in case of all but one source (i.e., 90◦ direction). However, significant
outliers were found with respect to all sources, except from frontal
direction (0◦). Thus, the data was analyzed using a non-parametric
Friedman test. The test indicated that the median normalized gain
differed significantly between sources, X2(2) = 47.860, p < .001. Pair-
wise comparisons using Dunn-Bonferonni tests indicated that median
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Fig. 8: Top: Mean pairing times across the four pairings for the three
conditions HC, H, and HE. Error bars indicate ± 1 SE. Bottom: The
median pairing times across the four pairings for abstract visuals (left)
and realistic visuals (right).

normalized gain of direction 0◦ (Mdn = 13.0 dB) was significantly
higher than direction −45◦ (Mdn = -2,7 dB, p > .001), −90◦ (Mdn
= -1.9 dB, p > .001), −135◦ (Mdn = -2 dB, p > .001), 180◦ (-2.7 dB,
p > .001), 135◦ (Mdn = -1 dB, p = .004), and 45◦ (Mdn = -1.3 dB,
p = .001). No significant difference between directions 0◦ and 90◦
(Mdn = -1.2 dB) was found, and none of the other sources differed
significantly from each other.

5.2 Paring task performances
Fig. 9a shows the results pertaining to the number of correct pairings
during exposure to abstract and realistic visuals. In regard to abstract
visuals, the Friedman test found no significant difference between
conditions, X2(2) = 1.687, p = .430. Similarly, the Friedman test used
to compare the data from the realistic scenario found no significant
difference between conditions (X2(2) = 1.226, p = .542). As apparent,
the number of correct pairings was higher when the participants were
exposed to realistic visuals across all three conditions. However, the
Mann-Whitney U tests only indicated that the median difference was
significant when comparing HE across the study realistic visuals (Mdn
= 3.0) and the study involving abstract visuals (Mdn = 2.0) , U =
146,z = 2.309, p = .021.

In Fig. 8 (top), average pairing time in sequential pairing reveals
that the first pairing can be clearly distinguished from the subsequent
activities. Participants efforts were mainly involved in this first period,
which heavily contributes to timing performances in both scenarios.
Fig. 9c shows the results pertaining to the first pairing time during
exposure to abstract visuals and realistic visuals. The Friedman test
revealed no significant difference in pairing time between conditions
in the abstract visual scenario, X2(2) = 1.000, p = .607. However, a
Friedman test indicated that interactions in realistic condition differed
significantly in terms of pairing time, X2(2) = 8.769, p = .012, and the
pairwise comparisons indicated that median pairing time for HC (Mdn
= 160.8) was significantly lower than the median pairing time of HE
(Mdn = 1444.2), p = .010. Moreover, the performed Mann-Whitney
U tests indicated that pairing times with HC were significantly higher
during exposure to abstract visuals (Mdn=546.3) compared to realistic
visuals (Mdn=160.9), U = 47.0,z =−2.135, p = .033. No significant
differences between studies were found with respect to H and HE.

The action of pairing two speakers did not differ in the sequential
pairing order due to short action time and high variability among par-
ticipants. Fig. 8(bottom) displays median values. For this reason,
the pairing action time was computed without considering pairing

Fig. 9: Boxplots visualizing results for (a) correct pairings, (b) mean
pairing action times, (c) first pairing times, and (d) RTLX scores in
terms of medians, interquartile ranges, minimum and maximum values,
and outliers. Asterisks indicate, where present, a significant difference
(*: p < .05, **: p < .01 , ***: p < .001 at post-hoc test).

order and Fig. 9b shows the results during exposure to abstract visu-
als (n = 14) and realistic visuals (n = 13). In regard to the abstract
visual scenario, the Friedman test revealed no significant effect of in-
teraction technique on pairing action time, X2(2) = 1.857, p = .395.
Moreover, the Friedman test used to compare the results pertaining
to the realistic scenario, found no significant difference between con-
ditions, X2(2) = 4.154, p = .125. The Mann-Whitney U tests found
no significant difference between HC combined with abstract visuals
(Mdn = 5.0) and HC combined with realistic visuals (Mdn = 1.7),
U = 63.0,z =−1.359, p = .185. However, with respect to H, the me-
dians pairing action time was significantly higher during exposure to
abstract visuals (Mdn = 4.2) compared to realistic visuals (Mdn = 2.4),
U = 48.0,z = −2.087, p = .038. Similarly, with respect to HE, the
median pairing action time was significantly higher during exposure to
abstract visuals (Mdn = 7.0) compared to realistic visuals (Mdn = 2.6),
U = 42.0,z =−2.378, p = .017.

5.3 Questionnaires
Fig. 9d shows the results of the NASA RTLX related to the study involv-
ing abstract visuals (n = 18) and realistic visuals (n = 17). A Friedman
test indicated that participants answers with abstract visuals were statis-
tically significantly different between conditions, X2(2) = 8.842, p =
.012, and pairwise comparisons using Dunn-Bonferroni identified a
significant difference between HC (Mdn = 3.00) and H (Mdn = 3.25),
p = .037, indicating that the perceived task load was slightly higher
when the participants relied on head-based only interaction. However,
these results were only marginally significant when the same analysis
was performed on the reduced sample (n=14), X2(2) = 5.915, p = .052.
The questionnaire data related to the realistic scenario were normally
distributed, as assessed by Shapiro-Wilk’s test (p > .05), no significant
outliers were identified, and Mauchly’s test indicated that the assump-
tion of sphericity was met, X2(2) = 1.089, p = .580. However, the
one-way repeated measures ANOVA found no significant difference in
RTLX scores between conditions, F(2,32) = 1.123, p = .338. More-
over, the three Mann-Whitney U tests did not reveal any significant
differences in regard aggregate RTLX scores.

Fig. 10a shows the results related to aggregate UX scores ob-
tained from the UEQ-S administered after exposure to realistic vi-
suals. The data were normally distributed, as assessed by Shapiro-
Wilk’s test (p > .05), no significant outliers were identified, and
Mauchly’s test indicated that the assumption of sphericity was met,
X2(2) = 2.739, p = .254. However, a one-way repeated measures
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Fig. 10: Boxplots visualizing results related to (a) the UEQ-S question-
naire and (b) the QUESI questionnaire in terms of medians, interquartile
ranges, minimum and maximum values, and outliers.

ANOVA found no significant difference in scores between conditions,
F(2,32) = 1.906, p = .165. Finally, Fig. 10b shows the results related
to aggregate QUESI score obtained from the QUESI administered after
exposure to realistic visuals. A non-parametric Friedman test was used
for analysis. The test did not find a significant difference in scores
between the three conditions, X2(2) = 1.529, p = .465.

6 GENERAL DISCUSSION

In this study, we decided to let participants decide the shape of their vir-
tual beamformer supported by the great flexibility of a calibration in VR.
Answering to RQ1 (directivity parameterization), they mainly adjusted
the directional gain (see Fig. 7(bottom)), slightly changing the re-
maining parameters. No differentiations among interaction techniques
were reported. Accordingly, one can assume that all individual parame-
ters referred to the dominance of head-guided interaction metaphors.
The typical calibration strategy primarily involved gain tuning for all
available directions, followed by changes in alpha and sharpness on
an individual basis. Such direction specific modulation resulted in a
narrow polar lobe of the virtual beamformer, i.e. α ≈ 0.5 meaning a
cardioid shape in combination with γ > 1. For many participants, a
SNR improvement ranging from 14 to 16 dB resulted from gain ad-
justments was already satisfactory in their virtual beamformer and in
good agreement with the most elevated enhancement reported in the
scientific literature [21]. Interestingly, there is also a general trend in
parameter tuning for gain and for those participants who also consider
α and γ (see radar charts in Fig. 7): right directions exhibited less
attenuation, less interference from adjacent directions (i.e., hypercar-
diod shape), and narrower beams. The average behavior of this virtual
beamformer supported the lateralization of auditory attention and the
right-ear advantage [30]. However, one can argue that directivity and
sharpness parameters were not very useful for the given task, or users
did not know how to take advantage of them. A future experimental
session might consider an extensive training phase where users might
be forced to manipulate one parameter at a time. Preferred and most
useful parameter configurations could influence paring strategies.

Evaluating the same task with different levels of visual information
has an important methodological validity for multisensory integration
of auditory stimuli [31] which drives relevant research questions such
as RQ2. In our study, the head-guided beamforming seemed to be
highly influenced by the coordination of eye and head-movements,
that facilitated human speech processing within a realistic audio-visual
scene [68]. The statistical differentiation in pairing action time between
abstract and realistic visuals for H and HE confirmed the improved
timing performances in space orientation. On the other hand, HC
did not follow the same integration mechanism because participants
already had the focus on both speakers of a pair thanks to the virtual
dual beamformer (i.e. head and hand was spatially anchored to the
two identified speakers). Consequently, HC did not require advantages
from visual anchors in the pairing action. Moreover, the statistically
significant improvement in correct number of pairs in HE (and a reduced
variability compared to H and HC) with realistic visual details attested
to the increase in reliability while coordinating head and eye.

RQ3 is closely related to RQ2 assuming that it was mainly related
to the exploration period in the first pairing which is crucial for finding
subsequent pairs and thus for the final performance. The root interac-

tion H showed a positive trend for the first pairing time from abstract to
realistic visual references, strengthened by the combination with a hand
controller (HC) that exhibited a statistically significant differentiation
unlike H alone. However, H and HC did not statistically differ in this
metric suggesting future analyses with more participants and alterna-
tive performance metrics such as attention switching [53] and head
movement quantity. On the other hand, the eye interaction resulted in
a tendency of slower exploration. Gaze orientation towards a specific
source required more time due to inefficiency in the eye-tracker and
unoptimized transitions among focused directions that might require
ad-hoc adjustments through gaze-contingent experiments [63]. This
latter aspect will be subjected to future investigations.

Summarizing the outcomes regarding the virtual beamforming in-
teractions, HC was the most efficient in the pairing task. The imple-
mentation of a dual beamformer could be considered a new artificial
feature, perfectly matching task requirements with a superhuman hear-
ing motivation. Moreover, task load decreased in the most challenging
situation with minimal visual feedback (Fig. 9d). Since HC resulted in
the more versatile technique, H suffered from the lack of visual details
in terms of workload and pairing action time. HE closely derived from
H, inheriting similar drawbacks at least in this speaker configuration.
In particular, the effect of source displacement could be easily changed
in future sessions following our methodology of virtual prototyping.
High values on UX and QUESI questionnaires supported a future real
development of such techniques. For the product design perspective
in hearing aid industry, implementing eye tracking would require new
technologies such as electrooculogram (EOG) which measures eye
movements based on skin mounted electrodes at a high frame-rate [23].
Similarly, supporting hands gesture control would require features com-
parable to mobile AR/MR devices (see [38] for recent trends in AR
research).

Finally, user characterization in terms of listening abilities and pair-
ing strategy will be analyzed within a larger pool of participants, sup-
porting skills for the control of any new virtual beamformers.

7 CONCLUSION

This study provides a methodological and technological framework for
virtual prototyping of the new generation of artificial and augmented
hearing devices. Our main motivation is the identification of ideal sonic
interactions in VR before investing resources in the actual development
of real hardware/software technologies to be included in hearing aids
and hearables. This case study disclosed potential superhuman abilities
in the form of a virtual acoustic beamformer for the complex cocktail
party problem. In particular, a task-specific beamforming control could
support an effective experience in challenging (nearly impossible) lis-
tening situations. Interactions with a dual virtual beamformer resulted
the best solution for a speaker pairing task in multi-source scenario.

The VR framework could be employed in different listening situa-
tions considering irregular displacement of listeners and different levels
of visual information. Non-anechoic conditions will be considered to
evaluate the impact of room acoustics which is a well-known problem
for example classroom acoustics [6]. Moreover, dynamic rendering
of VEs [48] and the addition of user walking [12] will be extremely
relevant in evaluating superhuman hearing tools in a complex system,
which will be more and more similar to reality.

It is worthwhile to notice that this virtual prototyping approach could
easily integrate non-ideal or realistic virtual beamformers. Ambison-
ics encoding could incorporate acoustic measurements of directivity
patterns from real hearing aids, substituting the pre-computation of
spherical-harmonics based HRTFs in Eq. 7. Finally, the assumption of
a priori knowledge of all virtual sound sources could be substituted by
machine learning algorithms for auditory scene analysis [67]. With the
simulated sound field acting as input, the virtual beamformer will be
capable of detecting objects, classifying scenes and events.
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