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ABSTRACT
The emergence of big data combined with the technical developments in Artificial
Intelligence has enabled novel opportunities for autonomous and continuous decision-
support. While initial work has begun to explore how human morality can inform
the decision-making of future Artificial Intelligence applications, these approaches
typically consider human morals as static and immutable. In this work, we present
an initial exploration of the effect of context on human morality from a Utilitarian
perspective. Through an online narrative transportation study, in which participants
are primed with either a positive story, a negative story, or a control condition
(N = 82), we collect participants’ perceptions on technology that has to deal with
moral judgment in changing contexts. Based on an in-depth qualitative analysis
of participant responses, we contrast participant perceptions to related work on
Fairness, Accountability, and Transparency. Our work highlights the importance of
contextual morality for Artificial Intelligence and identifies opportunities for future
work through a FACT-based (Fairness, Accountability, Context, and Transparency)
perspective.

KEYWORDS
Contextual morality; Algorithmic bias; Artificial intelligence; Ethics;
Decision-support

1. Introduction

Artificial Intelligence (AI) algorithms are increasingly deployed in the real world, covering
both one-off, high-stakes decision support as well as mass scale daily routine assistance.
Examples include the use of AI in domains such as justice [25], transportation [11],
and health [22, 15] – as well as day-to-day interactions such as location-based activity
recommendation systems [89] and the selection of personalized news items [80]. Although
AI-technology has the potential to support and augment human-decision making, the
negative consequences of such automated technologies have recently covered the front
pages of news outlets, reporting on racism and sexism [90, 18, 60], as well as other
biases in recent AI deployments [49]. These concerns have recently led to a political
interest in this area. At the recent G20 summit, an economic council of the world’s
wealthiest nations, ministers agreed on the need for human-centric AI principles [30].
Given the potentially far-reaching consequences and the (typically) opaque nature of
‘AI in the wild’ systems, recent work has begun to explore critical aspects such as the
Fairness, Accountability, and Transparency (FAT*) of AI [13, 15, 25, 84, 86] – resulting
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in the creation of guidelines for the design and development of AI applications. In a
recent review of AI these emerging guidelines, Jobin et al. compare nationwide and
international (e.g., European Union, IEEE) AI principles [52], highlighting a number of
major differences in the interpretation of FAT and other critical aspects, as well as the
issues, domains, and actors targeted by the guidelines.

Although work on FAT* is critical, the review by Jobin et al. highlights that these
factors cannot be seen in separation from the moral values and beliefs which drive
human decision making [19, 52]. As human-labelled data is routinely used to inform a
system’s reasoning, any AI-system will, by definition, be biased to the (current) moral
standards of those responsible for contributing (‘ground truth’) data. Previous work
indicates that moral standards differ between people, context, and culture [45, 82, 7].
Hofstede suggests that national cultures can be described along six dimensions (Power
Distance, Uncertainty Avoidance, Individualism/Collectivism, Masculinity/Femininity,
Long/Short Term Orientation, and Indulgence/Restraint), which explain differences
in cultural norms [45]. For example, Hofstede found that the United States scores
highest in Individualism, followed by other Western countries, whereas the majority of
Eastern countries score higher on Collectivism. Similarly, Awad et al. find significant
differences between participants originating from Western, Eastern, and Southern
clusters [7]. However, AI systems typically contain human-labeled data originating from
unrepresentative and uniform (e.g., cultural background, age, location) populations
(e.g., US crowdsourcers working at Amazon Mechanical Turk) – consequently biasing
the behaviour of AI systems [25, 43]. Furthermore, while current AI-powered systems
are primarily based on a combination of historical and human-labelled data, future AI
systems will inevitably have to function in previously unencountered scenarios. As such,
their reasoning should not only consider the ‘optimal’ end-result but also acceptable
ways to achieve this goal (or decide that the goal should be abandoned altogether).
Therefore, future AIs will have to autonomously reason about ‘right’ and ‘wrong’ to
inform their decision making and ensure transparency towards end-users and regulatory
oversight.

Initial work has begun to explore how human morality, the codes of conduct that
distinguish right and wrong behaviour [33], can inform the decision-making of future
AIs [7, 11]. However, these approaches typically consider human morality as a static con-
cept [73]. In contrast to this work, the Philosophy and Psychology literature highlights
that our morality is anything but constant and that our moral compass is profoundly
affected by our context [59, 83]. Indeed, identifying what is considered as ‘right’ and
‘wrong’ is heavily dependent on the situation in Utilitarianism [65], Deontologism [12],
and Virtue ethics [36].To align with the ethical perspective of end-users, a distinct subset
of AI applications should, therefore, be capable of considering the user’s context in their
decision-making process. This is in contrast to relying on a constant set of guidelines,
typically following a Silicon Valley-imposed mindset, which are not necessarily aligned
with the user’s viewpoint. We, therefore, argue that an essential element for future AIs
is to exploit contextual information in order to determine the expected moral behaviour
and adjust their actions accordingly.

In this work, we explore the role of morality in AI-based decision-making, pointing
our attention to the under-explored concept in Computer Science of contextual morality.
Following an extensive review of the FAT* and ethical AI literature, we introduce the
Contextual Morality Framework. The Contextual Morality Framework suggests that in
order to increase the fairness, accountability, and transparency of future AI-powered
systems, we must carefully consider the context within which the system is assessed.
Therefore, a true integration of context into FAT research, i.e. FACT, is required.
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Through an elicitation study, in which we apply the ‘narrative transportation’ method,
we collected rich, open-ended feedback on the participants’ perceptions of the issue
of developing technology that has to deal with moral judgment. Through a between-
subject design, we engage participants with a text-based stimulus and employ validated
questionnaires to gauge their immersion to the presented stimulus and moral values.
Our results shed light on the topic of morality in the development of AI-based agents.
Building an understanding of the (end-)users of technology and their expectations plays
a pivotal role in supporting researchers and developers. The findings in this paper
contribute to the intellectual debate on ethical AI and initiate a research perspective
for context-sensitive understanding in future AI applications.

2. Related Work

The study of morality has a rich history, with an extensive array of viewpoints developed
since the ancient philosophers. Works by Aristotle and others focused strongly on ‘virtue
ethics’, i.e., characteristics which make for a ‘good’ person [4]. Some of the virtues
advocated by Aristotle include ‘courage’, ‘truthfulness’, and ‘modesty’. However, the
implementation of virtues in AI applications is inherently challenging; e.g., how would
one go about quantifying a courageous algorithm through a rule-based approach?
Howard & Dungan argue that, through the use of soft-computing methods such as
neural networks and evolutionary computation, moral agents can obtain a certain
level of autonomy which allows them to make decisions outside of a set of predefined
rules [48].

A contrasting perspective that has seen initial uptake is the use of a Utilitarian
perspective. Utilitarianism states that ethical decision making maximizes value (i.e.,
utility) [65]. As such, an algorithm can be constructed that - as long as the utility
of potential outcomes is defined – can calculate the morally most optimal decision.
Bonnefon et al. and Awad et al. utilize this perspective in studying the perception of
the moral implications of autonomous vehicles (AVs) [7, 11]. Their work builds on the
premise that AV algorithms will eventually have to make decisions which negatively
affect either the passenger(s) or other road users. Participants were asked to make
moral judgments on a range of decision examples, with the results of the study offering
implications for the implementation of both AV algorithms and policy.

However, despite offering an excellent example of quantifying morals on a large scale,
this work fails to take into account recent advances in Philosophy which reveal that
a person’s moral judgment is variable. For example, Leavitt et al. showed that ones
assumed professional identity (e.g., manager vs engineer, soldier vs medic) substantially
influences moral judgment [59]. Similarly, Reynolds et al. show how contextual cues can
shape ethical behaviour in a business setting [73]. These examples demonstrate that both
the long-term and short-term context affect the moral judgment of individuals. As such,
we argue that AI applications should consider the context in which they operate in order
to function successfully. A relevant theory from social psychology is that of situationism,
which describes that it is not a person’s character traits, moral beliefs, or past behaviour
which can be used to forecast their behaviour but rather the characteristics of the
situation they are in [55]. Harman states that “empirical studies designed to test whether
people behave differently in ways that might reflect their having different character traits
have failed to find relevant differences” [42], arguing that character-based virtue ethics
should be abandoned. The notion that researchers attribute behaviour to an individual’s
character rather than the situation (i.e., context) which they are in, has been called
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the ‘attribution error’. In response to this critique, Kamtekar argues that the character
traits considered in the situationist perspective differ from the way in which character
is interpreted in virtue ethics. Whereas the empirical studies in situationism consider
character traits independently, Kamtekar states that “the conception of character in
virtue ethics is holistic and inclusive of how we reason”. While the debate between
situationism and virtue ethics is not the main focus of this paper, we acknowledge
that our argument follows a situationist perspective and identify this as an important
underpinning of the remainder of the paper.

2.1. Technology and Morality: Fairness, Accountability, Transparency,
and Ethics

Automated algorithms have long been understood as being part of the realm of means,
whereas morals are said to be located in the realm of ends [58]. With the evolution of
automated systems to autonomous systems, however, this clear distinction has started
to blur. Autonomous systems are, by definition, self-serving and, therefore, occupy the
ends realm as well as the means realm [27]. The ever-increasing impact of AI-powered
applications on daily human life has led to an intensified investigation of potential
applications of these new algorithms. This work has solidified itself under the umbrella
of the following terms; Fairness, Accountability, and Transparency.

2.1.1. Fairness

Fair AI aims for decision making which is equitable between different classes (e.g.,
demographic differences such as age). Reasons for unfair decision making primarily
stem from biases in the dataset used to train a classifier. Barocas and Selbst distinguish
two ways in which biased training data can result in discriminatory models [8]. First,
the training data can consist of cases in which one group was favoured or disfavoured
over other groups. By training a decision-making model on this data, the final model
may repeat biases from the past as training data is considered to consist of valid cases.
Second, training data can be biased towards a specific sample of the population. Even
if the dataset is entirely accurate, by under- or over-representing certain samples of
the population, biases can emerge. Liu et al. show that common criteria for fairness
may not be sufficient to give equal opportunity across different demographic groups
when it comes to selecting candidates for certain opportunities (e.g., job selection)
in score-based ML algorithms [63]. Common fairness criteria actually tend to cause
delayed disadvantages for underrepresented groups, thus, Liu et al. recommend to
consider the long-term outcomes when building fair AI systems. An approach to tackle
this issue at the root has been taken by Albarghouthi and Vinitsky, who propose
Fairness-Aware Programming as a solution to include rules for fairness in the code
– automatically monitored by a runtime system which checks for, and subsequently
reports, rule violations [2].

2.1.2. Accountability

The automated, and often obscure, decision-making processes employed by AI applica-
tions raise questions regarding their accountability. Diakopoulos discusses necessary
measures to guarantee clearer levels of accountability and distinguishes between require-
ments for the private and the public sector [24]. Diakopoulos argues that appropriate
mechanisms have to be put in place in all domains where autonomous systems create
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output. An example is the use of accountability reports in journalism, which enable
sample testing for biases and hoaxes in automatically generated texts. These inherent
biases can be results of the human engineers’ own biases or because they are hidden in
the training data used to train ML algorithms. ML algorithms that rely on big training
data sets used to predict human behaviour, risk propensity, or health status are often
called ‘Black Boxes’ [70], as they raise questions not only with regards to accountability
but also in respect to the system’s transparency. Research has shown that uncovering
black boxes is effective in making ML more understandable, e.g., enabling children to
actively engage with simple ML mechanisms in their everyday life [44].

2.1.3. Transparency

Work on the transparency of AI that aims to increase the ability for people to
understand the reasoning behind AI-based decision-making processes. This includes,
inter alia, work on interpretable models such as General Additive Modelling [15]. In
essence, these models support high intelligibility through reduced complexity – often
only at a small cost of reduced accuracy. A critical aspect of a transparent system
is the ability to explain how the system arrived at a given decision. Previous works
highlight the field of Human-Computer Interaction (HCI) as a potential key contributor
to explainable AI (XAI) research: “Given HCI’s focus on technology that benefits people,
we, as a community, should take the lead to ensure that new intelligent systems are
transparent from the ground up” [1].

Veale et al. have discovered deep discrepancies between the awareness of a need for
more transparency, fairness, and accountability and the actual algorithms developed and
put to work in the public sector [84]. They argue that the HCI community has a potential
stake in supporting fair and transparent execution of AI systems by governmental power.
Based on these findings, Holstein et al. indicate future directions for HCI research to
support ML engineers [46]. A major issue identified in relation to increased transparency
is a change in user behaviour as the result of their understanding of the algorithm
and its functionality. Research has shown that users of the Yelp recommendation
platform1, after learning about the functionality of the algorithm, will either abandon
the platform or start writing specifically for the algorithm [29]. Another study on the
lack of transparency of the Airbnb2 evaluation algorithm has identified anxiety amongst
accommodation hosts [51]. A solution to increase understanding of autonomous AI
systems has been offered by Iyer et al., who demonstrate that object saliency map
visualizations, i.e., visual explanations of why an action was taken by the system, support
intelligibility of the decisions of the system by the user [50]. A different approach can be
found in the uptake of accompanying datasets with ‘datasheets’ to improve transparency
and accountability, as is already a standard practice in the electronics industry [32]. IBM
researchers proposed a solution called ‘Supplier’s Declaration of Conformity’ (SDoC),
which describes a fact-sheet providing information about four key aspects identified by
IBM as necessary for developing trusted AI, namely Fairness, Explainability, Robustness,
and Lineage. The SDoC is provided by the AI service provider, and contains information
and explanations on the purpose, performance, safety, security, and provenance of AI
systems, enabling users to understand and examine these AI systems both prior to and
during their deployment [6].

1Yelp website at https://www.yelp.com/
2Airbnb website at https://www.airbnb.com
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2.1.4. Ethics

The in-the-wild deployment of AI systems will inevitably result in scenarios in which
systems have to choose between two potentially adverse outcomes. A practical and
well-known example is that of an autonomous vehicle (AV) which has to choose between
harming the well-being of passengers in the vehicle or that of people outside of the
car. Bonnefon et al. investigated the responses of people to these social dilemmas and
identified the complexity of the problem: participants preferred to be transported by
AVs which protect the passengers, but simultaneously want other AVs to react in a
utilitarian way, i.e., potentially sacrificing the well-being of the passengers [11]. This
complicated and paradoxical situation has led to the crucial discussion on how to make
autonomous system decision-making (more) ethical. Savulescu and Malsen state that
“an AI that could monitor, prompt and advise on moral behaviour could help human
agents overcome some of their inherent limitations” [76]. The authors argue that by
monitoring the factors which affect a person’s moral decision making, the AI can
make individuals aware of their (contextual) biases and recommend the ‘right’ decision
path. Chopra et al. argue that moral decision-making cannot merely be explained
through ethical dilemmas, but is instead a context-dependent process within which the
autonomous agent acts [17]. Expanding the analytic focus and including contextual
factors in the analysis of ethical decision-making processes would thus enable researchers
to develop more dynamic models of moral decision making [87, 31]. As such, we argue
not for solely considering what is ethical or unethical, but rather for assessing how these
judgements may differ between different contexts (e.g., cultures, activities, moods).

2.2. Narrative transportation

The narrative transportation theory states that due to the immersion in a story (whether
presented through text, video, or other stimuli), participants change their attitudes and
intentions to reflect the story’s circumstances [37, 83]. Narrative transportation has been
employed in a number of different domains, primarily in the area of Communication
and Psychology. For example, Morgan et al. investigate the effect of popular television
dramas on the attitude, behaviour, and knowledge of viewers in relation to organ
donation [66]. Their research reveals that viewers are more likely to become an organ
donor if the TV show explicitly encouraged donation and discusses the potential benefits
of donation. Similarly, an increasing number of research papers suggest that smoking
displayed in movies increases smoking behaviour among adolescents [67].

In contrast with the aforementioned studies which investigate existing narratives
(e.g., TV shows), researchers have also applied narrative transportation as a method
of scientific inquiry. In a study investigating prejudices, Johnson et al. evaluated the
effect of a narrative text describing Arab-Muslim culture containing a number of
counter-stereotypical exemplars [54]. Following this, participants’ prejudice against
Arab-Muslims was measured using an Implicit Association Test (IAT) [39]. The results
show that both implicit and explicit prejudice decreased among participants which read
the full narrative as compared to those presented with a condensed narrative or no
narrative at all. Furthermore, participants report increased empathy for Arab-Muslims.
Similar results were reported by Johnson et al. on the perception of different races [53].

A study by Grizzard et al. revealed that playing a game in a guilt-inducing condition
results in increased moral sensitivity [40]. Participants played the game either in the role
of terrorist (guilt inducing) or the role of a UN soldier (control condition). Participants’
level of guilt increased significantly when engaging in unjustified violence in the video
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game. The aforementioned examples indicate that it is possible for people’s moral
standards and convictions to change in a relatively short period of time induced by a
transporative experience.

3. The Contextual Morality Framework

Although the interplay between technological developments and human values has been
widely established in the literature (see e.g. [57]), this notion falls short in recognising
that values differ from person to person and are far from constant. Context has a
large effect on how we judge events or actions, as for example studied in narrative
transportation studies [54, 53, 66]. In this paper, we propose a framework describing
contextual morality and its relationship to Artificial Intelligence applications. Despite
the fact that AI applications face increased scrutiny with regards to their (perceived)
fairness and accountability, current work on AI has not significantly considered the
effect of context on user behaviour and expectations. Here, we consider morality from a
descriptive perspective – i.e., “certain codes of conduct put forward by a society or a
group (such as a religion), or accepted by an individual for her own behavior ” [33]. We
subsequently define contextual morality as the moral convictions of an individual or
group under a specific circumstance, emphasising that these convictions may change
following an adjustment of the circumstances. As such, we argue that a society’s ‘code
of conduct’ typically reflects a certain level of plasticity which needs to be reflected in
the technological artefacts we design for society.

3.1. Relation to Fairness, Accountability, and Transparency

Fairness, Accountability, and Transparency (frequently abbreviated as FAT*) have
emerged as important considerations in AI. Lepri et al. [61] define fairness as “the lack
of discrimination or bias in decision making”. The authors identify a diverse range of
perspectives on how fairness can be achieved, which include among others ‘group fairness’
(each group in the dataset should receive an equal fraction of each possible outcome) [14],
‘individual fairness’ (similar people should be treated similarly) [26], and ‘equality
of opportunity’ (people of equal talent and motivation should be offered the same
perspectives regardless of their place in the current social system) [41]. Accountability is
defined as the “assumption of accepting the responsibility for actions and decisions” [61].
Although the literature describes a number of ways to achieve accountability (see
e.g. [56, 84]), transparency is often seen as a key enabler of accountability in AI. Lepri et
al.’s definition of transparency describes it as the “openness and communication of both
the data being analyzed and the mechanisms underlying the models” [61]. Transparency
of a model can be achieved at a number of levels, most notably at the level of the
model (i.e., grasping the model’s workings), at a component level (i.e., parameters
and computation can be intuitively explained), or at the algorithmic level [61]. Lack of
either one of the aforementioned factors can severely hamper a user’s understanding of
the inner workings of an application [28].

Although Fairness, Accountability, and Transparency are all critical to the adaptation
of trustworthy AI algorithms, we note that none of these concepts consider the variability
with which individual’s perceive and evaluate the world around them. As such, a system
which is considered fair in one context may be evaluated considerably different in
a different context. In order to evaluate an AI application, it is therefore critical to
consider the contextual factors under which the algorithm is assessed and deployed.
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Figure 1. Conceptual diagram of the continuously evolving interaction between AI development and user
context - as captured in the Contextual Morality Framework.

Given the virtually endless possibilities in which a person’s context can affect their
morality, we propose a continuously evolving system describing the interplay between
user context and AI behaviour (see Figure 1). As the user’s context shifts, AI-powered
systems can – within the limits of a predefined bandwidth of solutions – identify a
solution most optimal to the user’s current contextual morality.

3.2. Studying Contextual Morality

Studying contextual morality requires us to clearly identify which aspects of context we
are capturing. Dey defines context as “any information that can be used to characterise
the situation of an entity. An entity is a person, place, or object that is considered
relevant to the interaction between a user and an application, including the user and
applications themselves” [23]. Following this widely used definition, we stress that
context is an immensely complex set of configurations and scenarios. Despite these
complexities, research in the field of HCI and UbiComp has highlighted that it is
possible to study and evaluate the effect of a subset of contextual variables.

Given the initial stage of research into human-AI interaction, we therefore propose
that the initial focus of work in this area focuses on contextual variables previously
identified in the morality literature. Although the effect of these variables, such as
a person’s cultural background [45, 85] or their current company (i.e., alone versus
together) [88], on a person’s current moral stance have been identified – how to capture
and model these variables in AI systems is currently unexplored. By following this
pragmatic approach, researchers are able to isolate individual contextual variables for
systematic analysis.
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4. Elicitation study

We employ an online narrative transportation study, allowing for a scalable and struc-
tured data collection approach. According to the narrative transportation theory,
participants engaged in a story change their attitudes and intentions in order to reflect
the circumstances of a given story [83]. In order to verify whether this theory can be
applied to the investigation of contextual morality, we employ a total of three conditions
across a between-subjects design. In two of the conditions, participants will be presented
with a fable. Fables are short stories, typically containing a clearly identifiable moral or
‘life lesson’. In this study we follow Samuel Croxall’s version [20] of two Aesop fables
(‘The Lion and the Mouse’ and ‘The Wolf and The Lamb’), with an illustration of these
stories by Milo Winter3. Finally, we include a control condition in which participants
are not shown any primer.

Condition Title Perry Index* Wordcount

Fable - Positive The Lion and the Mouse [20] 150 207
Fable - Negative The Wolf and The Lamb [20] 155 266
Control - - -

Table 1. Overview of study conditions. *The Perry Index is a commonly used indexing system to refer to
Aesop fables.

Following presentation of the stimuli, participants answer a set of questionnaires;

• First, we collect basic demographic data of the participant, including their age
and gender (allowing for open text input).

• Second, we measure the participants’ level of immersion using the Transportation
Scale - Short Form (TS-SF) [3] (not included in the control condition). TS-SF
is a validated questionnaire which consists of six question items. Each item is
rated on a 7-point Likert scale, ranging from ‘1: Not at all’ to ‘7: Very much’.
Two of the six items assess imagery for two main characters. We ensured that
each of the selected fables contains two main characters. The purpose of including
the TS-SF is to verify whether the chosen stimuli are a) able to elicit narrative
transportation, and b) comparable in terms of their narrative transportation
qualities. Furthermore, we included a verification question (also known as ‘golden
question’) to test whether the participant paid sufficient attention while shown
the stimuli. For the Fable conditions, this question asked where the two main
characters of the story had met, offering participants the choice between four
options.

• Third, we obtain a measurement of the participant’s current moral standards
using the Moral Identity Questionnaire (MIQ) [10]. The MIQ is an empirically
validated, 20-item questionnaire, assessing both the salience of moral integrity
and moral self [10]. Questions were presented in randomized order.

• Finally, and most crucial in our data collection, we ask participants to reflect
on the effect of context on their values and behaviour. We ask participants to
state whether they believe that moral values change depending on their context
(‘yes’, ‘no’, ‘not sure’), and ask participants to elaborate on their answer in a

3Text and images are in the public domain and can be found on the Project Gutenberg website at
https://www.gutenberg.org
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free-text input field. Additionally, participants are asked to reflect on the topic
of automated decision making in intelligent (mobile) systems through free-text
input – and are given a few examples to ignite their thought process. In order to
obtain rich insights, we offered a small monetary incentive to those participants
who provided particularly insightful responses.

We deploy both the stories and questionnaires online and recruit participants using
Prolific4 allowing us to collect responses from verified participants and deploy our
survey at scale. Participants were compensated at an hourly rate of 10 GBP, with
bonuses provided manually to 20% of participants. Our compensation structure exceeds
minimum wage in both the UK and the US (respectively 8.21 GBP and 5.70 GBP at
the time of writing). Participants could participate only once in this study.

5. Results

A total of 62 participants took part in our study, with a total of 21 participants for
the positive fable condition, 20 for the negative fable condition, and 21 for the baseline
condition. Participants had an average age of 32.3 years old (SD = 11.1). 38 of our
participants identified as female, 24 participants identified as male. The first language
of all of our participants is English. A total of three participants failed to answer the
verification question correctly and are therefore excluded from our data analysis. As
a result, we end up with 20, 18, and 21 participants for the positive fable, negative
fable, and baseline condition respectively. We first present an in-depth assessment of
our qualitative results, which informs the subsequent quantitative analysis.

5.1. Thematic Coding

We performed thematic coding on the participant’s responses. In doing so, we followed
a three step process. First, we read all of the participants’ responses to obtain a global
overview of the differences and similarities found within the dataset. Second, each of
the three coders annotated each individual participant response following an inductive
coding approach. Subsequent discussion between the coders resulted in three overarching
themes. The themes, ‘moral influencers’, ‘moral-infused technology’, and ‘setting moral
standards’, highlight the concerns, suggestions, and mindsets brought forward by our
participants.

5.1.1. Moral influencers

Although only half of the participants expressed the belief that their context affected
their moral values, those who did were often able to provide clear examples of the
factors affecting them in their daily life. The most commonly used explanation for
changing moral values was the effect of other people. “I believe that when I go to my
classes, my moral values are more secure and refined but when I am hanging out with
my friends, I throw moral values out the window.” (P26). Participants also revealed
how the company of others may affect their intentions, even if it is simply to portray
a ‘better’ version of themselves; “Being around certain groups and individuals is more
likely to make myself check my wallet for change (even if I know I don’t have any on
me) when around rough sleepers. If I am on my own and know I do not have change, I

4Prolific website at https://prolific.ac/
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am even less likely to check. This leads me to believe my values (at least in this area)
are sometimes more about performance than actual altruism.” (P02).

Several participants note that it is not solely the effect of individuals or small groups
(e.g. family, friends) which affect their moral values, but that the culture by which
they are surrounded has a profound impact as well. “I believe that moral values can
vary depending on the culture. A certain action or belief may be considered moral in
one place, but not in another. Depending on the culture that I am surrounded by, my
actions may take a more conservative (safe) turn than they otherwise would if I was
by myself or around similar minded people.” (P60). Given the increased multicultural
interactions people have in their lives, this notion is increasingly relevant and currently
under-explored. Our participants note that even if their personal values may not
necessarily align with that of their current peers, there is a strong pressure to go along
with the moral stance of the group; “I believe group mentality plays a big part in ‘moral
values’ and that while you may not act on these new values, you can often just go with
the group.” (P54).

Finally, participants seem to have a clear understanding of their actions on their
moral decision making. “After a glass or two of wine, it’s easier to make a decision
which would feel wrong otherwise.” (P63). A similar sentiment is found in the reflection
on the effect of context on participant’s morality; “At work, I need to be in a supervisor
role so would do everything by the book. At home, I can be more relaxed as my family
knows me.” (P57).

As aforementioned, about half of our participants do not believe that context affects
their moral values. These participants express the belief that their morality is either
immutable, or not affected by any short-term changes in their environment. This stand-
fast position is expressed by participants along the following lines; “My morals were
decided by myself a long time ago and there’s very little in life that could happen that
would make me change.” (P14). Several participants report a middle ground, where
they acknowledge changes in their behaviour as the result of a changing context, but
do not necessarily believe that their values adjust accordingly; “Your values should
be set things (potentially changing over a long period of time, or after learning new
information). How you express them may vary depending on context etc., but the values
themselves shouldn’t change.” (P06).

5.1.2. Moral-infused technology

When confronted with the moral aspects of intelligent (automated) support-systems, a
large number of participants raised concerns. Although some participants expressed a
more general resentment; “Allowing a computer to think for us is encouragement to not
think for ourselves. I think it’s wrong! ” (P14), most participants were able to articulate
specific concerns.

Part of these concerns are based on the participant’s understanding of how such
AI-powered technology may work; “Context plays a part in morality, and it would be
difficult to program this understanding within a computer system.” (P07). A number of
participants further extend this argument by proposing that morality is something
that distinguishes humans from machines; “I think this is a difficult question to answer
because I am not sure it is possible or if I am even comfortable with a computer (in
effect) taken on traits of my morality. As a person, it actually makes me cringe to think
that a computer feels it could understand me but maybe that is because I am not very
comfortable with the depths AI can go to beyond say Spotify suggestions.” (P16). In
addition, participants suggest that concerns they may have in one application area
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of AI may not necessary be relevant to other applications or services; “In something
as seemingly trivial as text prediction then I think the algorithm should try do that job
as well as it can. [...] It gets much tougher when other decisions are being made - for
instance a dating app.” (P46).

Other participants expressed the fact that morality differs both between and within
persons, impeding moral factors in technology. For example, P07 refers to cultural and
family differences that shape our moral viewpoints; “Different cultures teach different
moralities, and even different families teach different ideas. This would make it near
impossible for a computer system to accurately suggest things that would be considered
morally just to everyone who utilizes the system”. Several participants note that they
would be more like to trust technology if it was in line with their personal contextual
morality; “I would be more likely to use such technology and rely on it more heavily if
it was closely in tune with my personal, contextual morality.” (P60). One of the aspects
repeated by participants is the potential effect of their mood; “Yes contextual morality is
important, as our decisions sometimes alter depending on different circumstances, such
as moods and how we are treated. Different types of people enhance or downplay some
aspects of our personalities and this would mean that a mobile system would need to
have flexibility in their thought and decisions to reflect this varying personality.” (P53).

5.1.3. Setting moral standards

Finally, when it comes to deciding on the moral standards embedded in everyday
technological systems, participants provided a number of perspectives. As expected,
several participants note that moral standards and behaviour should be based on past
user behaviour. These participants note that moral values are highly personal, and as
such do not consider the use of identical moral rulesets across all users as acceptable; “I
would expect any such system to be trained by my own usage, as such it would match
my moral values. [...] Morals are highly personal, and it would feel improper to force
my morals on another, or to have theirs forced upon me.” (P06).

An alternative approach proposed by participants is to consider a group of trustworthy
people to devise a set of moral standards for AI-based technology. Participants in
favour of this approach stressed that this group should consist of people outside of
the commercial companies or institutions responsible for creating these algorithms;
“Moral people who have proved them self in society should be involved with this. Such as
volunteers, teachers, police, nurses. It should not be left to the owners of these companies
who often have to break their morals to get where they are in life” (P15). In addition,
participants note that such a group should be sufficiently diverse in order to obtain
a wide range of viewpoints; “A panel of well informed, educated range of scientists. I
think a range of experts from a variety of backgrounds would reach a good consensus on
what is morally right.” (P17). “Context should always be included when using intelligent
systems. People who choose the moral values of the system should come from a varied
group of people; different people have different morals and therefore what one person
may think as immoral, one may not think that.” (P25). Finally, one participant highlights
a grassroot approach to the development of AI technologies; “I think that it should
be chosen by the community (i.e., the set of people who interact in a meaningful way
everyday and share space). Workers, housewives, homeless people, youth. It should be
a local, collective decision, not something done by scientists or capitalists or even the
government.” (P54). These comments indicate that the general public is aware of the
complexity of deriving moral standards.

Adjacent to the aforementioned concept, a number of participants suggest that the
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moral standards should be based on a large-scale democratic outcome among the wider
population. “Sounds like the only fair way to do it is have a referendum of all citizens
and go with the popular vote.” (P09). However, these participants were typically quick
to point out the practical limitations of such an approach; “These need to be based
on widely debated and agreed moral codes. Though the practicality of such a process
means it would be unlikely to be borne out in practice.” (P45). Finally, participants also
note that even if standards are agreed on by a large sample of a country’s population,
they may not necessarily fit the moral standards of other populations; “I am British
and believe we should have a common code or set of values that people should adhere
to. E.g. if it is a ‘British Value’ to not discriminate against someone because of their
sex or sexuality etc., then mobile systems ought to be able to include those types of
moral values. If someone does not agree with that, then they do not adhere to British
Values and either have to accept it or find somewhere that does accept that type of
discrimination.” (P62).

5.2. Quantitative analysis

First, we calculate the participants’ level of immersion between the two stimuli conditions
(i.e., non-baseline conditions). Transportation Scale [3] results are similar between
conditions, with a mean score of 4.7 and 4.8 for the Fable - Positive and Fable -
Negative condition respectively. These scores are a bit higher than average immersion
scores reported in [3], but given their high similarity are a good indicator of the
comparability between the two stimuli.

Second, we calculate the participant’s moral score as based on the completed Moral
Identity Questionnaire [10] (MIQ). MIQ scores range from a minimum score of 20 to a
maximum score of 120. Average score among our participants is 98.5 (SD = 12.5), with
minimal differences between conditions; 98.4, 95.9, and 99.7 for the Fable - Positive,
Fable - Negative, and Control condition respectively. In comparing the participant’s
self-reported moral identity scores, we find higher average female scores (female mean
= 99.2, SD = 11.6 – male mean = 96.1, SD = 11.4), as shown in Figure 2-A. A t-test
indicates no significant difference between the two conditions (t(57) = 2.254, p = 0.33),
although the direction in gender difference is in line with earlier work [10]. Following,
we analyze the effect of age on the participants’ moral identity. Using a Pearson’s
product-moment correlation test, we find a positive but non-significant correlation
between participant’s age and participant’s moral identity, r(57) = 1.45, p = 0.15 (see
Figure 2-B). Analysing the Moral Self sub-scale of the MIQ [10], we find a significant
correlation (r = 0.29) between participant age and moral self score (r(57) = 2.25, p =
0.03).

Third, we report whether participants’ believe their context affects their moral values.
Participants were quite evenly split on this question. A total of 26 participants believe
that context would not effect their morality, 29 participants thought context did have
an effect on their moral values. None of the participants answered as unsure.

6. Discussion

The call for moral guidelines surrounding digital agents is not new, as was already stated
in the seminal work by Rosalind Picard: “The greater the freedom of a machine, the
more it will need moral standards” [72]. With AI’s increased ubiquity, both in terms of
adoption and its concealed nature, this call for moral standards has become increasingly
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Figure 2. Distribution of participant responses across participant’s (self-identified) gender and age.

pressing. Our qualitative results stress that morality is not a static concept, and that
personal AI-systems therefore face unique challenges which have remained underexposed
in the current AI-research landscape. The implications of this perspective touch upon
multiple aspects of AI research. In this section, we outline how our results build upon
previous work and offer an outline for future work in the area of contextual morality.

6.1. Capturing insights on morality

In this study we relied on the narrative transportation method to (temporarily) alter
the attitudes and intentions of our participants [67, 38, 40, 54]. Our results indicate only
minor differences between conditions on the participant’s self-identified moral identity
score, which raises interesting points of discussion for future work in this domain.
The fables are a clearly moral-infused primer, potentially resulting in participants
experiencing resistance to the topic of the study. Literature in Psychology has labeled
this behaviour as ‘reverse priming’ [34], stating that participants may attempt to ‘over-
respond’ in their choices – consequently biasing their choices in the reverse direction.
An alternative explanation can be found in the ‘transformative choices’ theory by
Chang [16], which states that moral transformations happen either as a consequence
of events (event-based) after we have made a choice, or as a follow-up event of a
choice (choice-based). Based on this reasoning, we can argue that our study setup was
solely able to assess event-based moral transformations (i.e., making the choice) as
opposed to the potential moral transformation that an individual may experience as
the consequences of choices they make. A long-term evaluation would be required to
assess these choice-based moral transformations.

Previous work included highly engaging stimuli, such as war simulation games [40],
resulting in an increase in people’s moral sensitivity. Based on the combined results
of previous work and the limited effect our chosen stimuli on participant morality in
comparison with the baseline condition, we conclude that stimuli need to be sufficiently
stimulating for participants to experience narrative transportation and subsequently
experience a change in their morality. Patil et al. show how Virtual Reality (VR)
could be used as a potential research tool for this purpose [71]. In their experiments,
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participants faced variations of the ‘trolley problem’5. Participants were found to
take a more utilitarian approach (i.e., act proactively to minimize the number of
casualties) when shown the same dilemma in VR as compared to a text-based control
condition. Through the use of VR simulations, participants can be easily transported
into a controlled environment with dynamic stimuli, increasing the ecological validity
of the study [69]. In addition to the use of the hypothetical trolley problem scenario, a
promising alternative is to derive moral information based on real-life decisions. Game
theory provides multiple scenarios, e.g. the prisoner’s dilemma, which can be adjusted
to mimic realistic decision-making events encountered in daily life.

Finally, an approach which has thus far not been considered in this domain is the
collection of participant data ‘in the wild’. An approach particularly suitable for the
collection of data in particular contexts (e.g., nightlife areas, at public events) is the
use of public displays. Public displays are capable of “collecting data serendipitously
and largely on autopilot — for purposes beyond one single application at a time” [47],
which makes it suitable to collect highly contextual information from a large crowd
with a relatively straightforward setup. Although public displays are suitable to collect
highly targeted contextual data, they are not well suited to obtain information on
the effect of contextual changes at an individual level. With the use of participants’
personal smartphones, the effect of contextual changes can be captured more easily.
By completing tasks or answering short questionnaires throughout the day, a method
known as Experience Sampling [81], researchers can obtain a rich insight into the life of
individuals. These human contributions can be augmented with sensor data collected
continuously from the participant’s smartphone, linking the participant’s contributions
to specific contextual settings and cognitive states [79]).

6.2. Applying the Contextual Morality Framework to Crowdsourced Data

Despite the proven use of online crowdsourced data in a wide range of application areas,
previous work has highlighted the overrepresentation of US-based participants [68], the
relative young age [9], and the liberal-leaning ideology [9] of crowdworkers on popular
platforms such as Mechanical Turk. Although these samples are still more representative
to the US population than in-person convenience samples (e.g., students) on a majority
of variables [9], this skewness of the participant sample is likely to introduce biases
when collecting morally sensitive questions. This skewness becomes considerably worse
when considering the fact that the algorithms based on the contributions from primarily
US-based crowdworkers are applied to a worldwide audience. As identified by Shankar
et al., the current lack of geo-diversity in (open) data sets results in Amerocentric and
Eurocentric representation bias [78]. For example, Shankar et al. show that photos of
bridegrooms from Ethiopia and Pakistan are not classified as consistently as photos
of bridegrooms from Australia and the United States. This is the result of training
datasets containing predominantly brides dressed in a white dress as opposed to, e.g., a
wedding sari.

In order to enable a human-centred AI perspective, it is key to enrich crowdsourced
data with contextual information. Awad et al. highlight cultural differences in partici-
pants’ viewpoints on ethical dilemmas for autonomous driving [7]. Based on participants’
social expectations, the authors are able to identify three major clusters (‘Western’,

5The trolley problem is an ethical thought experiment. In its traditional form, a participant is asked to choose
to either intervene in the trajectory of an oncoming trolley and save the live of five persons at the cost of killing
one person – or to refrain from action and let the trolley kill five innocent persons.
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‘Eastern’, and ‘Southern’), with significant differences identified between the clusters.
For example, the preference to save younger people as opposed to older people is
strongest in the Southern cluster, and much less pronounced in the Eastern cluster.
Similarly, the Southern cluster puts a higher emphasis of saving those with a higher
status as compared to the Eastern and Western cluster, as well as a stronger emphasis
on sparing females. Furthermore, there are also within-cluster differences – leading to
further clustering as for example a Scandinavian and a Commonwealth cluster within
the Western cluster. These examples point to the importance of diverse representation
in data collection for applications deployed at global scale.

In addition to the aforementioned demographic and cultural disconnect, we also
highlight the more general disconnect between those who (indirectly) influence future
algorithms, (i.e., crowdworkers who label data) and those who will be affected by the
algorithm. This concern, as clearly identified in our qualitative results, can be addressed
by developing algorithms in close cooperation with those who are either affected by
or actively involved in using the prospective technology. An especially noteworthy
example of this perspective is the work by Woodruff et al. [86]. Through a series of
workshops and interviews with participants from traditionally marginalized populations,
the researchers uncover what is of critical importance to the community. Although
connecting with those likely to be affected by future algorithms will require additional
effort from researchers and developers, this user-centred design approach is critical in
aligning expectations and obtaining perspective from relevant stakeholders.

6.3. Practical Implications of Morality in AI

Although the tasks completed by a selection of AI applications are sufficiently straight-
forward to avoid moral scrutiny, user-facing algorithms typically make far-reaching
decisions or suggestions. Here, we outline three practical and real-life examples to
indicate the possible implications of an AIs (mis)judgement of contextual morality for
end users. These examples highlight how context can significantly impact users moral
viewpoint as well as their expectations with regards to AI applications.

6.3.1. Phrase suggestion

The suggestion of individual or combined words (i.e., phrases) while typing text is an
example of a widespread, user-facing, intelligent suggestion algorithm. These suggestion
systems, typically personalized based on the user’s past writing style, aim to increase
the user’s writing speed. Recent product deployments, such as GMail’s ‘Smart Reply’6,
which suggests three quick responses based on the content of an email and past writing
behaviour, extend this concept by allowing the user to immediately write and send a
short message at the tap of a button. As communication with our peers is by definition
personal, text-suggestion systems run the risk of disturbing a delicate balance between
technology and human-to-human interaction. Recent work by Arnold et al. argues that
an accurate prediction (i.e., a suggestion which the user would want to select during
typing) does not necessarily make for a valuable suggestion [5]. In addition, phrase
suggestion raises ethical questions surrounding authorship, freedom of expression, and
originality [5] – Arnold et al. ask “if the system tends to offer suggestions with positive
valence, will that bias the user towards writing a more positive review? ” [5]. Given these

6Google AI blog feature announcement at https://ai.googleblog.com/2017/05/efficient-smart-reply-now-for-
gmail.html
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aforementioned challenges, we argue that phrase suggestion systems would benefit from
a better understanding of the user’s contextual morality. Rather than solely considering
message content and the user’s historic writing behaviour, elements such as, inter alia,
the relationship between the user and recipient, time of day, and the user’s mental state
can all considerably affect the appropriateness of the suggested phrases.

6.3.2. Facial expression recognition

In our day-to-day interactions, facial expressions can (at least partially) inform us
of the emotional state of our conversation partners. Although it is widely agreed
that there is an association between our facial expressions and our current emotional
state, this association is often times loose and varies between cultures [62, 75]. Facial
expression recognition is increasingly used in consumer-facing technology, for example
in entertainment [64] and augmented communication applications [77]. However, as
these technologies are deployed on a global scale they can quickly run into problems
in mapping our emotional state to our moral intuition. As noted by Russell, even
the categorization of emotions currently upheld in the English-speaking world are
unlikely to map directly to other languages and cultures “We speakers of English
find it plausible that our concepts of anger, fear, contempt, and the like are universal
categories, exposing nature at the joints. One way to overcome the influence of such
implicit assumptions is to emphasize alternative conceptualizations.” [75].

6.3.3. Content recommendation and moderation

Online content platforms such as YouTube, Netflix, and Google News strongly rely on
continuous content suggestions to offer new and relevant content to their users, thereby
sustaining engagement and increasing product usage. These suggestions are based on
two main sources of information, namely user data (e.g., ratings, past viewing behaviour)
and content meta data (e.g., item titles) [21]. However, as noted by our participants,
expected behaviour (both of individuals and of their accompanying technology) can
shift depending on context. For example, displays of nudity in TV shows may be
undesired when in the presence of guests or family members, and notifications on what
is new in show business may be deemed inappropriate in a work setting. Secondly,
content moderation – a distressing task often completed through manual annotation
– is often complicated by the wide range of moral viewpoints that can be applied.
This tension is naturally extended when moderators are not accustomed to the ‘local’
moral standards, potentially overseeing or misjudging defamatory content; “When CCM
[Commercial Content Moderation] work is outsourced to other parts of the world, it
creates an additional challenge, in that those workers must become steeped in the racist,
homophobic, and misogynist tropes and language of another culture” [74].

6.4. Contextual Morality in Other Ethical Frameworks

In this paper we focus primarily on a utilitarian perspective in relation to contextual
morality, in which the most ethical decision is the one that maximizes value (i.e., util-
ity) [65]. This approach has seen uptake in both the AI and HCI community as it allows
researchers to quantify the values of a community by presenting alternative outcome
options, e.g. the expected behaviour of autonomous cars in calamity situations [11, 7].
We subsequently discuss the presented Contextual Morality Framework in relation to
virtue ethics and deontological ethics, two distinctive and dominant families of moral

17



philosophy in addition to utilitarianism.
Virtue ethics, shortly introduced in the Related Work section, describes the belief

that the most moral action is the action taken by a virtuous person. Virtue ethics can
be traced back to Aristotle [4], who argued that a virtuous person exhibits certain
character traits (e.g., courage, modesty). Although it may appear that a trait-based
perspective is constant over long periods of times, Govindarajulu et al., in specifying
the semantics of a virtuous machine, introduce ‘fluents’ to represent the state of the
world in which a decision needs to be made. These type of systems, in which the
meaning and value of terms is context dependent, are called intensional systems [35].
The behaviour of intensional systems is therefore context dependent. By measuring
the context of the user and their subsequent behaviour across previously unexplored
fluents, the system collects augmented training data which can be used to further
refine the behaviour of virtue ethics-based systems. Govindarajulu et al. recently
discuss the engineering of virtuous machines [36]. The authors argue that “if the
conditions of stability, consistency, explanatory power, and predictive power hold, then
virtuous agents or robots might be easier for humans to understand and interact with
(compared to consequentialist or deontological agents or robots)” [36]. A utilitarian
decision (grouped under the consequentialist family) may change following only a minor
change in the value calculation. For example, in the autonomous car scenario the age
of the pedestrian crossing the street (17 versus 18 years old) may significantly alter the
car’s decision path if a different value is assigned to adults versus minors – which may
surprise end-users of utilitarian-based AI systems.

Deontological ethics argues that the actions of an individual rather than the
consequences of this action are to be assessed as moral or immoral. According to
Brodhead et al., “deontologists primarily define what is ‘good’ or ‘right’ as a function
of behavior and the context in which that behavior occurs.” [12]. One of the commonly
presented critiques from deontologists towards utilitarianism is that it is oftentimes
impractical to consider all potential consequences of all potential actions in order to
arrive at the morally right option. This is considered as impractical and inefficient both
in terms of energy and time. Such considerations may also affect AI-powered systems,
operating under significant time-pressure and continuously updating information on
its surroundings. Returning to the autonomous driving example, work by Awad et al.
revealed that certain cultures may value the life of e.g. a successful business person as
more worthwhile. It is unlikely that such information is immediately available when an
AI is faced with a situation in which a pedestrian suddenly appears in front of a car.

Our Contextual Morality Framework proposes a continuously evolving interaction
between AI development and user context to inform the behaviour of the AI system
(Figure 1). Both virtue and deontological ethics indeed require contextual information
to arrive at a decision as to whether behaviour is ethical. We therefore conclude
that the iterative approach on which our Contextual Morality Framework is based
can be beneficial to inform AI-powered systems based on all three discussed ethical
families of moral philosophy. Although we argue that the decision-making process of a
utilitarian-based AI can be more easily visualised and updated with human input due
to the value-based reasoning that underpins the decision-making process, we encourage
the interested reader to also consider alternative moral underpinnings in their future
research.
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6.5. Limitations and future work

The work presented in this paper provides an initial exploration on the importance of
contextual morality for AI. As such, we outline multiple avenues for future work. In
particular, we believe virtual reality and in situ studies offer an unexplored opportunity
to measure the effect of context on people’s morality and moral expectations. Further-
more, although our work highlights some of the issues which can be encountered when
working with an online crowdsourcing deployment – it provides an opportunity for future
work to explore how to mitigate some of the identified issues. Given the explorative
nature of this work, it is important to consider a number of (deliberate) limitations.
First, our sample of 62 participants consists primarily of Western crowdworkers. As
moral differences between cultures are already more widely explored in the literature,
we instead focus on the effect of everyday contexts and therefore aimed to control
for the participant’s culture by recruiting solely Western participants. Second, the
stimuli presented in this work, i.e., the stories presented in the two ‘fable’ conditions,
can be considered as relatively unstimulating in comparison to, e.g., related work on
the effect of playing as a character in a war-simulation video game [40]. Surprisingly,
our participants report relatively high immersion scores as compared with existing
work in the literature [3]. Third, we were limited in the ways in which we obtained
measurements of the participants’ morality. Future work should consider the use of
tests with a tangible and quantifiable outcome (e.g., Prisoner’s Dilemma as used in
Economics and Psychology) in addition to the use of self-report questionnaires.

7. Conclusion

This paper investigates the implications of contextual morality for Artificial Intelligence
applications. We reveal a number of perspectives on determining on suitable moral
standards, as outlined by our participant pool. Through an online study employing
textual narrative transportation, we find no proof of the effect of the chosen narration
on participant’s self-reported morality score. We describe potential avenues for future
work into this underexplored domain, in which (virtual) simulation or ‘in the wild’
studies are likely to play an important role. Finally, we argue how morality and FAT*
affect each other, and that one cannot be seen in separation from the other – calling
for a larger emphasis on context through ‘FACT’. We are hopeful that an increased
focus on contextual morality in AI research and application development will result in
a more human-centred AI for all users.
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