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A Moving Horizon Framework for Sound Zones
Martin B. Møller, Student Member, IEEE, and Jan Østergaard, Senior Member, IEEE

Abstract—Sound zones are generated to provide independent
audio reproduction to multiple people in the same room using
loudspeakers. In this paper, sound zones are formulated in terms
of a moving horizon framework. This framework allows the
reproduction scenario to be time-varying and adapt to changes
e.g. in the location of the zones or in the audio signal. The
framework is tested using both simulated and measured room
impulse responses from eight loudspeakers in a rectangular room.
The performance is investigated using signals limited between
35 - 500 Hz, but the framework is not limited to a particular
frequency range. The experimental results show that it is possible
to gain on the order of 4 dB higher separation between the zones
using the proposed framework, relative to a conventional time-
invariant solution. This gain arises from knowledge about the
audio content currently being reproduced in the zones, and it
is obtained without deteriorating the reproduction accuracy or
increasing the signal energy injected into the loudspeakers.

Index Terms—Sound field control, sound zones, adaptive con-
trol, moving horizon control.

I. INTRODUCTION

THE term sound zones refers to applying a set of loud-
speakers to reproduce individual audio signals in separate

spatial regions. The potential of the technology has been in-
vestigated in airplane and car cabins [1]–[6], for reducing low
frequency noise from open air concerts [7], and in domestic
rooms [8]–[10].

The simplest sound zone scenario consists of two separate
spatial regions where different audio content is desired. The
audio content A is desired in zone A and undesired in zone
B, and vice versa. Content A should, thus, be reproduced in
zone A while it should be suppressed as much as possible in
zone B. Zone A is commonly referred to as the bright zone
with respect to content A, while zone B is the dark zone.
Reproduction of individual audio in the zones is achieved by
linear superposition of solutions creating one bright and one
dark zone for each audio signal.

A general approach to sound zones, is to use different
loudspeaker layouts in different parts of the audible frequency
range [8]. In this paper, a control method is introduced and
demonstrated for low frequency application.1 It is assumed that
higher frequencies are controlled using e.g. beamforming as
suggested in [8], [10], [12]–[15]. To control the sound field at
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1The work presented in this paper is introduced in the context of low

frequency sound field control, but it could equivalently be translated to higher
frequencies with appropriate definitions of bright and dark zones, as evident
by comparing e.g. [11] to [12].

low frequencies, it is necessary to know how each loudspeaker
radiates sound to the bright and dark zone. Typically, this
information is acquired by measuring the impulse responses
from each loudspeaker to a number of microphones in each
zone. The microphones are then removed, and control filters
based on the measurements are implemented as a feed-forward
control system. Often, the filters are time-invariant and are
based on the implicit assumption that the audio signal is spec-
trally flat [13], [14]. Notable exceptions utilize the short-time
Fourier transform to formulate sound zones as block-based
processing [16]. A recent publication has shown the sound
zones problem to be equivalent to the speech enhancement
problem [17]. Thus, methods from the speech enhancement
literature can be applied to sound zones by incorporating
the time-varying cross-correlation of the audio signals to be
reproduced in the zones [18], [19].

With time-invariant filters, a general concern is the time
dependent variation of the measured room impulse responses
(RIRs) after the microphones are removed. Typical degra-
dation of the RIR accuracy include changes in the ambient
temperature [6], [20], changes in sound zone location [21],
[22], or changes in the electro-dynamic loudspeaker systems
[23]. One way to reduce the sensitivity to the temperature
and loudspeaker changes is by predicting the effect of the
changes and designing the filters to be robust to such changes
[24]–[27]. Likewise, the sensitivity to changes in the position
could be reduced by increasing the size of the zones. The price
paid for such robustness, is lower performance compared to
accurate system knowledge.

If high separation between the zones is desired, accurate
knowledge about the system state and the RIRs is required.
Furthermore, if the state and the RIRs change over time, it
is necessary to have a control system which can adapt the
solution to such changes. In the literature, moving horizon
control (MH), also referred to as model predictive control and
receding horizon control, has been introduced as an effective
framework for controlling dynamic systems [28]. This control
framework enables adaptation to time-varying changes by
predicting future states of the system given current control
actions. In other audio-related fields, MH control has been
used to improve audio transmission over networks in terms of
the rate-distortion [29].

In the present paper, the MH control framework is adapted
for a sound zones application. An application enabled by
the framework is the creation of sound zones which follow
listeners in a room, assuming the corresponding RIRs are
known. While such a scenario is also possible using time-
invariant filters, it would require pre-computation of all combi-
nations of desired zone positions and sizes. Therefore, the MH
framework adds flexibility to reconfigure the zones in response
to time-varying reproduction scenarios. Latency is generally a
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concern in audio applications. To keep the latency minimal, the
proposed framework is only given information about changes
in the RIRs and the input signal in the immediate future.2 The
framework is formulated in state-space form which allows for
extensions of control objectives which can also be formulated
in state-space form e.g. perceptual motivated objectives as
desired in [16], [19], [31].

The performance of the moving horizon framework is inves-
tigated using simulated and measured room impulse responses.
The experimental results are compared to the performance of
a conventional time-invariant solution, using RIRs measured
in a room with T20 = 0.6 s reverberation time, averaged over
the 1/3-octave bands with center frequencies between 31.5
and 315 Hz.

The remainder of the article is structured as follows. In
section II, the general problem is introduced. The moving
horizon framework is introduced in section III by modelling
the audio reproduction in state-space form. The behavior of
moving horizon control is investigated in a simulated envi-
ronment in section IV. An experimental comparison between
moving horizon and a conventional time-invariant solution is
presented in section V, before the results are briefly discussed
in section VI, and conclusions are presented in section VII.

II. FORMULATING THE PROBLEM

A. Notation

Throughout this paper, scalars are denoted by regular lower-
case symbols, a. Vectors are denoted by lower case bold types
a, matrices are denoted by upper case bold types A, and ·T de-
notes the regular matrix transpose. The double-sided sequence
{a[−∞], . . . , a[k − 1], a[k], a[k + 1], . . . , a[∞]} is denoted
{a[k]}. Subscript k is used to denote time-dependence, ak. Ar-
rows above quantities are used to denote whether a quantity is
projected into the future or the past, relative to the subscripted
time-index e.g.

←
ak = [a[k], a[k − 1], . . . , a[k − n + 1]]T if

←
ak ∈ Rn and

→
ak = [a[k], a[k + 1], . . . , a[k + n − 1]]T if

→
ak ∈ Rn.

B. Problem Formulation

The problem treated in this paper is controlling the sound
field inside two regions in space. The purpose is to reproduce
a desired audio signal in the bright zone and suppress it in the
dark zone. The sound field is controlled using L loudspeakers
and a conceptual setup is illustrated in Fig. 1.

To control the sound field within the regions, the pressure
is assumed known at Mb and Md points in the bright and
dark zone respectively. The pressure at the mth point is the
combined output from each of the L loudspeakers convolved
with the room impulse responses. If the audio signal {u[k]},

2In the present paper, the RIRs are assumed known throughout the room.
They could be measured in situ to all potential points of interest as a setup step,
before the system is used to reproduce audio. Alternatively, a reduced number
of measurements could be combined with methods for extrapolating the RIRs
to the remaining points as suggested in e.g. [30]. During reproduction, the
relevant RIRs could be retrieved from a database and used to update the
control filters corresponding to the desired size and location of the sound
zones.
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Fig. 1. Sketch of the experimental scenario. Here eight loudspeakers are
shown, to control the sound field in the bright zone, ZB , and the dark zone,
ZD .

is prefiltered by a finite impulse response (FIR) filter for each
loudspeaker, the pressure at point m can be expressed as

p(m)[k] =

L∑
`=1

(h
(`,m)
k ∗w(`)

k ∗ u)[k] (1)

=

L∑
`=1

n−1∑
i=0

nw−1∑
j=0

h
(`,m)
k [i]w

(`)
k [j]u[k − i− j]. (2)

In the above, h
(`,m)
k = [h

(`,m)
k [0], h

(`,m)
k [1], · · · , h(`,m)

k [n −
1]]T is the RIR between loudspeaker ` and the point m, w(`)

k =

[w
(`)
k [0], w

(`)
k [1], · · · , w(`)

k [nw−1]]T is the control filter for the
`th loudspeaker, and m is a point in either the bright or the
dark zone. The subscript k indicates that both RIRs and control
filters can change with time.3

Besides suppressing the reproduced sound in the dark zone,
it is also of interest to control the reproduced sound within
the bright zone. To accommodate the effect of the room, the
target response in the bright zone could be determined as the
room equalized response of the loudspeaker system [32]. In
this paper, the target response is the delayed response of a
single loudspeaker at the control points, which at a single point
is expressed as

p
(m)
t [k] = (h

(t,m)
k ∗w(eq)

k ∗ u)[k] (3)

where w
(eq)
k is the room equalization filter (in this case an

integer sample delay). The signal flow from the input audio
signal to a point mb in the bright zone and md in the dark
zone is illustrated in Fig. 2.

The purpose of the control is to accurately reproduce the
target audio signal in the bright zone, while suppressing it
in the dark zone. This can be expressed as the simplified
optimization problem,

min.
wk

MB∑
mb=1

‖p(mb)
t [k]− p(mb)[k]‖2 +

MD∑
md=1

‖p(md)[k]‖2, (4)

where wk = [w
(1)T
k · · ·w(L)T

k ]T are the concatenated control
filters. This optimization problem is extended in section III-A

3The room impulse responses are assumed known. They could be measured
in situ to all potential points of interest with microphones which are removed
prior to reproducing audio.
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Fig. 2. Schematic of the signal flow from the input u[k] to the target pressure
in the bright zone p(mb)

t [k], the reproduced bright zone pressure p(mb)
b [k]

and the reproduced dark zone pressure p(md)
d [k].

to include additional terms. Note that the solution is updated
at each time index k and depends on the input signal and
the RIRs representing the bright and dark zone.4 The solution
at time index k depends on sound previously emitted by the
loudspeakers. By predicting the resulting pressure at future
time-steps, the dependence on previous solutions can be in-
corporated in the optimization. This is the foundation of the
moving horizon framework presented in the following.

III. MOVING HORIZON FRAMEWORK

The following expressions describe the sound field in the
bright zone. Equivalent expressions for the sound field in the
dark zone can be obtained by substituting the RIRs.

The system in (1) can be written in state-space form, which
is a convenient representation for time-varying, dynamic sys-
tems [33]. In order to do so, [h

(`,mb)
k [1], . . . , h

(`,mb)
k [n− 1]]T

is introduced as a FIR filter in the z-domain H̃(`,mb)
k (z) of the

following form:

H̃
(`,mb)
k (z) =

n′∑
i=1

h
(`,mb)
k [i]z−i, (5)

where n′ = n − 1, z ∈ C, and where the first coefficient
h

(`,m)
k [0] of the RIR is omitted. The minimal state-space

representation for H̃(`,mb)
k (z) is [33]5

H̃
(`,mb)
k (z) = h

′(`,mb)T
k (zI−A)−1b, (6)

where A ∈ Rn′×n′
,b ∈ Rn′×1, and h

′(`,mb)
k ∈ Rn′

are given
by

A =


0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0

 ,b =


1
0
...
0

 , (7)

h
′(`,mb)
k =

[
h

(`,mb)
k [1] . . . h

(`,mb)
k [n′]

]T
. (8)

4In the case of moving sound zones, the set of RIRs can be updated between
time steps to reflect the updated location of the zones.

5In (6) z−1 denotes the delay operator, see [33] for details.

It follows that

h
(`,mb)
k [i] = h

′(`,mb)T
k Aib, i = 1, 2, . . . , n′, (9)

where Ai denotes i matrix multiplications with A.
We can now express the sound pressure (1) in state-space

form

p(`,mb)[k] = h
′(`,mb)T
k

←
z

(`)

k + h
(`,mb)
k [0]y(`)[k] (10)

where y(`)[k] = (w
(`)
k ∗

←
uk)[k] is the filtered input signal to

the `th loudspeaker and
←
z

(`)

k ∈ Rn′
defines the current state

vector given by
←
z

(`)

k = [y(`)[k − 1], . . . , y(`)[k − n′]]T , (11)
←
z

(`)

k+1 = A
←
z

(`)

k + by(`)[k]. (12)

If the future RIRs and input samples are known or predicted,
the future pressure samples can be predicted by applying the
recursive relationships (10) and (12)

p(`,mb)[k] = h
′(`,mb)T
k

←
z

(`)

k + h
(`,mb)
k [0]y(`)[k] (13)

p(`,mb)[k + 1] = h
′(`,mb)T
k+1

←
z

(`)

k+1 + h
(`,mb)
k+1 [0]y(`)[k + 1]

(14)

= h
′(`,mb)T
k+1 (A

←
z

(`)

k + by(`)[k]) + h
(`,mb)
k+1 [0]y(`)[k + 1]

(15)

p(`,mb)[k + 2] = h
′(`,mb)T
k+2 (A(A

←
z

(`)

k + by(`)[k]) (16)

+ by(`)[k + 1]) + h
(`,mb)
k+2 [0]y(`)[k + 2]

= h
′(`,mb)T
k+2 A2←z

(`)

k + h
(`,mb)T
k+2 Aby(`)[k] (17)

+ h
′(`,mb)T
k+2 by(`)[k + 1] + h

(`,mb)
k+2 [0]y(`)[k + 2]

= h
′(`,mb)T
k+2 A2←z

(`)

k + h
(`,mb)
k+2 [2]y(`)[k] (18)

+ h
(`,mb)
k+2 [1]y(`)[k + 1] + h

(`,mb)
k+2 [0]y(`)[k + 2]

...

p(`,mb)[k + Ip − 1] = h
′(`,mb)T
k+Ip−1 AIp−1←z

(`)

k + h
(`,mb)
k+Ip−1y

(`)[k]

+ · · ·+ h
(`,mb)
k+Ip−1[0]y(`)[k + Ip − 1]. (19)

In the following, the future time horizon is divided in two
parts: A control horizon of length Ic and a prediction horizon
extending from the control horizon to a total length of Ip. The
purpose of the division is to react to changes in the immediate
future but predict the consequences of those changes further
ahead to ensure stable control [28].6 This leads to the following
expression for the loudspeaker inputs at future time steps,

y(`)[k+i] =

{ ←
u

T

k+iw
(`)
k+i, i ∈ [0, 1, · · · , Ic − 1]

←
u

T

k+iw
(`)
k+Ic−1, i ∈ [Ic, Ic + 1, · · · , Ip − 1].

(20)
With this definition of the inputs, it is seen that the future
tentative control filters only change within the control horizon

6This division into control and prediction horizon is a key point. It
enables systems with latency equal to the short control horizon, where the
consequences of the control are predicted further into the future. Furthermore,
the number of filter coefficients determined at each time-step is proportional
to Ic rather than Ip, where Ic ≤ Ip.
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and are kept fixed at the end of the control horizon for the
remainder of the prediction horizon.7

Since y(`)[k] =
←
u

T

kw
(`)
k = w

(`)T
k

←
uk, we can rewrite the

recursions (13) - (19) as

→
p

(`,mb)

k =


p(`,mb)[k]

p(`,mb)[k + 1]
...

p(`,mb)[k + Ip − 1]

 (21)

= Ψ(
→
h

(`,mb)

k )
→
Uk
→
w

(`)

k + Γ(
→
h

′(`,mb)

k )
←
z

(`)

k , (22)

where
→
p

(`,mb)

k ∈ RIp and

Ψ(
→
h

(`,mb)

k ) = (23)
h

(`,mb)
k [0] 0 · · · 0

h
(`,mb)
k+1 [1] h

(`,mb)
k+1 [0] · · · 0

...
...

. . .
...

h
(`,mb)
k+Ip−1[Ip − 1] h

(`,mb)
k+Ip−1[Ip − 2] . . . h

(`,mb)
k+Ip−1[0]

 ,

→
Uk =



←
u

T

k 0T · · · 0T

0T ←
u

T

k+1 · · · 0T

...
...

. . .
...

0T 0T · · · ←
u

T

k+Ic−1
...

...
. . .

...

0T 0T · · · ←
u

T

k+Ip−1


, (24)

→
w

(`)

k =


w

(`)
k

w
(`)
k+1
...

w
(`)
k+Ic−1

 , Γ(
→
h

′(`,mb)

k ) =


h

′(`,mb)T
k

h
′(`,mb)T
k+1 A

...
h

′(`,mb)T
k+Ip−1 AIp−1

 .
(25)

The dimensions of the above matrices are Ψ(
→
h

(`,mb)

k ∈

RIp×Ip ,
→
Uk ∈ RIp×Icnw ,

→
w

`

k ∈ RIcnw , and Γ(
→
h

′(`,mb)

k ) ∈
RIp×n′

.
To include the contribution from all L loudspeakers at the

mth
b control point, the state-space form is written as

→
p

(mb)

k = Ψ̄(
→
h

(mb)

k )Ūkw̄k + Γ̄(
→
h

′(mb)

k )z̄k ∈ RIp , (26)

where

Ψ̄(
→
h

(mb)

k ) =
[
Ψ(
→
h

(1,mb)

k ) . . . Ψ(
→
h

(L,mb)

k )

]
, (27)

Γ̄(
→
h

′(mb)

k ) =
[
Γ(h

′(1,mb)
k ) . . . Γ(h

′(L,mb)
k )

]
, (28)

7At time-step k the tentative filters do not change after the end of the
control horizon, k+ Ic − 1. At time-step k+ 1 the tentative filters are fixed
after the updated end of the control horizon, k + Ic.

w̄k =


→
w

(1)

k
→
w

(2)

k
...

→
w

(L)

k

 , Ūk =


→
Uk

→
Uk

. . .
→
Uk

 , (29)

z̄k =
[
←
z

(1)T

k

←
z

(2)T

k · · · ←
z

(L)T

k

]T
, (30)

with Ψ̄(
→
h

(mb)

k ) ∈ RIp×LIp , Ūk ∈ RLIp×LIcnw , w̄k ∈

RLIcnw , Γ̄(
→
h

′(mb)

k ) ∈ RIp×Ln′
, and z̄k ∈ RLn′

. The notation
·̄ is used to highlight the dependence on all L loudspeakers.

Finally, the sound pressure at all the Mb control points in
the bright zone can be expressed as

→
pb,k =

[
→
p

(1)T

k . . .
→
p

(Mb)T

k

]T
(31)

= Ψ̄b(
→
hk)Ūkw̄k + Γ̄b(

→
h

′

k)z̄k ∈ RMbIp , (32)

where

Ψ̄b(
→
hk) =


Ψ̄(
→
h

(1)

k )
...

Ψ̄(
→
h

(Mb)

k )

 ∈ RMbIp×LIp , (33)

Γ̄b(
→
h

′

k) =


Γ̄(
→
h

′(1)

k )
...

Γ̄(
→
h

′(Mb)

k )

 ∈ RMbIp×Ln′
. (34)

Here, the subscript b is utilized to denote the concatenation
related to the responses at all Mb control points in the bright
zone.

A. Optimization Problem

With the introduced state-space form, it is possible to
express the optimization problem (4) using the moving horizon
framework. As described in the introduction, the proposed
framework can accommodate a wide variety of objectives if
they can be described in state-space form. The effectiveness of
the framework depends on the objectives describing aspects of
the application which should be controlled. In the following,
several objectives extending (4) are introduced before being
combined into the cost-function used in this example. How-
ever, the framework can easily be modified to include other
objectives according to application requirements.

1) Mean Square Pressure in the Dark Zone: The goal of
the sound zones system is to reduce the leakage of sound,
intended for the bright zone, into the dark zone. One way of
characterizing this is the mean square pressure in the dark zone
as used in [34]–[37]. The pressure at the control points in the
dark zone can be defined similarly to (32) and the mean square
pressure summed across the current and future time-steps up
to the end of the prediction horizon becomes

fd(w̄k) = M−1
d ‖

→
pd,k‖22 =

M−1
d ‖Ψ̄d(

→
hk)Ūkw̄k + Γ̄d(

→
h

′

k)z̄k‖22. (35)
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2) Reproduction Error in the Bright Zone: To control the
sound field in the bright zone, we have at least two options:
We could use the negative mean square sound pressure [34]
or we could use the `2-norm deviation from a target sound
pressure as introduced in (4) and [35]–[39]. The advantage
of expressing the bright zone in terms of the deviation from a
target sound field, is that this term is convex (where a negative
mean square pressure would be concave). Thus, by choosing
the squared `2-norm deviation for controlling the bright zone,
we preserve the convexity of the combined cost-function. The
target sound pressure at the mth

b point in the bright zone, for
the current and future time-steps of the prediction horizon, can
be determined as

→
p

(t,mb)

k = Ψ(
→
h

(t,mb)

k )
→
Uk
→
w

(eq)

k + Γ(
→
h

′(t,mb)

k )
→
z

(t)

k , (36)

with Ψ(
→
h

(t,mb)

k ) ∈ RIp×Ip ,
→
w

(eq)

k ∈ RIcnw , and

Γ(
→
h

′(t,mb)

k ) ∈ R(Ip×n′). Furthermore, the target pressures at
all control positions can be concatenated as

→
p

(t)

k = Ψb(
→
h

(t)

k )
→
Uk
→
w

(eq)

k + Γb(
→
h

′(t)

k )
→
z

(t)

k , (37)

where Ψb(
→
h

(t)

k ) ∈ RMbIp×Ip and Γb(
→
h

′(t)

k ) ∈ R(MbIp×n′).
The mean square deviation from the target pressure in the
bright zone can thus be expressed as

fb(w̄k) = ‖→pb,k −
→
p

(t)

k ‖22 (38)

= ‖Ψ̄b(
→
hk)Ūkw̄k + Γ̄b(

→
h

′

k)z̄k −
→
p

(t)

k ‖22. (39)

In this work, the target sound field in the bright zone is the
delayed response of a single loudspeaker at the control points.8

3) Filter Energy: Another parameter to control is the signal
energy of the filters, expressed as the `2-norm of the vector of
filter coefficients w̄k. This should be constrained in order to
ensure the signal level to be reproduced by the loudspeakers
is not excessive. If that were the case, the loudspeaker would
possibly distort, suffer mechanical damage or the amplifier
would clip due to being unable to supply the requested
electrical power to the loudspeaker. The typical metric, used in
this scenario is the squared `2-norm of the loudspeaker filters
for the current and future filters [13], [14], [24],

fw(w̄k) = ‖w̄k‖22 = w̄T
k w̄k. (40)

4) Filter Shape: In [40] it was shown that there are multiple
time-invariant FIR filters which can provide similar results in
terms of sound field control. Some of these filters might be
preferred over others due to their associated pre- and post-
ringing. To encourage a particular shape of the FIR filters, a
cost-function term could be introduced to restrict the filters
to start and end at zero. Such a term can be formulated as a

8Note that this target pressure is a design choice and other choices could be
made. This target inherently includes the spatial variation of the sound field
emitted by the chosen reference loudspeaker observed at the control points in
the bright zone. This choice of target is used to ensure that the target pressure
in the bright zone is in the range space of the filtered loudspeaker responses.

weighted squared `2-norm with high weight at the beginning
and end of the FIR filters (as proposed in [40]),

fenv(w̄k) = w̄T
k diag (1LIc ⊗wenv) w̄k, (41)

where wenv is the weights on the filter taps, ⊗ is the
Kronecker product, and 1LIc is the all-ones vector of length
LIc. The filter shape weighting functions used in this paper
are summarized in Table I.

5) Frequency Weighting: Electrodynamic loudspeakers are
inherently bandlimited in terms of the frequencies they can
reproduce [41]. To reflect this in the cost-function, a penalty
can be added to represent the energy reproduced outside of this
range [14]. One way of introducing this penalty is a band-stop
filter, with the stopband covering the active frequency range
of the loudspeakers. To take the input signal into account,
the band-stop filter is introduced after the loudspeaker control
filters. The energy at these undesired frequencies can be
predicted using the structure of (26) where the RIR is replaced
by the band-stop FIR filter sk. The penalty can be expressed
as

fbs(w̄k) = ‖Ψ̄(
→
s k)Ūkw̄k + Γ̄(

→
s

′

k)z̄k‖22, (42)

where sk ∈ Rnbs is the band-stop filter and

s
′T
k =

[
sk[1] sk[2] · · · sk[nbs − 1]

]
∈ Rnbs−1. (43)

The filter used in this work is a FIR approximation to a 4th
order Butterworth band-stop filter with band-stop between 35
and 500 Hz.

6) Closed Form Solution: The combined cost-function can
be written as a weighted sum of the different penalties

fcost(w̄k) = αdfd(w̄k) + αbfb(w̄k) + αwfw(w̄k) (44)
+ αenvfenv(w̄k) + αbsfbs(w̄k)

where all the weighted terms are `2 norms and the αs are
non-negative real numbers.9 The filters minimizing (44) can
for example be determined as the filters w̄k solving the system
of normal equations

(Qd + Qb + Qw + Qenv + Qbs + Qdiff) w̄k =

− (qd + qb + qbs + qdiff) , (45)

where

Qd = αdŪ
T
k Ψ̄d(

→
hk)T Ψ̄d(

→
hk)Ūk (46)

Qb = αtŪ
T
k Ψ̄b(

→
hk)T Ψ̄b(

→
hk)Ūk (47)

Qw = αwI (48)
Qenv = αenv diag(1LIc ⊗wenv) (49)

Qbs = αbsŪ
T
k Ψ̄(

→
s k)T Ψ̄(

→
s k)Ūk (50)

qd = αdŪ
T
k Ψ̄d(

→
hk)T Γ̄(

→
h

′

k)z̄k (51)

qb = αtŪ
T
k Ψ̄b(

→
hk)T

(
Γ̄(
→
h

′

k)z̄k −
→
pt,k

)
(52)

9In the present paper, the weights are determined by a coarse grid search
over the individual weights. Thus, the weights might not generalize to other
setups. In a practical implementation, it might be necessary to determine
maximum tolerable values for each penalty term and reformulate the problem
as a constrained optimization.
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qbs = αbsŪ
T
k Ψ̄(

→
s k)T Γ̄(

→
s

′

k)z̄k. (53)

Note that the matrices (46)-(50) are positive definite or positive
semidefinite as they are constructed as symmetric outer matrix
products. The addition by Qw can be interpreted as Tikhonov
regularization [42].

IV. SIMULATION RESULTS

The behavior of the moving horizon framework can be
illustrated with simulation examples. In this section, the RIRs
are simulated as point sources radiating sound in a rectangular
room using the expression for Green’s function in a lightly
damped room [43]. The simulated room is 5 m by 5 m by
2.7 m and has a reverberation time of 0.6 s. Two effects are
investigated in this section: The effect of different control and
prediction horizon lengths as well as the effect of zones which
change position over time.

A. Evaluation Parameters

The reduction of the sound pressure in the dark zone is
expressed by the contrast between the zones. The results
presented in this paper are analyzed in the time-domain, hence,
the contrast is defined as

Contrast[k] = 10 log10

(
M−1

b ‖pb[k]‖22
M−1

d ‖pd[k]‖22

)
, (54)

where pb[k] ∈ RMb is the pressure at the Mb control points in
the bright zone at time-sample k. Equivalently, pd[k] ∈ RMd

represents the pressures at the control points in the dark zone.
The normalized mean square error is introduced as

nmse[k] =
‖pb[k]− pt[k]‖22

K−1
∑K

k=1 ‖pt[k]‖22
(55)

with pt[k] ∈ RMb representing the target pressure in the bright
zone and K is the number of time-steps used to evaluate the
normalized mean square error.

The last parameter of interest is the signal energy driving
the loudspeakers, expressed as

energy[k] =

L∑
`=1

(y
(`)
k [k])2. (56)

The interest in this parameter, is that the sound field is only
controlled explicitly within the zones. As the target pressure
includes a target level, the signal energy is used to indicate the
efficiency of the solution and the general sound pressure level
outside the controlled zones. A high signal energy would in
general indicate a lower efficiency and a higher sound pressure
level outside the controlled zones.

B. Control and Prediction Horizon Length

An important parameter choice for the MH framework
is the choice of control and prediction horizon length. To
reduce the latency in the implementation it is assumed that
the input signal is only known ahead of time for the duration
of the control horizon. After the control horizon and for
the remainder of the prediction horizon, it is assumed that

the input signal is switched off. This is done to ensure that
the tentative filters at the end of the control horizon does
not correspond to an average over the future unknown audio
samples, but only control the decaying energy of the audio
already reproduced in the room. Hereby, the maximal relevant
length of the prediction horizon is the length of the linear
convolution between the filters after the control horizon and
the RIRs (Ip ≤ n+ nw + Ic − 1).

To illustrate the influence of the control and prediction
horizon lengths, the performance of moving horizon in a
simulated room is shown in Fig. 3 for various control and
prediction horizons (the parameter choices for the framework
are summarized in Table I and II). The sound zones were
stationary in the initial positions shown in Fig. 4, where the
RIRs in each zone were known at 9 points in a 3 by 3, planar
array with 10 cm interelement separation. The input signal
was white noise bandpass filtered between 35 and 500 Hz,
with a 4th order Butterworth filter. The results in Fig. 3
show that for short prediction horizons, the moving horizon
framework becomes unstable. This is understood as only a
fraction of the signal energy stored in the sound field of
the room as reverberation is represented for short prediction
horizons. With a short prediction horizon, we seek to control
all the energy stored in the state-vector without accurately
modelling the consequence when choosing the current control
filters. Therefore, the framework injects an increasing amount
of energy at each time step to control the stored energy which
is not predicted, and thus increases. The results in Fig. 3
indicate that it is not necessary to increase the prediction
horizon to the maximal relevant length (n + nw + Ic − 1),
as long as the majority of the system energy is included in the
prediction horizon. Furthermore, the control horizon length is
of much lower importance than the length of the prediction
horizon.

C. Moving Zones

To exemplify moving sound zones, the following scenario
is simulated: Two zones are moved at a steady pace of 0.5 m/s
from one end of the room to the other, as sketched in Fig. 4.
The RIRs are known along the path covered by the zones
in a grid with 10 cm between adjacent control points. The
mean square pressures in the moving bright and dark zone
are plotted in Fig. 5 for two scenarios. In scenario 1) the MH
framework updates the RIRs to follow the moving zones and
predict future positions. At every time step, the future zone
positions are predicted for the length of the prediction horizon,
using the current zone position and directional velocity. In
scenario 2) the MH framework utilizes RIRs centered around
room length as sketched in Fig. 4 (the RIRs does not match the
zone locations for the majority of the time steps). The results
clearly show the advantage of updating the RIRs in the moving
horizon framework to match the current zone positions. How-
ever, it is also observed that while the performance is optimal
when the utilized RIRs match the zone position, the sound
field is also controlled slightly outside the zone position.
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Fig. 3. Mean and 95% confidence interval over 500 samples of white noise
in the simulated room depicted in Fig. 4 with stationary zones. The results
are reported for different prediction horizon lengths (Ip) and control horizon
lengths (Ic). ( ): Ic = 1. ( ): Ic = 2. ( ): Ic = 5.

TABLE I
FILTER TAP WEIGHTS USED TO CONTROL THE FILTER SHAPE FOR THE

SIMULATED AND EXPERIMENTAL MOVING HORIZON RESULTS AS WELL AS
THE EXPERIMENTAL REFERENCE STATIC FILTERS.

Sim. MH wenv[i] = 1, i ∈ [0, 79]

wenv[i] = exp{ln(104) i−79
20
}, i ∈ [80, 99]

Meas. MH wenv[i] = 1, i ∈ [0, 199]

wenv[i] = exp{ln(104) i−199
56
}, i ∈ [200, 255]

Static wenv[i] = exp{ln(1012) 5−i
5
}, i ∈ [0, 4]

wenv[i] = 1, i ∈ [5, 54]

wenv[i] = exp{ln(104) i−55
201
}, i ∈ [55, 255]
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Fig. 4. Sketch of setup used to investigate moving zones in a simulated
environment. The gray dots indicate positions where the room impulse
responses are known. The gray-filled squares indicate zones moving in the
direction of the arrows. The white-filled squares indicate zones which does
not move.
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Fig. 5. Mean square pressure in the bright and dark zone in the moving zone
scenario depicted in Fig. 4. ( ): Mean square pressure in moving bright
zone. ( ): Mean square pressure in moving dark zone. ( ): Mean square
pressure in moving dark zone when the filters are optimized for a stationary
position. The interval between the two black dashed lines ( ) indicate
where the stationary zone coincides with the moving zone.

TABLE II
COST-FUNCTION WEIGHTS FOR THE SIMULATED MOVING HORIZON WITH

MOVING ZONES, THE EXPERIMENTAL MOVING HORIZON, AND THE
EXPERIMENTAL CONVENTIONAL TIME-INVARIANT SOLUTION.

Sim. MH Exp. MH Conventional
αd 0.99 0.9915 0.97
αb 0.01 0.0085 0.03
αw 10−5 5.5× 10−5 2.8× 10−7

αenv 0 5× 10−6 10−7

αbs 0 10−6 10−5

n 300 600 600
nw 100 256 256
Ip 399 855 N/A

modelling delay 18 [samp.] 30 [samp.] 30 [samp.]
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V. EXPERIMENTAL RESULTS

In this section, the performance of the proposed framework
is investigated using stationary zones and measured room
impulse responses. The RIRs were measured in a 5.50 m
by 8.65 m by 2.70 m raised ceiling room with an arithmetic
average reverberation time T20 = 0.6 s over the 1/3-octave
bands between 31.5 and 315 Hz. The RIRs were measured
using a 2 s logarithmic sweep from 0.1 Hz to 24 kHz [44]. The
impulse responses were determined at a sampling frequency
of 48 kHz and then downsampled to 1.2 kHz, to match the low
frequency range of interest. Eight 10” loudspeakers, distributed
as sketched in Fig. 1, were used to control the sound field in
two zones. Each of the zones were sampled with a 3× 3× 3
cubic array of 1/4” electret microphones with 10 cm between
adjacent microphones. Two sets of RIRs were measured. The
first set was used to determine the filters, while the second set
was used to evaluate the resulting performance.

The purpose of sound zones is to generate multiple regions
with different audio content playing in each zone. It is, there-
fore, of interest to compare the performance of the moving
horizon to a conventional time-invariant solution using music
as the input signals. The performance is investigated using two
different audio excerpts as well as white noise. Due to the
investigated frequency range, the audio excerpts are chosen
for their significant low frequency content. The used excerpts
are 10 s long and downsampled to 1200 Hz. All used audio
signals were band-pass filtered between 35 and 500 Hz, as
done for the simulation results.

A. Conventional Time-Invariant Solution

A conventional method (presented in [40]) for generating
sound zones was used to determine a set of time-invariant
filters. The filters were based on the measured RIRs and
employed a cost-function similar to (44), where the input
signal was assumed to be a unit sample sequence.

B. Input Signal Dependence

Three different control methods are compared: MH with
control horizon Ic = 1, MH with control horizon Ic = 2,
and the conventional reference solution (the cost-function
weights and settings used for the methods are summarized
in Table I and II). To compare the results to the conventional
time-invariant solution, the MH cost-function weights were
adjusted to provide similar nmse and signal energy results to
the conventional solution using input signal 2.

The results obtained using moving horizon and the conven-
tional method with the different audio signals are displayed in
Fig. 6. It is seen that the moving horizon results obtain about
4 dB higher contrast relative to the conventional method. The
nmse-results are similar for the music excerpts while the error
for the band-pass filtered white noise is increased when the
MH solutions are used instead of the conventional solution.
The loudspeaker signal energy required to attain the sound
field control is seen to be similar for all the investigated
methods. It is observed that the MH results with control
horizon Ic = 2 performs slightly worse in terms of contrast
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Fig. 6. Mean and 95% confidence interval over 11000 samples for three audio
excepts. Signal 1: White noise. Signal 2: Electronic music excerpt. Signal 3:
Rap music excerpt. ( ): Moving horizon Ic = 1. ( ): Moving horizon Ic = 2.
( ): Static Filters.

and nmse, compared to control horizon Ic = 1. This is related
to utilizing the same cost-function weights for both methods
and the observation that the signal energy is lower for control
horizon Ic = 2.

VI. DISCUSSION

From the simulated results it is seen that it is possible to
create moving sound zones, using the proposed MH frame-
work. The solution relies on knowledge of the room impulse
responses at the positions where the zones should move to. If
these responses are known, it would also be possible to create
multiple time-invariant solutions and cross-fade between them.
However, to do so would require storing solutions for every
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possible combination of bright and dark zone positions and
sizes within the room. This is avoided in the MH framework
at the expense of calculating the filters online.

The contrast results obtained using the proposed MH frame-
work in Fig. 6 show that it is possible to obtain higher
separation between the zones while attaining similar nmse
and signal energy, compared to the time-invariant filters.
This indicates that knowledge of the specific signal being
reproduced in the zones enables more accurate control of
the sound field. The difference between the conventional and
the moving horizon solution can be related to the differences
between the assumed input signals. As an example, consider
a two-minute-long input signal and two control methods, A
and B. In the first minute, the input signal has one spectrum
and in the next minute the spectrum is different. Method
A is based on the average spectrum over the two minutes,
whereas method B applies different solutions for the first and
second minute, matching the know signal spectra. Constrained
to equal signal energy, method B will perform better than
method A due to knowledge of the changing input spectrum.
Moving horizon updates the control filters at each time-step
to match the current input spectrum. Therefore, MH is able to
attain better performance than the conventional method, which
is based on an assumed white spectrum, when constrained to
equal signal energy.

The downside with MH is that the specific behavior of
the results depends on the audio content. This indicates that
specific sound field control performance is not guaranteed for
a given set of cost-function weights. If a particular perfor-
mance is desired, the optimization should be redefined as
a constrained optimization with appropriate constraints on
the individual terms in the cost-function e.g. inspired from
[45]. Furthermore, it might be of interest to extend the cost-
function to directly control perceptual aspects of sound zones
as suggested in e.g. [16], [19], [31], [46]. Similarly, the time-
dependent changes in the reproduction system and scenario
could be expressed and controlled by extending the framework
to including these as subsystems in state-space form.

VII. CONCLUSION

In this paper, an adaptive framework based on moving
horizon control was proposed for sound zones applications. It
was seen that the framework can accommodate moving sound
zones and input signals which change over time. Furthermore,
it was seen that applying the framework in an experimental
scenario with stationary zones, it is possible to increase
the separation by about 4 dB, compared to a conventional
time-invariant solution. This difference is attributed to the
moving horizon framework being able to take the specific
audio reproduced in the bright zone into account, whereas
the conventional solution is designed to optimize the expected
performance assuming a spectrally flat input signal.

Future work includes extending the framework to multiple
audio signals reproduced simultaneously and explicitly con-
straining the sound field control for application relevant prior
knowledge e.g. human perception or the available reproduction
system.
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[10] J. Rämö, S. Bech, and S. H. Jensen, “Validating a real-time perceptual
model predicting distraction caused by audio-on-audio interference,” The
Journal of the Acoustical Society of America, vol. 144, no. 1, pp. 153–
163, July 2018.

[11] J.-W. Choi and Y.-H. Kim, “Generation of an acoustically bright zone
with an illuminated region using multiple sources,” The Journal of the
Acoustical Society of America, vol. 111, no. 4, pp. 1695–1700, 2002.

[12] J.-W. Choi, Y. Kim, S. Ko, and J.-H. Kim, “Super-directive loudspeaker
array for the generation of personal sound zone,” in Audio Engineering
Society Convention 125, 2008.

[13] Y. Cai, M. Wu, and J. Yang, “Design of a time-domain acoustic contrast
control for broadband input signals in personal audio systems,” in
2013 IEEE International Conference on Acoustics, Speech and Signal
Processing, May 2013, pp. 341–345.

[14] M. F. S. Gálvez, S. J. Elliott, and J. Cheer, “Time domain optimization
of filters used in a loudspeaker array for personal audio,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing, vol. 23,
no. 11, pp. 1869–1878, November 2015.

[15] F. Olivieri, F. M. Fazi, P. A. Nelson, M. Shin, S. Fontana, and L. Yue,
“Theoretical and experimental comparative analysis of beamforming
methods for loudspeaker arrays under given performance constraints,”
Journal of Sound and Vibration, vol. 373, pp. 302–324, July 2016.

[16] J. Donley, C. Ritz, and W. B. Kleijn, “Multizone soundfield reproduction
with privacy- and quality-based speech masking filters,” IEEE/ACM
Transactions on Audio, Speech, and Language Processing, vol. 26, no. 6,
pp. 1041–1055, June 2018.

[17] J. K. Nielsen, “Sound zones as an optimal filtering problem,” in Asilomar
Conference on Signals, Systems and Computers. Conference Record,
2018.

[18] T. Lee, J. K. Nielsen, J. R. Jensen, and M. G. Christensen, “A unified
approach to generating sound zones using variable span linear filters,”
in 2018 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), April 2018, pp. 491–495.

[19] T. Lee, J. K. Nielsen, and M. G. Christensen, “Towards perceptually
optimized sound zones: A proof-of-concept study,” in ICASSP 2019 -
2019 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), May 2019, pp. 136–140.

[20] P. Coleman, P. J. B. Jackson, M. Olik, M. Møller, M. Olsen, and J. A.
Pedersen, “Acoustic contrast, planarity and robustness of sound zone
methods using a circular loudspeaker array,” J. Acoust. Soc. Am., vol.
135, no. 4, pp. 1929–1940, April 2014.

[21] J. Mourjopoulos, “On the variation and invertibility of room impulse
response functions,” Journal of Sound and Vibration, vol. 102, no. 2,
pp. 217–228, 1985.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10

[22] J.-Y. Park, J.-W. Choi, and Y.-H. Kim, “Acoustic contrast sensitivity
to transfer function errors in the design of a personal audio system,”
The Journal of the Acoustical Society of America, vol. 134, no. 1, pp.
EL112–EL118, July 2013.

[23] X. Ma, P. J. Hegarty, J. A. Pedersen, and J. J. Larsen, “Impact of
loudspeaker nonlinear distortion on personal sound zones,” J. Acoust.
Soc. Am., vol. 143, no. 1, pp. 51–59, January 2018.

[24] S. J. Elliott, J. Cheer, J. Choi, and Y. Kim, “Robustness and regulariza-
tion of personal audio systems,” IEEE Transactions on Audio, Speech,
and Language Processing, vol. 20, no. 7, pp. 2123–2133, Sep. 2012.

[25] Q. Zhu, P. Coleman, M. Wu, and J. Yang, “Robust personal audio
reproduction based on acoustic transfer function modelling,” in Audio
Engineering Society Conference: 2016 AES International Conference on
Sound Field Control, 2016.

[26] ——, “Robust acoustic contrast control with reduced in-situ measure-
ment by acoustic modeling,” J. Audio Eng. Soc., vol. 65, no. 6, pp.
460–473, June 2017.

[27] X. Ma, P. J. Hegarty, and J. J. Larsen, “Mitigation of nonlinear distortion
in sound zone control by constraining individual loudspeaker driver
amplitudes,” in 2018 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), April 2018, pp. 456–460.

[28] G. C. Goodwin, M. M. Seron, and J. A. de Doná, Constrained Control
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