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Penalty weighted glucose prediction models could lead to better 
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A B S T R A C T   

Background and objective: Numerous attempts to predict glucose value from continuous glucose monitors (CGM) 
have been published. However, there is a lack of proper analysis and modeling of penalty for errors in different 
glycemic ranges. The aim of this study was to investigate the potential for developing glucose prediction models 
with focus on the clinical aspects. 
Methods: We developed and compared six different models to test which approach were best suited for predicting 
glucose levels at different lead times between 10 and 60 min. The models were: last observation carried forward, 
linear extrapolation, ensemble methods using LSBoost and bagging, neural networks, one without error-weights 
and one with error-weights. The modeling and test were based on 225 type 1 diabetes patients with 315,000 h of 
CGM data. 
Results: Results show that it is possible to predict glucose levels based on CGM with a reasonable accuracy and 
precision with a 30-min prediction lead time. A comparison of different methods shows that there are im-
provements on performance gained from using more advanced machine learning algorithms (MARD 10.26–10.79 
@ 30-min lead time) compared to a simple modeling (MARD 10.75–12.97 @ 30-min lead time). Moreover, the 
proposed use of error weights could lead to better clinical performance of these models, which is an important 
factor for real usage. E.g., the percentages in the C-zone of the consensus error grid without error-weights (0.57- 
0.68%) vs including error-weights (0.28%). 
Conclusions: The results point toward that using error weighting in the training of the models could lead to better 
clinical performance.   

1. Introduction 

It is estimated that more than 20 million people in the United States 
have diabetes and approximately 5–10% of people with diabetes have 
insulin dependent diabetes (type 1 diabetes)[1]. Diabetes and compli-
cations related to diabetes are a major burden for the individual patient 
and a heavy economic burden for the healthcare sector[1]. Adequate 
and sustained control of blood sugar levels is a key element in the pre-
vention or delay of onset of diabetes-related complications[2]. 

Continuous glucose monitors (CGMs) have proven effective in the 
reduction of glucose variability, hypo- and hyperglycemic, and glyco-
sylated hemoglobin (HbA1c) levels among people with diabetes[3–5]. 
With the increasing use of CGM, research have accelerated toward the 
development and usage of an artificial pancreas. Many proposed control 
algorithms for an artificial pancreas are based on predicting glucose 

levels ahead of time. Precise forecasts on glucose level behavior could 
substantially improve diabetes regulation, making it more robust and 
efficient. Moreover, a precise and timely forecast could lead to reduction 
in adverse metabolic events such as hypo and hyperglycemia[6–8]. 
Precise predictions is important because these could enable timely 
regulations of insulin doses or glucagon treatment either automatically 
(artificial pancreas) or manually (injections), potentially improving 
blood glucose time-in-range (TIR; 70–180 mg/dL; 3.9–10.0 mmol/L) for 
people with diabetes. Stable blood glucose within TIR has been proposed 
as a strong prognostic marker for disease progression and avoiding 
long-term complications such as retinopathy, neuropathy and ne-
phropathy[9]. 

We have in a recently published study shown in a heterogeneous 
cohort how a neural network model could reduce the time-lag induced 
by the CGM[10]. However, to fully integrate a predictive glucose 
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algorithm with an artificial pancreas system, a longer prediction horizon 
is often needed to make timely adjustments due to the slower effect of 
insulin on blood glucose. Furthermore, many of the already published 
studies on glucose prediction have been modeled on in silico data, co-
horts including few patients, and during a short observational time 
[11–14]. Glucose dynamics is complex, effected by intra- and 
inter-variability due to e.g. disease progression, medicine, infections, 
physical activity, smoking, ingested food, and physiological stress 
[15–17]. There is a need for future research to both examine a longer 
prediction horizon, clinical accuracy, the ability under free living con-
ditions, and a thorough validation of the results in real patients to 
capture a realistic performance with the complexity of the intra- and 
inter-variability[14]. Additionally, from a clinical perspective, the po-
tential for improving treatment is not only based on a general accuracy 
of glucose predictions. Different glucose levels, such as hypoglycemia, 
euglycemia, and hyperglycemia, would require a customized approach. 
Due to these aspects of the treatment, there is also a need to investigate 
prediction models accuracy in relation to the glucose level and potential 
tailoring the models to fit each scenario. 

Therefore, the aim of this study was to investigate the potential for 
developing a generalizable glucose prediction model for usage under 
different regions of the glucose physiological span such as hypoglyce-
mia, euglycemia, and hyperglycemia, utilizing CGM data from a large 
heterogeneous cohort. The findings presented in this study are also 
focusing on assessing the accuracy of several prediction horizons (lead 
time). 

2. Methods 

To investigate the potential for predicting future glucose values with 
focus on clinical usability we developed, deployed, and compared six 
different (simple and advanced) models with a prediction lead time from 
10 to 60 min based on a window of retrospective samples of CGM from 
each participant. This study adhere to the guideline for Transparent 
Reporting of a Multivariable Prediction Model for Individual Prognosis 
or Diagnosis (TRIPOD)[18]. 

2.1. Data material 

We included 225 type diabetes 1 patients form the REPLACE-BG 
trial. The results were initially published by Aleppo et al. [19]. Partici-
pants used a CGM (Dexcom G4) and an insulin pump and was followed 
for up to 6 months. The inclusion criteria for the REPLACE-BG trial were 
the usage of insulin pump, hemoglobin A1c (HbA1c) < 8.5% (8.5% 
NGSP = 69 mmol/mol IFCC = 197 mg/dL eAG = 11.0 mmol/l eAG), no 
history of severe hypoglycemia and unawareness. The cohort charac-
teristics presented as mean/(SD)/ x(σ) were for age 44 years (14), BMI 
27.7 kg/m2 (4.1), diabetes duration 23 years (12). In this study, all 
participants with measurements of CGM were included in the analytic 
cohort. 

2.2. Outcome 

The assessed outcome were accuracy and precision of the predicted 
glucose levels compared the measured reference value measured by the 
CGM. The predictions had lead times of Δ = 10,20,30,40,50, and 60 min 
between the point in time where the prediction calculated and the point 
in time where the predicted measurement was assessed. 

2.3. Statistical assessment 

Statistical assessment was used to compare the predicted glucose 
levels with the measured CGM levels. To quantify the prediction per-
formance, several statistical metrics were assessed. We included general 
performance metrics such as root mean square error (RMSE) and mean 
absolute relative difference (MARD). The calculation of RMSE and 

MARD are presented in equations (1)–(3). 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1

(
Yi − Ŷ i

)2

√
√
√
√ Equation 1  

ARD= 100

⃒
⃒
⃒Yi − Ŷ i

⃒
⃒
⃒

Yi
Equation 2  

MARD=
1
N

∑N

i=1
ARDi Equation 3 

RMSE and MARD are often reported in the literature concerning 
glucose prediction, these metrics assess a general performance and fit of 
the models. However, these metrics do not assess the performance with 
the focus of clinical relevance. The predicted glucose accuracy and 
precision tolerance is highly influenced by the level of blood glucose. For 
instance, a much higher error is generally tolerated in the range of hy-
perglycemia because, form a clinical perspective, this will less likely lead 
to an incorrect treatment of the subject. On the other hand, in the range 
of low euglycemia and hypoglycemia a much smaller error could lead to 
an incorrect or delayed treatment with serious consequences for the 
subject. Therefore, assessing the clinical aspect is important. In this 
study, we used the Consensus Error Grid Analysis[20,21]. This tech-
nique is used to evaluate the precision of new glucose measurements 
compared to a reference standard. It helps assess the clinical effect of the 
differences between the CGM measurements and predicted glucose 
levels. The analysis labels the predicted values into five zones A-E, 
depending on the clinical risk of predicting a glucose value in the 
particular zone. Described in short, predictions in zone A are considered 
clinically accurate; predictions in zone B are benign errors; predictions 
in zone C are characterized as the potential for over correction; pre-
dictions in zone D describes the potential for delayed treatment, and 
predictions in zone E presents clinical errors. The Consensus Error Grid 
with zones for people with type 1 diabetes is presented in Fig. 1. 

2.4. Prediction approach 

In this work, we developed and compared six different models to test 
which approach were best suited for predicting glucose levels at 
different lead times. The models consisted of a simple “dumb” approach, 

Fig. 1. Consensus grid for patients with type 1 diabetes. Zone A are considered 
clinically accurate; predictions in zone B are benign errors; predictions in zone 
C is characterized as the potential for over correction; predictions in zone D 
describes the potential for delayed treatment, and predictions in zone E presents 
clinical errors. 
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last observation carried forward (LOCF) [22]; a linear extrapolation 
(Extrap); two ensemble methods using Least-squares boosting (LSBoost) 
[23] and bagging (Bag) [24]; two neural networks, one without error 
weights (Net) and one with error weights (Net ew). 

Simple models We included two straightforward and simple methods 
for glucose prediction. The first method was a last observation carried 
forward (LOCF) approach where the last obtained CGM level were car-
ried xΔ minutes forward as an alternative to the predicted value. The 
second method was a linear extrapolation where retrospective CGM data 
(last 15 min) was used to calculate a predicted glucose level xΔ minutes 
into the future. The two simple approaches were included as a prediction 
reference and to assess the potential gain from using more advanced 
methods. 

2.5. Advanced models 

We choose to compare four nonlinear regression algorithms 
(LSBoost, Bag, Net and Net ew) for the prediction of future CGM mea-
surements. This choice was motivated by the ensemble methods (EM) 
and artificial neural network (ANN) modeling capabilities of nonlinear 
and non-stationary problems. These methods have several advantages, i. 
e. flexible input, ability to indirectly identify dynamic non-linear in-
teractions between dependent and independent predictors, ability to 
identify all potential interactions between predictors and have demon-
strated high performance in solving medical prediction challenges 
[25–27]. 

The EM and ANN required training/validation of the models to find 
the optimal set of hyperparameters or number of hidden layers/neurons 
in each hidden layer/neuron’s weights. The design of this study’s model 
training, validation, and test is presented in Fig. 2. The data material was 
at patient level randomly divided such that 70% was used for training/ 
validating of the models and 30% of the data were reserved for testing 
only. The proportion reserved for training was again split into a pro-
portion used for training and one used for validation of the model. This 
procedure ensured that the results were not prone to overfit and would 
be transferable to a similar cohort using the same type of CGM sensor 
[28]. 

The ANN implementation was performed in Matlab R2020b (The 
Mathworks Inc., Natick, Massachusetts) using the Levenberg-Marquardt 
algorithm. 

To investigate if the use of error weights could be beneficial in 
optimizing the clinical performance of the models, we implemented one 

ANN without and one with error weights. The weights were constructed 
in a such way that prediction error below 100 mg/dL glucose would be 
penalized 5:1 and error in the hypoglycemic range below 70 mg/dL 
would be penalized 10:1. The reason for penalizing these ranges were 
based on the clinical relevance of accurate prediction of low glucose 
levels. As also seen from Fig. 1 (consensus grid), even small percentages 
of errors in zone C, D, or E could result in improper treatment and 
potentially dangerous situation for the patient. The error weights were 
implemented in the mean square error (MSE) performance function used 
to train the network such that each squared error contributes an indi-
vidual amount, based on the individual error weight we

i , to the perfor-
mance function: 

F =MSE=
1
N

∑N

i=1
we

i

(
Yi − Ŷ i

)2 

The reported ANNs has five layers: an input layer, three hidden 
layers where weight adaptations were conducted using a hyperbolic 
tangent sigmoid transfer function, and an output layer modeled by a 
linear activation function. The number of layers and size was optimized 
using the training dataset. The ANNs model was not recalibrated based 
on the test datasets. This architecture have previous shown to capture 
the complexity of the CGM signal with good results[29]. 

The two EMs were also implemented using Matlab R2020b (The 
Mathworks Inc., Natick, Massachusetts). The hyperparameters were 
optimized regarding performance and transferability using the training/ 
validation split of the data. LSBoost and Bag were both optimized for 
finding the best number of trees, learning cycles, and leaf size. The 
following search space for hyperparameter optimization was; (number 
of trees 10–150; learning cycles 1–100; leaf size 10–100). 

Input features for the four models were derived in a sliding window 
of 120 min retrospectively to a point in time where the prediction was 
computed. The features were provided to the models as matrix of ab-
solute readings in the timely order of measurement: 

input =
[
fi=− 23 ; fi=− 22 ;… fi=0;

]

To concretize this: each time the CGM reading is performed the 
models will use this reading and 23 adjacent readings prior to the cur-
rent reading as input to the model, in order to make a glucose level 
prediction xΔ minutes into the future. This imply that the models will 
need a warm-up of 120 min wear-time before the first prediction can be 
computed. Every CGM reading were qualified for prediction if there 
were adjacent readings as described above and subsequently reading 60 

Fig. 2. Flow diagram for splitting data material, training, validating and testing the models.  
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min post the point used for prediction, in order to assess the accuracy of 
the prediction. 

3. Results 

A total of 158 participants with type 1 diabetes were included in the 
training data; combined they had 13,267,540 min of eligible CGM wear 
time which were used for training the six prediction methods. Further, 
68 participants with type 1 diabetes and eligible wear time of 5,686,085 
min were used to internally validate the six prediction methods. Each of 
the six methods (LOCF, Extrap, LSBoost, Bag, Net, Net ew) were used to 
train a model for prediction lead times between 10 and 60 min. Hence, 
six models were trained for each method with lead time of Δ =

10,20,30,40,50, and 60 min. The performance was assessed for each of 
the trained models using the test data. The test results are presented in 
Table 1. Fig. 3 is illustrating a comparison of the models in relation to 
prediction time (10–60 min) for MARD %, RMSE mg/dL, the % of pre-
diction in the C zone of the Parkers Error Grid, and the % of prediction in 
the D zone of the Parkers Error Grid. 

The performance measured by all statistical assessments is nega-
tively correlated with the lead time. This is of course as expected as 
longer lead time would induce a large uncertainty into the prediction of 
glucose levels. In general, the LOCF method is performing significantly 
worse than the other assessed methods. Looking at the performance 
measured by MARD and RMSE between the remaining methods, overall, 
less significant differences is observed between the methods. 

In the Clark Error Grid Analysis, the ANN with error weights (Net ew) 
had the highest percentages of prediction in zone A + B for all lead times 
assessed. The absolute differences percentages are relatively small, but 
never the less clinical important. This is especially observed when 
comparing the performance between methods in zone C and D from 
Fig. 3. The performance of the Net ew is significantly better for both 
zones compared to the other methods. This is also shown in Fig. 4, where 
a slice of data (sliced for viewing purposes) is presented in the Clark 
Error Grid. The figure presents the difference in performance between 
the Net and the Net ew with a lead time of 30 min. The zone C is strongly 
populated using the Net model compared to the Net ew model. These 
predictions could from a clinical perspective lead to harmful or delayed 
treatment for hypoglycemia. 

4. Discussion 

In this study, we developed, tested, and compared performance from 
different approaches to glucose prediction based on CGM. The predic-
tion methods were a mix of simple methods to more advanced machine 
learning algorithms. We also proposed the usage of error weights in the 
training of the models to compensate for the heterogeneous clinical 
decision space associated with glucose predictions. Moreover, we 
developed the models and tested them based on a large data material 
with over 315,000 h of CGM data. 

Numerous attempts to predict glucose value from CGM have been 
published since the introduction of CGM[30–38]. However, as reported 
in a recent review on the subject by Woldaregay et al.[14], there is a lack 
of proper analysis and modeling of penalty for errors in different gly-
cemic regions. This is an important concern as modeling with the focus 
on general performance metrics such as RMSE is not sufficient in a 
clinical context. There is a clear need to consider the clinical aspects of 
glucose treatment based on glucose prediction. For instance, the risk 
profile for a prediction in the hyperglycemic region is much wider than 
the risk profile for predictions in the lower region of euglycemia and 
hypoglycemia. Some studies have reported the clinical accuracy using 
grid analysis. Zarkogianni et al.[39] reported the results from a Clark 
Error Grid analysis where 2.29% of the prediction were in zone D with a 
30 min lead-time and 5.90% with a lead-time of 60 min. Others[40,41] 
have reported zero predictions in the C-E zone of the CEG, but these 
studies are based on few samples and cannot be considered 

representative for the common patient with type 1 diabetes. From our 
results, the use of a simple prediction method Extrap did perform with 
comparable results to more advanced methods in regard to overall 
performance measured in RMSE and MARD. However, we did see clin-
ically relevant improvement of using the advanced method with error 
weights. Especially, the improvement in the zone C-E of the consensus 
grid. Avoiding these predictions are of highly importance for the pa-
tients as this could lead to delayed treatment and severe hypoglycemia. 
In patients with hypoglycemia unawareness and during the night this is 

Table 1 
Results from the models grouped by the different prediction horizon from 10 to 
60 min.   

Models 

LOCF Extrap. Net Net ew LSBoost Bag 

10 min prediction 
RMSE 12.04 11.57 8.76 9.01 9.01 8.52 
MARD 5.84 5.15 4.05 4.06 4.29 3.94 
Parker error grid  
- Zone A + B 99.96 99.95 99.97 99.98 99.97 99.97  
- Zone A 97.04 97.63 98.97 98.79 98.92 99.06  
- Zone B 2.92 2.32 1.01 1.19 1.05 0.92  
- Zone C 0.04 0.04 0.03 0.02 0.03 0.03  
- Zone D 0 0 0 0 0 0  
- Zone E 0 0 0 0 0 0 
20 min prediction 
RMSE 19.44 16.1 14.95 15.32 15.21 14.54 
MARD 9.62 7.57 7.43 7.26 7.63 7.17 
Parker error grid  
- Zone A + B 99.72 99.88 99.85 99.91 99.83 99.83  
- Zone A 89.97 93.7 94.85 94.01 94.58 95.14  
- Zone B 9.75 6.18 5.01 5.9 5.24 4.69  
- Zone C 0.28 0.11 0.15 0.09 0.17 0.17  
- Zone D 0.01 0 0 0 0 0  
- Zone E 0 0 0 0 0 0 
30 min prediction 
RMSE 25.98 22.15 20.65 21.63 21.01 20.31 
MARD 12.97 10.75 10.58 10.26 10.79 10.3 
Parker error grid  
- Zone A + B 99.17 99.61 99.42 99.72 99.31 99.33  
- Zone A 82.71 87.52 88.72 87.23 88.19 89.03  
- Zone B 16.46 12.09 10.7 12.48 11.12 10.3  
- Zone C 0.8 0.37 0.57 0.28 0.68 0.66  
- Zone D 0.03 0.01 0.01 0.01 0.01 0.01  
- Zone E 0 0 0 0 0 0 
40 min prediction 
RMSE 31.77 28.08 26.46 27.23 26.21 25.54 
MARD 15.97 13.83 13.82 12.87 13.68 13.21 
Parker error grid  
- Zone A + B 98.34 99.03 98.52 99.34 98.45 98.5  
- Zone A 76.26 81.04 81.62 80.78 81.84 82.74  
- Zone B 22.09 17.99 16.9 18.56 16.61 15.76  
- Zone C 1.58 0.93 1.44 0.65 1.51 1.46  
- Zone D 0.08 0.03 0.03 0.02 0.04 0.04  
- Zone E 0 0 0 0 0 0 
50 min prediction 
RMSE 36.92 33.58 30.58 33.28 30.84 30.21 
MARD 18.69 16.7 16.18 15.62 16.32 15.88 
Parker error grid  
- Zone A + B 97.37 98.17 97.58 98.66 97.46 97.54  
- Zone A 70.73 75.1 76.37 74 76.08 76.95  
- Zone B 26.63 23.06 21.21 24.66 21.39 20.59  
- Zone C 2.48 1.74 2.34 1.29 2.45 2.37  
- Zone D 0.16 0.08 0.09 0.05 0.09 0.09  
- Zone E 0 0 0 0 0 0 
60 min prediction 
RMSE 41.53 38.58 34.63 37.68 34.88 34.33 
MARD 21.18 19.37 18.59 17.54 18.72 18.32 
Parker error grid  
- Zone A + B 96.28 97.1 96.46 97.96 96.38 96.5  
- Zone A 65.93 69.75 71.11 69.07 70.83 71.77  
- Zone B 30.35 27.36 25.35 28.89 25.54 24.73  
- Zone C 3.46 2.72 3.38 1.96 3.45 3.33  
- Zone D 0.26 0.16 0.16 0.08 0.17 0.17  
- Zone E 0 0 0 0 0 0  
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Fig. 3. Comparison of the models in relation to prediction time (10–60 min); (A) MARD %; (B) RMSE mg/dL; (C) the % of prediction in the C zone of the Parkers 
error grid; (D) the % of prediction in the D zone of the Parkers error grid. 

Fig. 4. Parkers error plot analysis for the neural network models with and without error weights for a 30 min prediction. The plot contains 1:400 CGM measurement 
from the test cohort (n = 2844). The red dots are predictions which are in the zone C. 
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even more problematic. Severe hypoglycemia can lead to short- and 
long-term complication, also hospitalization and death[42,43]. 

Firstly, our results show that is possible to predict glucose levels 
based on CGM with a reasonable accuracy and precision with a relative 
short prediction lead time. Our analysis was based on a large data ma-
terial obtain on type 1 diabetes patients and under normal living con-
ditions. This makes the results and performance more realistic than 
many of the previously reported algorithms, which are often based on in 
silico data or few patients[14]. Secondly, our comparison of different 
methods for modeling glucose predictions shows that there are some 
improvements on performance from using more advanced machine 
learning algorithms compared to a simple modeling approach. Thirdly, 
the proposed use of error weights could lead to better clinical perfor-
mance of these models, which is an important factor for implementation 
in clinical practice. 

Even though our study has a strong design with a large data material 
and clear separation between training and test, there are some limita-
tions which are important to mention. Firstly, participants wore a CGM 
Dexcom G4 sensor – it is well known that CGM sensors have different 
accuracy and limitations in their usage. Therefore, we cannot fully 
generalize our results to the use with other sensors. Secondly, the cohort 
used in this study were included based on hemoglobin A1c (HbA1c) <
8.5%, no history of severe hypoglycemia and unawareness. This means 
that the cohort studied were a group with low prevalence of complica-
tions related to diabetes, such as neuropathy. Glycemic control is 
correlated to HbA1c and the presence of neuropathy, which means that 
the results again cannot fully be transferred to a group of diabetes pa-
tients with higher HbA1c levels and higher prevalence of complications. 
In future work, validating the results in patients with different charac-
teristics should be a priority. This could be done in longitudinal studies 
and using reference CGM databases (such as the SCGMS database[44]). 
Also, the potential of adjusting the generalized models to fit the indi-
vidual patient could be interesting. However, it is a fine line between 
improved performance and complexity of using the models in clinical 
practice. Personalization of the models would typically require prior 
data from the patients before the prediction can be used in clinical de-
cision making. 

In conclusion, we proposed and tested six glucose prediction 
methods at six different lead time, spanning from 10 to 60 min. The 
models utilize input from a CGM system to facilitate glucose prediction. 
The results point toward that using error weighting in the training of the 
models could lead to better clinical performance. This is important if 
prediction algorithms should be implemented in a clinical decision 
system such as an artificial pancreas system. 
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