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Abstract. Sensors and actuators became first class citizens in techno-
logically pervasive urban environments. However, the full potential of
data crowdsourcing is still unexploited in marine coastal areas, due to
the challenging operational conditions, extremely unstable network con-
nectivity and security issues in data movement. In this paper, we present
the latest specification of our DYNAMO Transfer Protocol (DTP), a
platform-independent data mover framework specifically designed for the
Internet of Floating Things applications, where data collected on board
of professional or leisure vessels are stored locally and then moved from
the edge to the cloud. We evaluate the performance achieved by the DTP
in data movement in a controlled environment.

Keywords: Internet of Floating Things · Data crowdsourcing · Data
Movement · Security · Cloud Database.

1 Introduction

The rise of the Internet of Things and the computational resource elasticity pro-
vided by the Cloud [33,6] are changing the human lifestyle [9]. The crowdsourcing
paradigm [14] has been widely adopted in diverse contexts to solve large prob-
lems by engaging many human workers to solve manageable sub-problems [12].
When the problem involves data acquisition, management and analysis, it is re-
ferred to as data crowdsourcing [12]. Nowadays, data crowdsourcing is one of
the most impacting technology raised as first-class citizen in the data science
landscape [32], thanks to the flywheel effect generated by the availability of
distributed human-carried sensor network – commonly referred as mobile com-
puting, the reliable connection infrastructure provided by cellular and Wi-Fi
networks, and the elastic computing and storage resources. Nevertheless, data
crowdsourcing potentially gains more importance in environments where the use
of conventional data acquisition methodologies [27,2,17,20] are expansive or un-
feasible and the satellite data do not reach the adequate resolution and quality,
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mostly when approaching the coast [3,4]. The coastal areas host most part of
human population, are fundamental for the global economy, and, above all, are
one of the most sensitive environments to climate changes [26]: extreme weather
events could impact negatively on human activities in a dramatic way [30,7].

Although the embryo of a distributed data collecting has been already de-
signed at the early stage of the grid computing epic [10,34], unfortunately, data
crowdsourcing marine applications are limited by the availability of stable, re-
liable, and cheap data connections. On the other hand, the measurement of
seafloor bottom depth (bathymetry) via data crowdsourcing is common in both
scientific [29] and business projects. The application of this technique to the
measurement of weather and sea state parameters has previously been limited
to ferries, freight carriers, professional vessels, and cruise ships. In a previous
work, we developed FairWind, a smart, cloud-enabled, multi-functional naviga-
tion system for leisure and professional vessels [22,25]. In this paper, we introduce
DYNAMO, an infrastructure for collecting marine environmental data from a
distributed sensor network carried by leisure vessels [24,21]. DYNAMO could be
considered as an improvement and evolution of FairWind, strongly leveraging
on SignalK (http://signalk.org) as a common interchange format for marine
data, but more focused on data logging and management.

The rest of this paper is organized as follows: Section 2 contains a synthetic
description of similar solutions focusing on diverse and different data transfer
protocols. Section 3 contains the most of the novel contribution of this paper
with a detailed description of the DYNAMO Transfer Protocol, detailing on the
security and storage issues. Section 4 describes the preliminary evaluation in an
experimental controlled environment. Finally, Section 5 concludes and outlines
future directions.

2 Related Work

The Bundle Protocol (BP) [28] has been proposed by the Delay Tolerant Net-
working Research Group (DTNRG) of the Internet Research Task Force (IRTF).
The idea of this protocol is to group data in bundles in order to store and for-
ward them when the networking is available. The main capabilities of the BP
include: i) custody-based re-transmission; ii) ability to cope with intermittent
connectivity; iii) ability to take advantage of scheduled, predicted, and oppor-
tunistic connectivity; iv) late binding of overlay network endpoint identifiers to
constituent internet addresses. Even though BP is the only acknowledged data
transfer protocol for DTNs as of today, and the best reference point for new pro-
posals in this field, it is not designed for IoT devices and for their communication
with cloud infrastructures.

The two widely used IoT application protocols that represent the current
state of the art, are Message Queuing Telemetry Transport (MQTT) [15] and
Constrained Application Protocol (CoAP) [5]. MQTT is an internet application
protocol for extreme environments. MQTT today is an OASIS standard, widely
used for every kind of IoT application, including cloud data transfer. It is a

http://signalk.org
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publish/subscribe model working on top of TCP, ensuring the reliability of its
approach also thanks to its small bandwidth footprint and a low loss rate in
unstable networking.

CoAP is a modern standard specialized application protocol for constrained
devices. It leverages on a REST model: servers allow resources access under a
URL and clients use them through GET, POST, PUT, and DELETE methods.
This makes CoAP integration with already different software straightforward,
but working on UDP in order to maximize the efficiency.

A common middleware supporting both MQTT and CoAP and providing a
common programming interface has been also implemented [31].

Nevertheless, MQTT and CoAP are both not resilient, since they are not able
to elastically change the transmission rate in dependence of the bandwidth, and
although both have a lightweight footprint, they do not compress the payload.
The security is guaranteed by the transport layer not ensuring the firewall and
proxy friendship.

3 Design

3.1 Vessel side and cloud side security

In [25], we already described the idea of a data transfer framework designed for
vessel data logging and transferring to the cloud with an adaptive algorithm
devoted to the maximization of the bandwidth usage leveraging on concurrent
requests. In this work, we completely redesigned the vessel side in order to match
a higher level of security avoiding any form of key exchange. The behaviour of
the SignalK data logger on the vessel side is conceptually described by the block
diagram shown in the Figure 1.

Fig. 1. The DYNAMO SignalK Logger on the vessel side.

The SignalK data updates are grouped in parcels, as described in [21], and
stored as text files in a temporary outbound folder. Each time a new par-
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cel is available, the signature is extracted using the RSA-SHA 256 bit algo-
rithm, encrypted using the vessel 1024 bit private key and finally encoded in
base64 [11]. A 32 byte long symmetric encryption key is generated randomly.
This key is encrypted with the cloud-side public key using the RSA PLCS1
OAEP padding. The encrypted symmetric key is finally encoded in base 64. A
cipher key is generated using the SHA256 hash algorithm applied to the pre-
viously generated symmetric key. A secure pseudo random initialization vec-
tor is generated and then used to encrypt the compressed data parcel. Fi-
nally, the initialization vector and the encrypted symmetric key are prepended
and the encrypted data parcel is stored in an upload folder. The DYNAMO
data transfer framework mediates the vessel and the cloud sides in order to
maximize the bandwidth usage. A NodeJS working implementation of a Sig-
nalK DYNAMO logger is available as open source (Apache 2.0 license)(https:
//github.com/OpenFairWind/signalk-dynamo-logger).

Fig. 2. Cloud storage side (consumer) data pipeline. The symmetric key is decrypted
with the consumer’s private key, and then is used to decrypt the data. The data are
then uncompressed, the signature is verified, and the data are stored in a SQL database.

The cloud storage side is described in Figure 2. Each time an encrypted and
compressed data parcel is received, it is stored in an upload basket and enqueued
to a message queue manager. The behavior of this component drastically affects
the overall storage performance, which makes it a critical point on this kind of
near-realtime applications. In order to be as much as possible independent from
the practical implementation choices, we used a a plug-in approach enabling the
DYNAMO cloud storage administrator to change the message queue manager
and its policies in order to match the specific application and, above all, the
available storage and computational resources. For production scenarios the use
of enterprise level components as RabbitMQ (https://www.rabbitmq.com) and
Redis (https://redis.io) are recommended, but for performance evaluation
we implemented our own message queue manager in order to make the metric

https://github.com/OpenFairWind/signalk-dynamo-logger
https://github.com/OpenFairWind/signalk-dynamo-logger
https://www.rabbitmq.com
https://redis.io
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measurements and the control over the used resources more effective [16]. The
message queue manager dispatches the encrypted and compressed data parcels
on available computational resources. Here the encoded encrypted symmetric key
is extracted and decrypted using the cloud side private key in order to enforce
the non repudiability of the data. Each data parcel contains a list of SignalK
updates. The symmetric key is used to decrypt the compressed data parcel using
the initialization vector leveraging on the AES algorithm using the CBC mode.
Then, the data parcel is unzipped and the encrypted digital signature extracted
and decrypted using the vessel public key. Finally, the decrypted digital signature
is used for verification in order to enforce the integrity, then the updates are
added to the update list. Once the update list is fully consistent, the storage
in database process begins. A Python working implementation of a SignalK
DYNAMO cloud storage is available as open source (Apache 2.0 license - https:
//github.com/OpenFairWind/dynamo-storage).

3.2 Cloud side storage

At the cost of a time-consuming, careful and proper data schematization, the re-
lational solution offers many advantages over the plain NoSQL one, namely: i) a
highly expressive manipulation language (SQL); ii) minimal redundancy; iii) the
possibility to enforce sophisticated integrity constraints; iv) indexing, materi-
alization, partitioning and all the arsenal of physical optimization to improve
performance. In this case, the main challenge for designing an E/R diagram is
the unknown schema of the received data, that concern different aspects of the
vessel navigation gathered in real time and in a semi-structured form. Further-
more, all the measured quantities evolve over time and are sampled at irregular
intervals, due to the possibly harsh environmental conditions and the consequent
loss of signals.

The proposed solution is a star schema, with a strong entity at the cen-
ter representing the vessel (the transmitters) and a variable number of weak
entities at its side that hold the data relative to each variable to be stored,
arranged time-wise (the timestamp of the measurements is the weak key for
all the weak entities). For example, a variable like “position” is measured and
transmitted ideally with a 5 to 10 Hz frequency and stored in a table named
position whose primary key is the combination of vessel-id and timestamp
and whose attributes are latitude and longitude; a variable like “destina-
tion” is measured and transmitted with a given frequency and stored in a ta-
ble named destination whose primary key is the combination of vessel-id
and timestamp and whose attributes are characteristics of the destination, like
destination-common-name. In both tables, the vessel-id is also a foreign key
connecting the weak entity to the strong entity (the vessel table). Once data
relative to position (or to destination) arrive with attached the timestamp
of the measurements, they are stored in the corresponding tables. This schema
naturally partitions the load on the tables, allowing parallel inserts.

The schema is built incrementally and dynamically as new variables arrive
from the floating things, becoming new tables. After a boot period during which

https://github.com/OpenFairWind/dynamo-storage
https://github.com/OpenFairWind/dynamo-storage
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many new tables (one for each unknown variable) are created, the schema sta-
bilizes itself and variable addition becomes very rare. All consecutive measure-
ments of the same variable are stored in the corresponding table sorted by time
of measurement (timestamp). This schema does not require the a priori defi-
nition of the number or type of required variables, allows enforcing of integrity
constraints, holds the time series of each variable and can be indexed and tuned
via standard SQL to improve the access time.

Fig. 3. SQL data encoder.

In the Internet of Floating Things, all transmitters use the GPS time, hence
they are all synchronized, however, depending on the application, a time quan-
tization is normally necessary to have a meaningful match of the tuples repre-
senting the measurements of the variables on the various tables. If we define ε
the minimum time interval considered relevant for the application (for example
ε = 1s), all values of a given variable in the same time windows (1 second)
should be averaged and only their average value (or a more robust index [18])
should be considered, with a timestamp truncated to the second. Quantization
can be performed adding to each table a column quant representing the time
as the number of ε unit of times (seconds) passed since a reference date and then
grouping.

In general, there are two possible choices: a) storing the raw data at maximum
time resolution and performing the quantization after inserting the data in the
database, querying and joining them with group by clauses on the quant
column, eventually saved in a materialized view; b) using the group by clauses
on the quant column to quantize and join the data before inserting them in the
database, averaging their values.

The advantage of solution (a) is that the granularity can be changed at the
application level, while in solution (b) the raw data are lost and the data can
only be rolled up. On the other hand, solution (a) requires more space and more
write operations with respect to solution (b), that is lighter and may give a
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sufficient precision in most real use cases. In the following we adopted solution
(a).

4 Evaluation

In order to produce a preliminary evaluation of the implemented DYNAMO
cloud storage, we set up an experiment using the HPC cluster PurpleJeans avail-
able at the Department of Science and Technologies of the University of Naples
Parthenope as controlled environment. The cluster is devoted to Machine Learn-
ing and Data Science researches. Although the cluster is provided by a 16 NVidia
V100 CUDA enabled GPGPU devices partition, we used the multicore intensive
computing partition powered by 4 computing nodes equipped by 2 Intel Xeon
16-Core 5218 2,3Ghz CPUs providing 32 computing cores per node and sup-
ported by 192 Giga Bytes of RAM. The computing nodes are connected to the
front-end with an Infiniband Mellanox CX4 VPI SinglePort FDR IB 56Gb/s
x16. The file system is shared using the Ethernet over the Infiniband protocol.
The cluster supports Docker on both front-end and computing nodes. The total
amount of storage is about 65 Terabytes. We configured the DYNAMO Cloud
Storage using a custom message queue manager, dispatching the execution of
the decryption and decompressing tasks on Docker-deployed DYNAMO cloud
storage compute instances on the computing nodes. Using Docker, we deployed
a single instance of PostgreSQL/PostGIS SQL database server on the front-
end (Figure 4). We simulated a workload with 5182 encrypted and compressed
data parcels acquired during a real vessel navigation sequentially enqueued to
the message queue manager. The used dataset produces 21 tables in the SQL
database. We performed the overall wall clock measurement varying the number
of deployed DYNAMO cloud storage compute instances on the computing nodes.
All containers share the same Docker volume and they can interact with the SQL
database server instance. The preliminary results obtained performing 100 times
the described experiments are shown in the right side of the Figure 4. Under the
described experiment setup, the proposed methodology scales almost linearly up
to 16 DYNAMO cloud storage instances as expected. This is also supported by
the number of SQL tables automatically generated that is less or almost equal
to the number of the compute instances. In this way, the SQL server lock is at
the table level and multiple insert queries could be executed concurrently on the
single SQL database server instance. As the number of instances increases, the
performance gains no benefits from the concurrent inserts.

5 Conclusion and future directions

In this paper, we presented the latest implementation of the DYNAMO Transfer
Protocol, which enforces a complete end to end encryption methodology with
data signature in order to ensure data integrity, non repudiability and, above all,
privacy, since the data in this context are related to people and goods and contain
position and time references. The DYNAMO ecosystem could contribute to the
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Fig. 4. The experiment setup (left) and the preliminary results (right) of the DYNAMO
cloud storage.

search and rescue system: in designing the proposed framework, we considered
the IoT security aspects [34] in order to avoid disruptive situations that could
affect the safety at sea. All these elements lead us to believe that the DYNAMO
ecosystem will gain robustness and effectiveness using the proposed data transfer
approach.

Leveraging on a more sophisticated parallelization techniques [8], the final
goal is building a progressively improving dataset about coastal marine envi-
ronmental data [19] with a twofold utilization i) training the next generation
of deep learning models in order to carry out useful information for strategi-
cal resources management and providing assimilation data for predicting and
simulating models [13,1] and workflows [23].
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