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a b s t r a c t

Building Energy Simulation (BES) tools play a key role in the optimization of the building system during
the different phases, from pre-design through commissioning to operation. BES tools are increasingly
used in research as well as in companies. New BES tools and updated versions are continuously being
released. Each tool follows an independent validation process but rarely all the tools are compared
against each other using a common case study. In this work, the modelling approaches of widespread
dynamic simulation tools (i.e. EnergyPlus, TRNSYS, Simulink libraries CarnotUIBK and ALMABuild, IDA
ICE, Modelica/Dymola and DALEC), as well as PHPP (a well-known quasi-steady-state tool), are described
and the results of all the tools modelling the same characteristic office cell, defined within the IEA SHC
Task 56, are compared on a monthly and hourly basis for the climates of Stockholm, Stuttgart and
Rome. Unfortunately, different tools require different levels of input detail, which are often not matching
with available data, hence the parametrization process highly influences the quality of the simulation
results. In the current study to evaluate the deviation between the tools, frequently used statistical
indices and normalization methods are analysed and the problems related to their application, in a
cross-comparison of different tools, are investigated. In this regard, the deviation thresholds indicated
by ASHRAE Guideline 14-2014 are used as a basis to identify results that suggest an acceptable level
of disagreement between the predictions of a particular model and the outcomes of all models. The pro-
cess of reaching a good agreement between all tools required several iterations and great effort on behalf
of the modellers. To aid the definition of building component descriptions and future references for inter-
model comparison a short history of the executed steps is presented in this work. Together with the com-
parison of the results of the tools, their computational cost is evaluated and an overview of the modelling
approaches supported by the different tools for this case study is provided aiming to support the users in
choosing a fit-for-purpose simulation tool.
� 2021 The Authors. Published by Elsevier B.V. This is an open access articleunder the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

A large number of Building Energy Simulation (BES) tools, with
different focus and level of detail, have been developed in the last
six decades [1,2]. A comprehensive list of BES is provided in [3] and
[4]. BES tools are used in research and increasingly in building
design, construction, commissioning and operation for accelerating
and improving the design and planning process, optimizing build-
ing performance, developing building controls, testing new prod-
ucts and evaluating the market potential of novel concepts.
Moreover, ever-stricter building codes and energy standards have
stimulated the usage of BES [5].
1.1. Model complexity: approximation versus estimation

The two main aspects under which the different tools can be
classified are first, the complexity of the mathematical models
depending on the purpose and focus of the tool, and second, the
possibility to access the BES source code (which is particularly rel-
evant in the research field). When the source code is accessible and
can be easily modified, the user can tailor the equations to
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Nomenclature

Acronyms and abbreviations:
av Average
av > 0 Average including only values higher than zero
BC Boundary Conditions
BES Building Energy Simulation
CD Cooling Demand
DAL DALEC
EP EnergyPlus
h Hourly
HD Heating Demand
HTC Heat Transfer Coefficient
Inf Infiltration losses
iqr Interquartile range
m Monthly
MAE Mean Absolute Error
MBE Mean Bias Error
ME Mean Error
MOD Modelica
nm Normalization means
NMAE Normalized Mean Absolute Error
NMBE Normalized Mean Bias Error
NRMSE Normalized Root Mean Square Error
PHPP Passive House Planning Package
RMSE Root Mean Square Error
ROM Rome
SHGC Solar Heat Gain Coefficient
SIM_BO Simulink library developed by the University of Bologna

(ALMABuild)
SIM_IBK Simulink library developed by the University of Inns-

bruck (CarnotUIBK)
SOL Solar gains
std Standard deviation
STO Stockholm
STU Stuttgart
TMY Typical Meteorological Year
TR Transmission losses
TRN TRNSYS
TZ Thermal Zone
Vent Ventilation losses

Variables and Parameters:
F View Factor [-]
H Radiosity [W/m2]
I Solar irradiation [W/m2]
K Constant heat exchange coefficient [W/(m2K)]
N Number of considered data points [-]

_Q Heat flux [W/m2]
r Reference results
R Thermal resistance [W/(m2 K)]
R2 Coefficient of Determination [%]
s Simulated results
T Temperature [K]
v Wind Velocity [m/s]
a Absorption factor [%]
b Constant [-]
e Emissivity [%]
0 Temperature [�C]
r Stefan–Boltzmann constant 5.670 373 (21) � 10–8 [W/

(m2 K4)]
s Solar transmittance [%]

Subscripts:
amb Ambient
av Average
av > 0 Average considering only numbers higher than zero
C Convective
CD Cooling Demand
ce Convective external
ci Convective internal
ext External
g Global
gnd Ground
h Hourly
HD Heating Demand
hor Horizontal
i ith time step
inf Infiltration
int Internal
m Monthly
p1 Point one
p2 Point two
R Radiative
re Radiative external
ri Radiative internal
se Surface external
si Surface internal
sky Sky
sol Solar
south South
tr Transmission
vent Ventilation
win Windows
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perfectly suit the specific case study increasing the degree of
detail1. Unfortunately, this will also lead to an increase in the total
simulation time, modelling effort and skill that is required. Dynamic
simulation tools such as TRNSYS, Modelica/Dymola, IDA ICE, Energy-
Plus, and Simulink, focus on the transient behaviour of systems and
allow detailed analysis. However, their application requires a high
1 This is possible only in the case of white and grey box models and not in black-
box models [81]. White box models require detailed knowledge of the physical
process while black box models do not require full knowledge of the system and are
developed using a data-driven approach. Grey box model preserve the physical
description of the system, but their parameters are estimated using system
identification methods [81].

2

level of user expertise and expert knowledge of many input param-
eters. Moreover, the modelling and simulation process can be time-
consuming in terms of computational cost [5] and modeller effort. In
addition, the suitability of a particular level of model complexity, or
a particular modelling tool, can only be assessed in relation to the
objectives and constraints of the simulation study. In the present
study, in order to develop a meaningful conclusion to a specific prob-
lem, both the degree of detail of the model as well as the accuracy of
the available input data are the defining aspects. As a result, the
potential overall error in performance predictions is a function of
both the degree of approximation of the physical phenomena
involved as well as the degree of estimation of uncertain input
parameters. Therefore, the process of minimization of the overall
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error involves balancing the complexity of the model with the infor-
mation, time and other resources available to the simulation study
[6].

In general, the process of model parametrisation is error-prone
since it is easy to make unrepresentative assumptions or just com-
mit user errors in preparing building input files. Fortunately, the
number of inputs to be parametrized can be reduced by using a
tool with the degree of detail required by the modelling phase.
Typing errors might be avoided by increasing the usage of auto-
mated procedures. In this regard, Building Information Modelling
(BIM) might have the capability to lead to a more automated pro-
cess and thus reduce user mistakes. Nevertheless, further develop-
ment in terms of availability and agreement in information
transfer is required to apply BIM to BES in practice (see [7;8]).

In order to assess the extent to which different simulation tools
fit the need of a particular simulation study, modellers require an
overview of the complexity or degree of abstraction of the compo-
nent models that are applied in the different tools as well as the
input parameters, skill effort and time that are required to use
them. In this context, Crawley et al. [3] comprehensively and
extensively reported the modelling features for a large number of
available tools, which helps the BES user to select the right tool
according to the purpose. However, this kind of BES tools compar-
ison needs to be updated since new component models are con-
stantly being developed. In addition, new versions and tools are
available such as Matlab/Simulink toolboxes (e.g. CARNOT toolbox
[9], CarnotUIBK [10] and ALMABuild [11]), Modelica libraries [12],
DALEC [13], PHPP [14]. Unfortunately, using a tool with a high
degree of detail might not only be time-consuming to create the
simulation model, but also for the computation itself. Certainly,
some particular aspects can be analysed only if the model
describes them. For example, a detailed comfort analysis can only
be done if the models calculate the temperature distribution in the
room [15]. The aspect of the computational cost has been qualita-
tively mentioned in [16–19]. Quantitative comparisons in terms of
the computational time of different tools have been proposed in
[20] including DALEC, Radiance, Relux and EnergyPlus, in [21]
comparing eQUEST against EnergyPlus, in [22] including Energy-
Plus and DOE2 and in [23] where TRNSYS and Modelica have been
compared. Yet, this is an important topic especially in the expand-
ing field of simulation-based optimization [24] and studies pre-
senting updated comparison of the computational cost including
a wide range of BES tools are needed.

The results of such a comprehensive analysis that also show the
impact on the computational time, would be a helpful instrument
for supporting the user in the decision of which tool to be used for
a certain study.

1.2. Validation and trust in BES

According to Feist [25], the five major reasons for the deviations
between different simulation models are: (1) different algorithms,
(2) numerical errors (errors in the calculation), (3) programming
errors (errors in implementation), (4) non-identical inputs, and
(5) different processing of the weather data that is used by the
BES. Additionally, the results are influenced by different physical
approaches with different levels of detail and different numerical
schemes. As an example, the thermal zone can be modelled with
a 2-star or star-node approach and the wall model with the finite
difference method or transfer function. To gain trust in the building
simulation, it is important to validate the models. Therefore, many
validation studies have been published over the years and the level
of attention on this subject has increased significantly in the recent
years. According to Judkoff et al. [26] and [27], the results of BES
tools can be validated against measurements (empirical valida-
tion), analytical solution (analytical validation), or against other
3

codes (cross-validation). In this context, an analytical solution is
only available for simple configurations (e.g. wall model and veri-
fication of system simulations [7,8]). Empirical validations involv-
ing different tools are presented in [16,28], and [29]; this kind of
validation has to deal with the measurement uncertainties and is
usually limited to a specific amount of data for a limited period
of time. Whereas cross-validation allows to minimize the input
uncertainties and allows analysis of many different configurations
with a high level of detail [5,30,31,32]. Nevertheless, the main
drawback of the cross-validation approach is that it is difficult to
precisely define the set of reference results.

The BESTEST methodology, established by the ANSI/ASHRAE
Standard 140–2017 [33] and later updated by [34], EN 15255
[35] and EN 15265 [36] and German guidelines such as VDI 6020
[37], VDI 2078 [38] and VDI 6007 [39], describe different test cases
against which the implemented algorithms or models have to be
tested to correct code errors, modelling limitations or input errors
eventually present in the tool [40]. Comparative values are given
for the evaluation of the calculated results. However, only specific
parameters are analysed within each BESTEST case. The spread
between the minimum and maximum thresholds, suggested by
BESTEST for the tool validation, can be as large as 47% [34] in some
test cases.

Moreover, in both empirical and cross-validations, when only
heating and cooling demands are considered and all the other con-
tributions are discarded of the thermal balance (i.e., thermal losses,
solar gains, internal gains, ventilation and infiltration losses and
temperatures of the surfaces and air), it is difficult to interpret
the results since all possible error sources are acting simultane-
ously [40]. Thus, conclusions about the model accuracy have to
be derived, preventing as much as possible the offsetting errors
by considering as many as possible outputs and different time
scales. This is difficult to achieve with empirical validation since
the available measurements refer to a limited time frame and do
not cover the majority of the outputs of a simulation tool. For these
reasons in the current work a detailed cross-comparison, focused
on a solar-driven, reference office test cell that includes shading
and ventilation control logic, is carried out that considers all the
components of the energy balance on a monthly and hourly basis
for one year of simulation.

1.3. Statistical indices for the quantification of the deviations among
the results of the different tools

The definition of accuracy indices is required to quantify the
deviations between time series and therefore to assess the good-
ness of the results of a model against other simulations or mea-
sured data. As highlighted in [27], there is the need to find
appropriate system performance indices. In this field, Uniform
Methods Project [41] and ASHRAE Guideline 14-2014 [42] are
widely recognized guidelines aiming at establishing a method for
measuring the accuracy of building models as well as the Federal
Energy Management Program (FEMP) [43] and the International
Performance Measurement and Verification Protocol (IPMVP)
[44], which refer to ASHRAE Guideline 14-2014 [42]. These docu-
ments suggest thresholds, which are different for monthly or
hourly calibration, for the Normalized Mean Bias Error (NMBE)
and Normalized Root Mean Square Error (NRMSE). In addition, it
has been suggested to analyze a time frame of at least one year
and to compare the simulation results with the utility bills and/
or spot measurements. However, as highlighted in [45] the indoor
condition and temperatures are not addressed in the suggested cal-
ibration approaches. Numerous papers using calibration methods
are available in the literature, as reported in [45] nevertheless,
varying approaches have been applied by different researchers in
the previous works due to lack of a standard procedure. These



Table 2.1
Main boundary conditions: yearly average ambient temperature (#

�
amb,av), yearly

global irradiation on a horizontal surface (Ig,hor) and yearly irradiation on a south-
oriented vertical surface (Isouth).

Location #
�
amb,av

Ig,hor Isouth

[�C] [kWh/m2] [kWh/m2]

Rome 15.8 1632 1253
Stuttgart 9.9 1101 889
Stockholm 7.8 952 884
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approaches use different indicators, applied to different variables
with varying resolution and time frames to quantify the model
accuracy. As an example [16] and [29] calculate the statistical
indices (i.e. Coefficient of determination (R2), Root Mean Square
Error (RMSE) and NRMSE are used in [16]; Mean Error (ME), RMSE,
standard deviation and maximum error are used in [29]) based on
temperatures, while [46] bases its analysis on the energy con-
sumption of the building calculating the Mean Bias Error (MBE)
and the NRMSE for each month and the whole year using hourly
data. In general, it is not uncommon to find literature referring to
the same index with different names or definitions as highlighted
in [47]. In the current work, the main statistical indices and nor-
malization means that are used are critically analysed to help shed
some light on the difficulties that are encountered so a new nor-
malization method can be proposed.

As reported in [4] a long list of BES tools exist, which includes
tools from different countries. However, in the current work, Ener-
gyPlus [48], TRNSYS [49], Matlab/Simulink (ALMABuild [11] and
CarnotUIBK [10]), the Modelica/Dymola buildings library [50],
and IDA ICE [51] are analyzed along with DALEC [20] and PHPP
[14], which can be classified as predesign tools. Almost all these
tools have already undergone a validation process following the
BESTEST method (i.e. EnergyPlus in [52], ALMABuild [11], Modelica
[53], IDA [54], TRNSYS [34]), and all the tools except the Simulink
libraries ALMABuild and CarnotUIBK have been compared against
measured data in [16,28,29,20] and [55]. However, they have not
been compared against each other using a solar-driven building
as a common test case. Finally, only a few recent studies have pre-
sented a quantitative and comprehensive comparison in terms of
computational time including a wide variety of dynamic building
simulation tools.

With each tool, the reference office cell was modelled starting
from the same description (specially tailored on the TRNSYS input).
Even though almost all the tools are successfully validated using
the BESTEST methodology (i.e. EnergyPlus in [52], ALMABuild
[11], Modelica [53], IDA [54], TRNSYS [34]), high deviations
between the results of the analysed tools were experienced during
the first itarations of the cross-comparison process. Indeed, to
reach a good agreement between the tools, several iterations were
necessary due mainly to a lack of equivalent inputs in the building
description, user mistakes and different modelling approaches of
the tools under analysis.
2 A ’uniform sky’ defines a sky distribution which has a constant luminance over
the hemisphere. This isotropic distribution is therefore independent on the height and
azimuth of the sun and is only scaled with respect to the intensity. In this model the
diffuse solar irradiation on a vertical surface is equal to the diffuse solar irradiation on
the horizontal divided by 2.

3 Not applied in the present comparison. A preliminary study including the
comparison of SIM_BO, EP and TRN modelling the office cell equipped with
photovoltaic panels and air to air heat pump is presented in [82] Section 2.1.5.
2. Methodology

In this section, the building model used for this case study is
described, and the modelling features of the different tools are
introduced and the parametrization process is explained. More-
over, the statistical indices are described and the boundary condi-
tions, applied for the evaluation of the computational cost, are
reported.

2.1. Boundary conditions

Three different locations Rome (ROM), Stuttgart (STU) and
Stockholm (STO), characterized by different European climates
(Mediterranean, oceanic climate and humid continental climate
respectively, according to the Köppen climate classification [56])
were considered in this study. Table 2.1 shows the annual average

ambient temperature (#
�
amb,av), annual global irradiation on a hor-

izontal surface (Ig,hor) and annual irradiation on a south-oriented
vertical surface (Isouth) for each location.

All the tools use the same Typical Meteorological Year (TMY2)
for each location. Therefore, the ambient temperature and global
irradiation on the horizontal were the same (see [57] for more
4

details). Nevertheless, it is important to highlight that DALEC cal-
culates the Isouth using a diffuse isotropic sky model2 described in
[58] whereas all the other tools implement the Perez model (i.e.
EnergyPlus, Simulink, IDA ICE and Modelica used the Perez 1990
model [59] while TRNSYS used the Perez 1999 model (see [60] page
7–99). Therefore, Simulink, EnergyPlus, TRNSYS, Modelica and IDA
ICE present negligible deviations in terms of Isouth, while DALEC
underestimates Isouth in all the climates (see Figure 2.5). To perform
a fair comparison, the solar gains of DALEC have been aligned with
the solar gains of the other tools by calibrating the shading control
thresholds (see Section 2.4).

2.2. Building description

The reference building was chosen to be representative of a typ-
ical European office cell located on the middle floor of a high-rise
building. Figure 2.1 shows the office cell, which has a heated area
of 27 m2 and a volume of 81 m3. All the surfaces are considered
adiabatic, except for the façade oriented towards the South (with
a window-to-wall ratio of 60%) where ambient boundary condi-
tions are applied and solar active technologies such as daylighting
systems can be installed3. Shadings from adjacent obstacles were
not considered, whereas external movable shading, able to block
70% of the incoming radiation, was activated when direct solar radi-
ation impinging the south façade was higher than 120 W/m2.

Table 2.2 reports the heat transfer coefficient (HTC) of the opa-
que wall element and the characteristics of the windows such as
HTC, Solar Heat Gain Coefficient (SHGC) and the solar transmit-
tance (ssol) for the three climates. The HTC of the window can be
calculated as the area-weighted HTC of the frame and the glass.
The internal walls were typical plasterboard walls, while the exte-
rior wall consists of a three-layer structure with different insula-
tion thicknesses depending on the climate.

User behaviour (e.g., occupancy, appliances and lighting) was
taken into account by employing hourly resolution profiles that
show different user behaviour for weekday and weekends [61]
(see Figure 2.2).

The natural infiltration rate was assumed to be constant and the
air change per hour was set to 0.15 ACH. A fresh air supply of
40 m3/h per person was provided by a mechanical ventilation sys-
tem with a sensible heat recovery of 70% efficiency. A bypass of the
heat recovery was activated when the temperature of the zone was
higher than 23 �C and the ambient temperature was lower than the
indoor temperature (see Figure 2.3).

A simplified ideal all-air heating and cooling system was used
by all the models. The set-point for the indoor convective
temperature applied for the heating and cooling control was



Figure 2.1. Representation of the reference office zone.
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21 �C and 25 �C, respectively. When the convective temperature
was between 21 �C and 25 �C neither the cooling system nor the
heating system is activated.

A summary of the building data and boundary conditions is
reported in the appendix in Table C1 and further information is
reported in [57].

2.3. Modelling features of the tools

The tools analysed in this work had different modelling features
as follows:

� EnergyPlusTM v.9.3 (EP) is a building energy simulation program
that is used to model energy consumption, lighting, plug and
process loads and water use in buildings [62]. The development
of the program was funded by the United States Department of
Energy’s (DOE) Building Technologies Office and managed by
the National Renewable Energy Laboratory (NREL). The soft-
ware is open-source and is collaboratively developed by NREL,
various other DOE national laboratories, academic institutions
and private firms;

� TRNSYS 18 (TRN) is a commercial transient system simulation
program, developed at the University of Wisconsin, based on a
component approach with a modular structure. The TRNSYS
library includes a detailed multi-zone building model and com-
ponents for HVAC systems, renewable energy systems, etc. [49];

� CarnotUIBK (SIM_IBK) and ALMAbuild (SIM_BO) are two open-
source Matlab/Simulink libraries, compatible with CARNOT
Toolbox [9], developed by the University of Innsbruck (AT)
[10] and the University of Bologna (IT) [11] respectively;

� IDA ICE v.4.8 (IDA) is a commercial software, developed by
EQUA Simulation AB. It is focused on detailed and dynamic
multi-zone simulation applications for the study of thermal
indoor climate as well as the energy consumption of the entire
building involving envelope, HVAC systems, plant and control
strategies [63]. The model inputs are described using the
equation-based Neutral Model Format language [64];
Table 2.2
Main properties of the south-oriented façade.

Properties Rome
(Italy)

Stuttgart
(Germany)

Stockholm
(Sweden)

HTCext,wall [W/
(m2K)]

0.80 0.40 0.30

HTCwin [W/(m2K)] 1.26 1.35 0.90
SHGC [%] 0.33 0.59 0.63
ssol [%] 0.26 0.43 0.46

5

� DALEC (DAL) is a free web tool developed by Bartenbach (AT),
University of Innsbruck (AT) and Zumtobel (AT). The main focus
of DALEC is on combined thermal and lighting building simula-
tions in early design phases [13];

� MODELICA (MOD) is a non-proprietary, object-oriented,
equation-based language for modelling complex physical sys-
tems developed by Modelica Association. Currently, several
Modelica libraries exist for building components and HVAC sys-
tems, and these are continuously being upgraded. In this work,
the Buildings library v.5.0.1 was used together with the Model-
ica standard library [50]. The Dymola modeling and simulation
environment (v. 2020x) was also used;

� PHPP v.9.1 Passive House Planning Package is a commercial
quasi-steady-state calculation tool, developed as a spreadsheet
by the Passive House Institute, for use by architects, engineers
and planning experts [14].

The different tools implement different models with different
levels of detail to approach the numerical solution of the building
system using different equations. An extensive description of the
equations implemented in TRN, IDA and EP is provided in [16], a
description of the mathematical model used in DAL is provided
in [20,58] and of MOD in [12]. SIM_BO and SIM_IBK do not provide
user manuals, while CARNOT toolbox provides only an introduc-
tion to the library in [65].

Table 2.3 provides a summary of the approaches applied in this
work (in black) and available (in grey) in each tool for different
aspects of the building model. The model of the thermal zone is
used to calculate the convective and radiative temperature. The
most detailed approach would be a CFD simulation considering a
distribution of the convective as well as the radiative temperature
within the room. Such a model requires a high computational cost
and therefore, it is not usually applied in annual energy simulation
[66]; however MOD and IDA offer the possibility of using a simpli-
fied CFD approach4 (see [67;68], respectively). EP, TRN, SIM_BO, IDA
and MOD, for convex and closed volume, can model the air in the
room as one unique node while calculating the radiative exchange
between the surfaces using view factors. EP, TRN, SIM_BO and IDA
ICE can additionally calculate the view factors between the internal
surfaces and a matrix of points in the room, whose location is
defined by the user, allowing the calculation of the mean radiative
temperature field in the room. The two-star node approaches [69]
(implemented in SIM_IBK, SIM_BO) include a convective node and
a radiative node (the long-wave radiative exchange between the sur-
faces is modelled using the star network). In the simplified calcula-
tion mode, TRN implements a star network (see [70] Figure 5.4.1–7)
where an artificial temperature node is used to consider the parallel
energy flow from the inside wall surface to the zone air by convec-
tion and the long-wave radiation exchange between the surfaces.
DAL is based on the Standard ISO 13790:2008 [71] where the room
thermal balance is solved considering three nodes and both the air
and mean radiant temperatures are calculated [20]. In DAL the nodes
are connected through a specific coupling conductance defined in
the Standard ISO 13790:2008 [71]. The total thermal capacity of
the walls and air volume is connected to the node representing the
mean radiant temperature. PHPP is a quasi-steady-state tool based
on Standard ISO 13790:2008 [71] that calculates losses and gains
on monthly basis considering a fixed set point temperature (differ-
ent for winter and summer energy balances).

The convective heat transfer coefficient (see Table 2.3 and
Table 2.4) is considered as a constant (Table 2.4: C1/C2) in PHPP
and DAL. Contrariwise EP, TRN, IDA and MOD offer both constant
4 Not included in the current study.



Figure 2.2. Internal gains due to appliances, lighting and occupancy.
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(Table 2.4: C1/C2) and equation-based (Table 2.4: C3) calculation.
The radiative exchange coefficient can be:

� Constant when an overall HTC is considered (Table 2.4: R1);
� Linearized (Table 2.4: R2);
� Proportional to the temperature difference at the fourth power
(Table 2.4: R3); and

� Calculated considering the view factors between the surfaces
(Table 2.4: R4).

Different window models are implemented in the analysed
tools, in particular, EP, TRN, SIM_BO, IDA and MOD perform a ther-
mal balance over each pane of the window (see Figure 2.4a), while
DAL, SIM_IBK and PHPP are based on a simplified window thermal
model where the transmission losses are calculated by using a con-
stant heat transfer coefficient (see Figure 2.4b).

EP, TRN, SIM_BO, IDA, MOD consider the solar transmittance
and the distribution of absorbed solar radiation across the multi-
layer glazing system as a function of the angle of incidence. EP,
IDA, MOD explicitly describe this behaviour by recursively solving
the transmittance, reflectance and absorptance of solar radiation
through each layer, while TRN and SIM_BO by using pre-
processed data of multi-layer window system from the LBNL-
Window software [72] (see [73] for the WINDOW technical docu-
mentation). A description of the implementation of the detailed
window modelling approach in EP can be found in [74] and [75].
EP, MOD and IDA ease the investigation of particular fenestration
systems (e.g. including glass coatings) and require more detailed
input. SIM_IBK uses a standard correction function (different for
single, double and triple panes windows) of the SHGC at normal
incidence, to different incidence angles. DAL discretizes the sky
into 145 patches and, for every patch applies a pre-calculated cor-
rection factor to the SHGC at normal incidence given by the user
(see [20]).

EP and TRNmodel the opaque structures with the transfer func-
tion method, whereas both Simulink libraries, IDA and MOD imple-
Figure 2.3. Control logic of
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ment the finite difference method. For more details about these
different approaches see: [69] where the theory behind these
methods is explained and [76], which provides a detailed compar-
ison between transfer function and finite difference methods. DAL
and PHPP implement a simplified model of the walls, based on the
HTC of the structures. PHPP is a quasi-steady-state calculation tool
where the capacity of the building is used only to calculate the uti-
lization factor of the internal and solar gains as described in the
Standard ISO 13790:2008 [71]. In DAL the mass of the building is
lumped in one capacity as described in the Standard ISO
13790:2008 [71].

The model used for the adiabatic structures influences the
active capacity of the building. Both Simulink libraries and IDA
apply the same boundary conditions (BC) to both sides of the struc-
ture, TRN additionally applies the same thermal resistance
between the surface and the air and radiative nodes on both sides.
EP implements a null thermal flux on the external side of the adi-
abatic structure and MOD in the middle of the structure. PHPP and
DAL consider the thermal mass in one unique node belonging to
the Thermal Zone (TZ).

The isotropic sky model, used in DAL [58], assumes that the dif-
fuse radiation from the skydome is uniform across the sky and pre-
dicts lower solar radiation availability on the south façade (see
Figure 2.5), compared to the other tools implementing the Perez
sky model (see Section 2.1).

The internal gain can be defined as an hourly profile in almost
all tools except for PHPP where the internal gain is considered as
a constant and in DAL where the internal gain can be defined with
a constant value throughout the day, as shown in Figure 2.6.

The control status of the shading and ventilation bypass is
defined in every time step for all tools except for PHPP where con-
stant shading and ventilation rate are applied for the summer and
winter balance calculation (see Section 2.4, Table 2.7 and
Table 2.8). To clarify this aspect, the control status of the shading
simulated with SIM_BO for the climate of Stockholm together with
the sunset and sunrise time for each day of the year is reported in
the ventilation bypass.



Table 2.3
Summary of the features of the mathematical models employed in each tool within this case study (black points) or are available (grey points).

EP TRN SIM_IBK SIM_BO IDA MOD DAL PHPP

Thermal zone model Standard ISO 13790 (monthly)
Standard ISO 13790 (hourly)
Star node model
Star network
Two-star node model
One convective node and surf. to surf. radiative exchange
More convective nodes and surf. to surf. radiative exchange

Convective heat transfer Constant (see Table 2.4 line C1)
Internal const.; External prop. to wind speed (see Table 2.4
line C2)
Internal f(DT) (Eq. (2-5)); External Constant (Eq. (2-2))
Internal f(DT); External prop. to wind speed (see Table 2.4
line C3)

Radiative exchange Radiative node - Constant (see Table 2.4 line R1)
Radiative node - Linearized (see Table 2.4 line R2)
Radiative node - Proportional to DT4 (see Table 2.4 line R3)
Surf. to Surf. - Based on view Factor (see Table 2.4 line R4)

Window thermal model Constant HTC
Constant thermal resistance (see Figure 2.4b)
Thermal balance of each pane (see Figure 2.4a)

Window optical model (short wave
radiation)

Isotropic SHGC (see Figure 2.4b)
Anisotropic SHGC (see Figure 2.4b)
Anisotropic optics + solar absorption at each pane (see
Figure 2.4a)1

Shading thermal model No interaction with the window
Constant additional thermal resistance
Thermal balance of the air gap (shading - glass)

Shading optical prop (short wave
radiation)

Constant reduction factor
Optical properties of the shading layer

Distribution of the solar gains in the TZ Added directly to the capacity of the TZ
Proportional to the surface area
Complex calculation based on the reflection of the surfaces

Wall model Constant HTC (no capacity)
Transfer function
Finite difference
Hygrothermal model

Adiabatic structure model Capacity of the adiabatic structure added to the building
node
Null thermal flux outside
Null thermal flux in the middle
Same BC inside and outside and same heat exchange coeff.
Same BC inside and outside

Sky model Isotropic
Perez

Internal gain Constant
Daily profile
Hourly profile

Control of shading and ventilation
bypass

Constant
Dynamic

Calculation time step Constant
Variable

1 EP, IDA and MOD require as inputs the solar reflectance for each side of each pane and the solar transmittance of each pane, while TRN and SIM_BO require only the solar
absorption on each pane and the overall solar transmittance calculated using an external subsystem simulation (LBNL-Window [72]).
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Figure 2.7. PHPP performs only monthly balances and the shading
coefficient can be given only as a constant that might be different
for the summer and winter balance (see Table 2.8). Therefore, the
graph reported in Figure 2.7 would be completely black for the
PHPP and the value represented by the black colour would be
the constant shading coefficient given as input to the PHPP. The
same applies to the control of the bypass of the ventilation heat
recovery.

Concerning the solver settings, the calculation time step can be
defined as constant or can be variable in Simulink, MOD and IDA
while it is fixed with the time length defined by the user in TRN
7

and EP. Whereas DAL and PHPP are based on a fixed-time interval
of one hour and one month, respectively.

Subportions of the models of the two Simulink libraries could be
quiteeasilyexchangedevenwhenthis isnot foreseen fromthestruc-
ture of the tool itself. The SIM_BO library contains a detailedwindow
model, which ismissing in the original SIM_IBK library that has only
a simplified model with constant thermal resistance. Therefore, in
the current work the complex windowmodel developed in SIM_BO
(see Table 2.3, lines: Window thermal model and Window optical
model, column SIM_BO) has been used also in the SIM_IBK model
and the convective and radiative exchange coefficients of SIM_IBK



Table 2.4
Internal and external convective (subscripts ci and ce) and radiative (subscripts ri and re) exchange equations where: K is a constant heat exchange coefficient [W/(m2K)], v is the
wind speed [m/s], T and # are temperatures in K and �C respectively, Fij is a view factor between the surfaces i and j, H is the radiosity [W/m2], e is the emissivity and r the Stefan–
Boltzmann constant 5.670 373 (21) � 10–8 [W/(m2 K4)]. The subscripts C and R mean convective and radiative, si and se are the internal and external surfaces, amb is ambient
and gnd is ground.

Internal side Eq. External side Eq.

C1 qci ¼ Kci #si � #Cð Þ 2-1 qce ¼ Kceð#se � #CÞ 2-2
C2 qci ¼ Kcið#si � #CÞ 2-3 qce ¼ ð4vþ 4Þð0se � 0CÞ 2-4
C3 qci ¼ Kci si � Cj jðsi � CÞ 2-5
R1 qri ¼ Krið#si � #RÞ 2-6 qre ¼ Kreð#se � #ambÞ 2-7
R2 qri ¼ 4erT3

Rð#si � #RÞ 2-8 qre ¼ T3
amb4er #amb � #seð Þ� þ ½ðT4

sky � T4
seÞFskyer

h i
2-9

R3 qri ¼ erðT4
si � T4

RÞ 2-10 qre ¼ er Fgnd T4
gnd � T4

se

� �
þ Fsky T4

sky � T4
se

� �
þ Famb T4

amb � T4
se

� �h i
2-11

R4 qri ¼
P

jFijðHi � HjÞ(1) 2-12

1Different methods are applied for the detailed radiative model within the different tools. TRN implements the Gebhart matrix, EP the ScriptF method similarly, in IDA a
longwave absorption matrix is used to calculate the net absorbed longwave radiation (these approaches are reported in [16]) and MOD [83] and SIM_BO [15] are using the
radiosity approach.

Figure 2.4. Sketch of the window models addressing the solar distribution and the thermal resistance between the panes. In (a) a thermal balance over each pane is
performed and the solar gains are distributed over each pane and in (b) a constant thermal resistance is used and the total solar gains are calculated using the SHGC.

Table 2.5
Parameter set that needed to be adapted for each tool.

EP SIM_IBK SIM_BO IDA MOD DAL PHPP

Window optical properties d d

Window HTC d d d

Building Capacity d d

Ventilation Rate d1 d d d

Internal Gain d d

Shading control d d

1 In this case study the ideal loads air system model is used in EP. In this model heating and cooling energy are convectively supplied in sufficient quantity to meet zone
loads. This model offers default controls for heat recovery and outdoor air delivery that differ from the controls described for this case study (see Section 2.1). EMS scripts
were therefore used in EP to control heat recovery bypass and heat gains from ventilation frost protection. More detailed HVAC models could have been selected in EP.
However, these would have required further estimation of unknown input parameters.

M. Magni, F. Ochs, S. de Vries et al. Energy & Buildings 250 (2021) 111260
(see Table 2.3, lines: Convective heat transfer and Radiative
exchange, column SIM_IBK) have been used in SIM_BO.

2.4. Parametrization process

Unfortunately, the building description, written using the input
required by TRN [57], is either too detailed (this is the case for DAL
Table 2.6
HTC glass and façade reported in the report, calculated with SIM_BO and used in DAL, PH

REPORT SIM_BO

HTC-glass [W/
(m2K)]

HTC-façade [W/
(m2K)]

HTC-glass [W/
(m2K)]

HTC-fa
(m2K)]

Rome 1.29 1.08 1.30 1.08
Stuttgart 1.40 0.97 1.59 1.05
Stockholm 0.81 0.66 1.29 0.88

8

and PHPP) or too simplified (for EP, IDA, MOD) and therefore equiv-
alent inputs had to be found. The list of inputs that had to be
adapted is reported in Table 2.5. Since SIM_BO uses the same input
as TRN both tools do not need any parametrization.

As reported in [77] the window properties and heat transfer
model have a substantial influence on the results, which is
particularly evident in this case study. The model of the
PP and IDA.

IDA DAL PHPP

çade [W/ HTC-glass [W/
(m2K)]

HTC-façade [W/
(m2K)]

HTC-façade [W/
(m2K)]

1.21 0.97 1.08
1.45 0.98 1.03
1.22 0.87 0.85



Figure 2.5. Solar irradiation on the south-oriented facade for the climate of Rome (ROM), Stuttgart (STU) and Stockholm (STO).
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Figure 2.6. Total internal gain profiles, including occupancy, lighting and appli-
ances, used in the PHPP (as a constant average value), in DAL (as a daily profile) and
all the other dynamic simulation tools (as hourly profiles).
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fenestration system in EP and MOD requires optical and thermal
properties to be assigned for each glazing pane. Yet, the description
of the input, defined for TRN [57], only describes the optical beha-
viour of the overall glazing system as a function of the angle of
incidence. To obtain the detailed glazing properties for EP and
MOD, the solar transmittance and reflectance of the glazing panes
were varied and the results were compared with SIM_BO, which
uses the same input as TRN. In EP this was done using an exhaus-
tive search approach and in MOD a trial and error process was fol-
lowed. The detailed glazing properties were then selected that
gave the smallest difference (�0.1 kWh/m2) in terms of the pre-
dicted annual sums of the solar energy that is transmitted by the
glazing system, and the energy that is absorbed at each of the
two panes. The resulting inputs that were found for the window
models in MOD and EP are the same for ROM while small differ-
ences for the window properties in STO and STU are present, as
reported in the appendix (see Figure A1).

Table 2.6 reports the HTC of the glass and façade, defined in a
report from the current study [57], derived from SIM_BO and the
one used in IDA, DAL and PHPP. SIM_BO dynamically calculates
the HTC of the window since it depends on the boundary condi-
tions, therefore, the constant HTC reported in Table 2.6, for
SIM_BO, is calculated by finding a constant HTC of the glass, which
delivers the same annual thermal losses calculated with the
dynamic HTC. The discrepancy between the HTC calculated by
Simulink and the one indicated in the report [57], which is
especially high in Stockholm, is caused by the fact that the
report gives this input considering fixed boundary conditions
(i.e., 0amb = 26.7 �C, no solar irradiation, Wind speed = 6.71 m/s,
Internal temperature = 21 �C).

In IDA, both complex and simplified window models could be
used. However, the complex window model has to be used with
a complex shading model involved in the thermal balance of the
window while the simplified window model can be used with a
simplified shading model that does not affect the thermal balance
Table 2.7
Effective volume flow of the mechanical ventilation system and volume flow when the byp
used in PHPP for the winter and summer balance.

Report / SIM_BO DAL

Effective volume flow [m3/
hpresence]

Volume flow bypass
[m3/h]

Effective v
hpresence]

Rome 0.44 1.48 0.50
Stuttgart 0.42
Stockholm 0.40
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of the window. The shading device is described just as a reduction
factor of the incoming solar radiation impinging the window in this
case study [57]. Therefore, all the tools except for EP (where this
was not easily modified), do not consider the thermal effect of
the shading layer on the thermal balance of the window. Hence,
in IDA the simplified approach was used too due to this strong sim-
plification of the fixed shading factor. IDA uses a simplified win-
dow model with two panes that use a constant thermal
resistance (the fenestration system is always simplified as two-
pane glazing). The value of this constant has been derived from
the annual dynamic simulation of SIM_BO.

In IDA it is not possible to increase the capacity of the air node
(as suggested in [57]) therefore the thermal mass was artificially
increased by adding a wall (i.e., area: 20 m2; thickness: 0.05 m;
density: 900 kg/m3; specific heat capacity: 987 J/kgK) with high
thermal conductivity (i.e. 10000W/mK) and heat transfer coeffi-
cient (i.e., 20000W/m2K). Moreover, IDA controls the mass flow
rate of the supply and exhaust air while in [50] the volume flow
rate is given and specified as constant. Therefore, the efficiency
of the heat recovery system was adjusted (+4% compared to [50])
to compensate for the slightly unbalanced volume flows of the sup-
ply and exhaust air.

DAL is an open-access online tool where the code cannot be
modified by the user. To adapt the DAL calculation to the building
description, an unpublished Matlab version of the code was used.
The results of the original web DALEC and the calibration process
are reported in Section 3.4. Concerning the online version the fol-
lowing parts have been modified:

� The lumped capacity of the model was calibrated by comparing
the hourly heating and cooling demand with SIM_BO;

� Ventilation rate: in the original calculation the ventilation sys-
tem is always active, while in the calibrated version it is active
only during the presence of people (as described in [57]);

� Shading model: in the original version, the shading is modelled
considering optical properties dependent on the solar incident
angle while in the calibrated version a constant reduction of
the incoming solar gain was applied. Given the fact that DAL
applies an isotropic sky model, resulting in lower solar irradia-
tion toward the south façade, the shading threshold is modified
to make the solar gain comparable; and

� The overall HTC of the window and wall is selected to minimize
the difference in transmission losses between DAL and SIM_BO.

PHPP and DAL base their calculation on a constant HTC for the
wall and window therefore, especially for Stockholm, it was neces-
sary to parametrize the (Table 2.6).

Table 2.7 documents the effective volume flow (considering the
70% efficiency of the heat recovery) elaborated by the ventilation
unit during the occupied time (from 8 until 18 see Figure 2.2)
and the increased volume flow when the bypass is activated. The
values used in DAL are found by minimizing the deviation in terms
of cooling demand and ventilation losses with SIM_BO.

PHPP calculation is based on monthly balances therefore only
one constant ventilation value for the summer and one for the
ass is activated described in the report and used in DAL and the average volume flow

PHPP

olume flow [m3/ Volume flow bypass
[m3/h]

Winter [m3/
h]

Summer [m3/
h]

1.46 0.20 0.40
1.57 0.15 0.41
1.48 0.15 0.41



Table 2.8
Winter and summer ratio between solar gains and incident solar radiation derived from Simulink and applied in PHPP.

SIM_BO PHPP

Winter Summer Winter Summer
[kWhsolargain/kWhincident] [kWhsolargain/kWhincident]

Rome 0.112 0.120 0.107 0.112
Stuttgart 0.254 0.315 0.238 0.295
Stockholm 0.277 0.291 0.265 0.280

Figure 2.7. Hourly shading control simulated with SIM_BO for the climate of Stockholm. The blue and red lines represent sunrise and sunset time, respectively. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Figure 3.1. Non-normalized (a) and normalized (b) statistical indices applied for the calculation of the deviation between the simulated convective temperature with
SIM_IBK and the reference convective temperature calculated as the median value of all tools for each time step, for the climate of Stockholm.
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winter can be used, disregarding the occupancy schedule. In prac-
tice, describing the ventilation with detailed characteristics (e.g.
mechanical ventilation with heat recovery of this case study)
might be not possible because it is extremely complicated to guess
the corresponding ventilation rates without the results of the
dynamic simulation as a reference. On the contrary, if the mechan-
ical ventilation system is not yet defined it might be easier to
model it with PHPP instead of tools requiring detailed inputs.

Table 2.8 reports the ratio between the solar gain and the solar
radiation impinging the south glass area as a result of the SIM_BO
simulation and the input used in PHPP. The SHGC of the window,
as well as the shading and dirt factor, are included in this ratio.
The shading coefficient in PHPP is during the winter period 0.60,
0.50, 0.48 in Rome, Stuttgart and Stockholm, respectively and dur-
ing the summer period 0.58, 0.38, 0.45 in Rome, Stuttgart and
Stockholm, respectively.
2.5. Statistical indices

In this work, statistical indices were used to quantify the devi-
ations between the results of the different tools. This evaluation
was conducted using monthly and hourly datasets for all the com-
ponents of the energy balance (heating, cooling, ventilation plus
infiltration, transmission losses and solar gain) as well as for the
convective temperature. Since no absolute reference such as mea-
surements is considered within this work, it is important to define
a benchmark against which the results can be compared and the
median value of all tools will be used for each parameter.

ASHRAE Guideline 14-2014 [42], FEMP [43] and IPMVP [44],
describe a method for the validation of the building model against
measurement and suggest limits for the NMBE shown in Eqs. 2-14,
NRMSE (using the average as a normalization means) in Eqs. 2-18
and the R2 in Eqs. 2-19 to verify the accuracy of the models. The
calibration criteria given by these standards are: ±5% for the
monthly NMBE, 15% for the monthly NRMSE, ±10% for the hourly
NMBE, 30% for the hourly NRMSE and > 0.75 for the R2 ([47],
Table 1).

In Eqs. (2-13) to (2-19) ri represents the reference value for the
ith time step, calculated as the median of the results of all the tools
in each considered time step (i.e. hourly or monthly), while si is the
simulated value for a particular tool at the ith time step, N is the
number of considered data, r is the average of the reference values
(i.e., median of all the tools for each time step) and nm is a normal-
ization means. All the indices reported in Table 2.9 are calculated
for each tool using hourly or monthly data. The MBE and its nor-
malized value NMBE are good indicators of the overall bias but suf-
fer from the cancellation effect, therefore at least one additional
index is needed. ASHRAE Guideline 14-2014, FEMP and IPMVP sug-
gest using the NRMSE based on the average value as a normaliza-
tion means. The Mean Absolute Error (MAE) also provides
analogous information as the RMSE, but is easier to interpret since
Table 2.9
non-normalized (Mean Bias Error, Mean Absolute Error, Root Mean Square Error) and
normalized statistical indices (Normalized Mean Bias Error, Normalized Mean
Absolute Error, Normalized Root Mean Square Error, Coefficient of Determination).

Non-normalized indices Normalized Indices

MBE ¼
PN

i¼1
ðsi�ri Þ
N

(2-13)
NMBE ¼

PN

i¼1
ðsi�riÞPN

i¼1
ri

[%]
(2-14)

MAE ¼
PN

i¼1
si�rij j

N

(2-15)
NMAE ¼

PN

i¼1
si�rij j

j
PN

i¼1
ri j

[%]
(2-16)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
si�rið Þ2
N

r
(2-17)

NRMSE ¼ 1
jnmj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
si�rið Þ2
N

r
[%]

(2-18)

R2 ¼ 1�
PN

i¼1
si�rið Þ2PN

i¼1
ri�rð Þ

2

(2-19)
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each deviation influences linearly the MAE while the RMSE is more
sensible to the outliners.

The RMSE is scale-dependent [78] therefore can be used as a
measure of accuracy for a specific dataset but not between differ-
ent datasets. The normalization of the RMSE eases the comparison
between datasets with different scales but it should be computed
only for data based on a scale with an absolute zero (e.g., Kelvin,
not Celsius or Rankine, not Fahrenheit). Although the average has
been commonly used and is suggested by [42,43] and [44] as a nor-
malization means, this is not an appropriate method when the
dataset contains a large number of zeros since the average is then
close to zero and the NRMSE is no longer meaningful as highlighted
in [78]. Therefore, it is noteworthy to mention that the normaliza-
tion process may be based on different normalization means, such
as average, range, interquartile range (not affected by outliners) or
standard deviation (affected by outliners). Inconsistencies and
problematics related to the application of statistical indices are
explained in detail in Section 3.1.

2.6. Evaluation of the computational cost

For the evaluation of the computational cost, each tool runs the
corresponding model on the same local workstation with the fol-
lowing specifications:

� Processor: Intel� CoreTM i5-8350U CPU @ 1.7 GHz;
� 4 physical cores;
� 8 logical processors;
� RAM: 16.0 GB;
� OS: Windows 10, 64 bit.

During the simulation, no other applications were running in
the background except the operating system. Each computation
was repeated 10 times and the median value of the CPU times
was used for the comparison. Since the outputs are treated differ-
ently in each tool, the computational cost was evaluated including
and excluding the processing of the output to analyse the compu-
tational cost of the model itself and to be able to address the addi-
tional time needed for the preparation of the output. 28 days of
pre-simulation time is considered for all the tools. Table 2.10
reports the simulation set-up used in each tool. Figure 3.7 shows
the comparison of the runtimes.
3. Results and discussion

In this section, inconsistencies and problems related to the
application of statistical indices are explained and the monthly
and hourly results of all the tools are reported together with their
deviations. In addition, the results of the computational cost are
presented. Furthermore, the influence of the parametrization pro-
cess on the results of IDA and PHPP is reported.

3.1. Challenges related to the usage of statistical indices

The statistical indices introduced in Section 2.5 were analysed
to explain their limits and their application within this work. The
literature review highlighted that different approaches are applied
for the determination of deviations in the building calibration and
validation field and they differ mainly by the statistical indices that
are used, and the time frame and reference variables on which they
are calculated. Another aspect that is not often mentioned is the
normalization of the statistical indices, which can be problematic
especially when the normalization approaches zero. To show these
aspects, the statistical indices were calculated using the deviations
of the convective temperatures and heating power between the



Table 2.10
Simulation settings for the different tools.

EP (TZ)1 TRN SIM_IBK SIM_BO IDA MOD DAL

Time step Fixed Fixed Variable Variable Variable Variable Fixed
Maximum time

step [min]
10 10 10 10 10 10 60

Solver Third-order finite difference
approximation

Modified-Euler
method

implicit Runge-Kutta
(ode23tb)

implicit Runge-Kutta
(ode23tb)

See [79] Cvode Crank-
Nicholson

1 EP implements different algorithm for the numerical solution of the thermal zone and of the HVAC system. The time step is fixed for zone heat balance calculation and
variable for HVAC system simulation.
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hourly results of SIM_IBK and the median of the hourly results of
all the tools. The MBE in Eq. (2-13), and MAE in Eq. (2-15), and
the RMSE Eq. (2-17) were calculated based on the deviations for
the climate for Stockholm; the hourly results of SIM_IBK with
respect to the reference results concerning the convective temper-
ature (see Figure 3.1a); and the heating power (see Figure 3.2a).
While the normalized statistical indices such as the NMBE in Eq.
2(-14), the NMAE in Eq. (2-16) and the NRMSE in Eq. (2-18) and
the R2 in Eq. (2-19) were reported in Figure 3.1b applied to the con-
vective temperature, and Figure 3.2b as applied to the heating
power.

The normalization of the RMSE was calculated using the aver-
age (av), average of the absolute value higher than zero (av > 0),
the range, the interquartile range (iqr) and the standard deviation
(std). In addition, the statistical indices were calculated across dif-
ferent time periods using an hourly resolution. These time periods
can vary from a few days (e.g., periods in which measurements are
available) [16], to a month [46] to a year [5]. Here the results are
presented considering monthly and annual time frames.

Figure B.4 shows the distribution of the absolute deviation of
the internal convective temperature for all the tools considering
hourly data for a one-year simulation. It can be noticed that the
deviation range for SIM_IBK is ± 0.5 K and only for 2% of the time
which can be considered as a good agreement. Figure 3.5b shows
a box plot of the reference convective temperature distribution
for each month and considers the data set of the whole year. Fig-
ure 3.1a shows the MBE, MAE and RMSE for each month and also
considers the data for the whole year. It can be noticed that the
MBE is the only indicator giving information about the sign of
the deviation and that the MAE and RMSE follow the same trend
but the RMSE is always higher than MAE since it is more sensible
to the outliners. Figure 3.1b reports the normalized indices and
the R2, in this case, NMBE, NME and NRMSE_av are ranging
between �0.02% and + 0.1%. The same indices calculated using
the temperature in Celsius would vary between �0.27% and
+ 1.3%. Since the internal convective temperature is always higher
than zero, NRMSE_av is equal to NRMSE_av > 0. In this case, it is
not possible to normalize the RMSE for the iqr or std during the
winter and summer months since the temperature is close to the
set point most of the time (as highlighted in Figure 3.5) therefore
iqr and std are set equal to zero. These normalizations could only
be used when the hourly data of the whole year were considered.
The NRMSE_range can also be misleading since this index would be
higher in months where the temperature is constant (i.e., range
close to zero). The R2 is lower in the months where the tempera-
ture is close to the set point (January, June, July, August and
December) since in these periods the reference temperature is
always near to the average temperature (see Eq. (2-19)).

Figure 3.5 shows the distribution of the reference heating
power used for the calculation of the SIM_IBK deviation.

Figure 3.2 shows the indices considering the hourly data of
heating power on monthly and yearly time frames. In addition,
one additional column is added considering hourly data for the
whole year only when the heating system is active. The monthly
absolute deviation indices (i.e, MAE and RMSE) tend to be lower
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in April and May where the heating system is working less. The
normalization of the statistical indices is also non-trivial for the
heating power, in fact in April and October (see Figure 3.2b) where
the heating power trends toward zero almost all the normalization
means trend to zero as well (std, iqr, and av). This leads to really
high relative deviations. The only normalization means that allow
a stable evaluation of the deviation with relative indices is the
range and av > 0. Another reasonable option might be to exclude
transition periods (i.e. April and October) but this would require
a subjective definition of the threshold under which the heating
demand is too low for the calculation of the deviations. This prob-
lem arises also when a building has either a high envelope quality
or is placed in a warm climate, i.e. if it has a really low heating
demand (e.g. in this study for the climate of Rome).

By considering the whole year as a time frame, the NRMSE_av is
31.1% which would even be outside the thresholds suggested by
ASHRAE Guideline 14-2014 [42] even though looking at Figure B.3a
it can be noticed that SIM_IBK records deviations in heating power
only 1% of the time of the whole year simulations and the deviation
range between ± 5W/m2. The problem, in this case, is that the
average heating power for the whole year trends towards zero
since in many periods the building does not need any heating
power (see Figure 3.5a). Calculating the deviation including only
the heated periods (annual > 0), leads to a much lower NRMSE_av
(18.2%), thanks to a higher mean value (see Figure 3.5a), even
though the RMSE is higher since the number of samples is lower
(see Figure 3.2a).

This approach would require selecting the periods over which
the deviations are calculated leading to a subjective decision pro-
cess. Another possibility is to consider all the available data and
normalize the sum of the squared errors with the average of the
reference values including only reference data higher than zero
(NRMSE_av > 0).

The NMBE is not influenced by this problem since the sum of
the reference values (i.e. in this case reference heating powers) at
the denominator does not change considering or not values equal
to zero.

After this analysis, it can be stated that:

� The MBE/NMBE is needed to show the sign of the deviation, but
another index has to be used since the MBE suffers from the
cancellation effect;

� The RMSE and MAE provide similar information but the RMSE is
more sensitive to the outliners than MAE where each error
increases linearly the MAE;

� The R2 is not a good index when the analysed variable is mainly
constant;

� The normalization of the statistical indices is a complex step
and has to be performed carefully. In the current work this work
the NRMSE_av > 0 will be used for the analysis of temperatures,
power and energy;

� Having a larger dataset (hourly data for the whole year) makes
the evaluation of the deviations more robust. Therefore when
hourly data are considered the indices should be calculated over
the whole year;



Figure 3.2. Non-normalized (a) and normalized (b) statistical indices applied for the calculation of the deviation between the simulated heating power with SIM_IBK and the
reference heating power calculated as the median value of all tools for each time step, for the climate of Stockholm.
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� The absolute thresholds suggested by ASHRAE Guideline 14–
2014 can lead to unjust conclusions regarding the validity of
cases with low energy demand (i.e. high-quality buildings or
warm climates).

3.2. Results of the tool Cross-Comparisons

In this section, the monthly and hourly results of all the tools is
presented that considers all the climates (i.e. Rome, Stuttgart and
Stockholm) and the corresponding deviations.

3.2.1. Monthly results
Figure 3.3 shows the monthly heating (HD) and cooling (CD)

demands, solar gain (SOL), ventilation summed with the infiltra-
tion (INF + VENT) and transmission (TR) losses for all the tools
except for the PHPP where only HD and CD are reported, for cli-
mates of Stockholm, Stuttgart and Rome. The median value of each
component of the thermal balance is presented in Figure 3.3 as a
solid black line. The monthly values of the internal gains are
excluded from the figure because all the tools consider the same
monthly energy. Figure 3.3 shows that an overall good agreement
between all the tools is reached, after the parametrization phase
(see Sections 2.4 and 3.4). The PHPP was aligned with the other
tools in the coldest winter and hottest summer months, but it
could not exactly predict the HD and CD during the interim season.
In all the locations, SIM_IBK had slightly lower infiltration and ven-
tilation losses during the first part of the year. Considering the cli-
mate of Stockholm, DAL and EP had slightly higher solar gains and
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MOD slightly lower than the median value. Regarding the ventila-
tion and infiltration losses, EP recorded lower losses in winter and
slightly higher in summer, while IDA had higher ventilation losses
in summer with respect to the median value. The effect of the
capacity of the adiabatic structures generated deviations in the
transmission losses in spring and autumn especially for the climate
of Stockholm. In Stuttgart, EP was slightly above the median value
concerning the solar gains, while IDA lower. MOD had slightly
higher solar gains during winter and DAL during the summer with
respect to the median value. Regarding the climate of Rome, IDA
had higher solar gains during the whole year compared to the
other tools and DAL only during summer.

All the component of the thermal balance are acting together
and the results are the heating and cooling demands. In this speci-
fic case study, the control of the ventilation system allows to
reduce the overheating problem (or cooling demand) compensat-
ing higher solar gains with increased ventilation losses.
3.2.2. Hourly results
Figure 3.4 shows the hourly average convective temperature

(#c), ventilation and infiltration losses ( _QInfþVent), solar gain

( _QSOL), heating ( _QHD) and cooling power ( _QCD) for all the dynamic
simulation tools for climate of Stockholm, for four different periods
(48 h each) to represent the typical behaviour in all the seasons.
From the convective temperature plots, it can be noticed that
DAL is responding slower than the other tools in the free-floating
periods since it considers only one lumped capacity. The



Figure 3.3. Monthly heating (HD) and cooling demand (CD), ventilation and infiltration losses (VV), transmission losses (TR), solar gains (SOL) and median values for the
climates of Stockholm (a), Stuttgart (b) and Rome (c) for all the tools.
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convective temperature in IDA is reacting faster than other tools
and in MOD it is rising slightly earlier than other tools during the
reported spring period (this is not happening systematically every
15
day). Regarding the ventilation losses it can be noticed that DAL
and IDA are starting one hour earlier than other tools in spring,
summer and autumn since they consider the daylight-saving time.
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In addition, EP has a slightly different control of the ventilation
heat recovery bypass, which is activated slightly later than other
tools in autumn and spring. The results show that solar gains are
in good agreement as well as the cooling demand, even though
DAL has sometimes higher peaks of the solar gains compared to
Figure 3.4. Hourly results (i.e., convective temperature, ventilation plus infiltration losse
climate of Stockholm for winter, spring, summer and autumn periods (x-axis is hour of
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the other tools due to the different sky model and shading control.
Figures for the climates of Stuttgart (STU) and Rome (ROM) are
reported in Appendix B (Figures B.1 and B.2).

Figure 3.5 shows boxplots5 of the reference (i.e., median) heating
power (a) and convective temperature (b) for the climate of Stock-
s, solar gain, heating and cooling power) for all the dynamic simulation tools for the
the year).



Figure 3.5. Box plot of the reference (i.e. median value of all tools for each time step) (a) heating power on monthly basis, for the whole year (i.e., ‘‘annual”) and for the whole
year considering only periods where the heating system is switched on (i.e. ‘‘annual > 0”); (b) convective temperature on monthly basis and for the whole year (i.e., ‘‘annual”).
The red lines represent the median and the black rhombuses the mean. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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holm considering monthly and annual data. In Figure 3.5a there is an
additional box plot of the heating power considering the whole year,
for those periods when only the heating system is activated (‘‘an-
nual > 0”). It can be noticed that the median heating power is equal
to zero and the mean is close to zero if the whole year is considered
(i.e., ‘‘annual”) while excluding the periods in which the heating sys-
tem is switched off (i.e., ‘‘annual > 0”) the median is close to the
mean value and they are both higher than zero. Problems might arise
from this aspect concerning the normalization of the statistical
indices as reported in Section 3.1 in more detail.
3.2.3. Deviations
Figure 3.6 presents the NMBE and NRMSE_av > 0 calculated on

an hourly (h) and monthly (m) basis using the energy gain and
losses associated with heating, cooling, infiltration, ventilation for
the climate of Stockholm (a), Stuttgart (b) and Rome (c). The
thresholds6 for the NMBE and NRMSE are reported in Section 2.5
and are shown in Figure 3.6 using dot-dash lines. It is noteworthy,
that PHPP only calculates heating and cooling demand on a monthly
basis as standard output.

For the climate of STO and STU (see Figure 3.6a and b) DAL
exceeds the threshold of 30% for the hourly NRMSE calculated on
the solar gains, though the other indices are clearly within the
thresholds. This is due to the combined effect of the different sky
model used in DAL and the calibration of the shading threshold
which allow reaching the same solar gain from the energy point
of view, but with a different hourly distribution with respect to
the other tools (see Figure 3.4 and Figure B.1). IDA slightly exceeds
the solar gains NMBE_m in STU even though the other components
of the thermal balance remain acceptable, while in ROM the higher
solar gains also cause high ventilation losses and cooling demand,
which leads to the thresholds (i.e., NMBE_m for solar gains and
cooling demand and NMBE_m/h, NRMSE_av > 0_m/h for the venti-
lation losses) being exceeded. In ROM also SIM_IBK slightly
6 ±5% for the monthly NMBE, 15% for the monthly NRMSE, ±10% for the hourly
NMBE, 30% for the hourly NRMSE and >0.75 for the R2 [47].
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exceeds the NMBE_m for the ventilation losses, even though all
the other components of the balance are within the thresholds.

The results for monthly heating demand in ROM show that TRN,
SIM_BO and IDA are within the thresholds while EP, DAL, SIM_IBK,
MOD, DAL and PHPP are not. However, the HD in ROM is so low
that it could be disregarded. In most cases, the hourly
NRMSE_av > 0 is higher than the monthly value, while the hourly
and the monthly NMBE deliver the same information. The results
show that it is important to take both the NMBE and the NRMSE
into consideration since in some cases the overall annual energy
gains and losses might be in agreement, but the deviations consid-
ering hourly data are not. For example, the calculation of these
indices for the solar gain in DAL can be observed. The hourly
NRMSE_av > 0 calculated for the ventilation losses is particularly
high for IDA and DAL because these two tools are the only two con-
sidering the shift between the daylight saving time and summer
time, which leads to a shift in the schedule of the ventilation sys-
tem (as can be seen in Figure 3.4, Figure B.1 and Figure B.2). For
sake of better readability, R2 was not reported in the graph but is
always above 75%, (the minimum required by ASHRAE Guideline
14-2014), except for the heating demand in ROM for DAL where
it is equal to 61% and for the ventilation losses of DAL in Stockholm,
Stuttgart and Rome where it is equal to 67%, 64% and 72%, respec-
tively. Concerning the convective temperature, the agreement
between the tools is always within the thresholds in all the
climates.

Overall, it can be stated that a good agreement between the
tools is reached and that all the models are quite reliable after
the parametrization process.

3.3. Computational cost

In Section 2.6 the boundary conditions in which the computa-
tional cost of each tool is calculated are defined. The PHPP is an
instantaneous calculation tool therefore the fastest and is not
included within this comparison. Figure 3.7 shows the computa-
tional cost for each tool without the post-processing of the output
(in blue) and including it (in red). The filled diamond represents



Figure 3.6. Hourly (h) and Monthly (m) NMBE and NRMSE_av > 0 calculated for Heating and cooling demand, ventilation and infiltration losses and solar gains considering
the climate of Stockholm (a), Stuttgart (b) and Rome (c). The horizontal dot-dash lines represent the calibration criteria suggested by [42]: ±5% for the monthly NMBE, 15% for
the monthly NRMSE, ±10% for the hourly NMBE, 30% for the hourly NRMSE.
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Figure 3.7. Computational time of each tool without the processing phase of the output (in blue) and the additional time required for the output preparation (in red). The
dots represent the relative additional time when the outputs are prepared. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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the relative additional time required when the output file needs to
be prepared. The number and format of the outputs are different in
the different tools. This is important to consider because the num-
ber of outputs considered is a user-defined variable that depends
on the level of detail the user needs to analyse the results. For these
reasons, the computational time is shown with and without
output-processing to make a fair comparison of the calculation
effort required by the model itself and, at the same time, to give
an insight into the time required for the simulation to generate
the output file.

The computational time of MOD is comparable with IDA, while
EP and DAL can run an annual simulation in only a few seconds.
IDA ICE can decrease to half the simulation time by splitting the
annual simulation into various time slices, assigning them to dif-
ferent processing cores in the computer, while the other tools
(TRNSYS, Simulink, Modelica and EnergyPlus) can profit from the
multiple cores when more simulations run simultaneously (e.g.,
parametric sweep), but not on a single simulation for this model
configuration. Among the investigated tools, DAL is the fastest
but it must be highlighted that is the only tool based on an hourly
time step and can be used only for predefined simple geometries
(i.e., a shoebox) for which the view factor- and daylight matrices
are pre-calculated. Although EP is one of the fastest tools, it
requires a similar amount of time, for the elaboration of the output,
than TRN and SIM_BO. The MOD and IDA simulations are faster
than the other tools for the preparation of the output file.

Another aspect that is not depicted in Figure 3.7 is the time
required for setting up the model. TRNSYS, IDA ICE, user interfaces
for EnergyPlus, both Simulink libraries and PHPP can import the
geometry information from a 3D drawing (i.e., gbXML, idf, dxf,
IFC, etc. . .), easing the definition of the building model. For Model-
ica/Dymola such features are currently being developed within
IBPSA project 1 [80]. Nevertheless, the requirements of the 3D
drawing are different for the different tools therefore the interop-
erability is not straightforward. Though, this problem is supposed
to be addressed by the improvements in the field of BIM to BEM
in the near future.

3.4. Results pre and post-parametrization for DAL and PHPP

This section describes the effects of the parametrization process
(see Section 2.4) on the results of PHPP and DAL, reporting the
results of the non-parametrized simulation (i.e., DAL_online and
PHPP_nonpar) and of the parametrized simulation (i.e. DAL_par
and PHPP_par), which correspond to the final results of DAL and
PHPP reported in Sections 3.2.1, 3.2.2 and 3.2.3.
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With pre-design tools, it is not straightforward to model aspects
such as hourly internal gain profiles, dynamic shading and ventila-
tion bypass control as required by the description of this case
study. The average value of the power due to the internal gain
(see Figure 2.6) can be easily determined by averaging the hourly
profile over the day for DAL (19.7 W/m2) and over the week for
the PHPP (6.5 W/m2). The standard effective ventilation rate needs
to also be recalculated for both PHPP and DAL online since both
tools are based on a constant rate while, according to the descrip-
tion of the building the ventilation system, is switched on only dur-
ing the working time. The additional ventilation rate due to the
dynamic control of the bypass is considered in DAL online while
in PHPP it is only possible to set this option for the summertime
since the control is based on monthly ambient temperature instead
of hourly as in DAL. The shading can be controlled as required by
this case study in DAL online but the solar irradiation on the south
facade used by DAL is different from the other tools since an isotro-
pic sky model is applied instead of the Perez model, therefore the
solar gains are also different. In PHPP only a summer and winter
shading value can be given as input and in this case study, it would
be difficult to guess this constant without knowing the results of
the other dynamic simulation tools.

In PHPP_nonpar the standard assumptions are used during win-
ter (25% reduction) and the reduction factor described in the report
(70% reduction) is used for the summertime as temporary sun pro-
tection. In DAL online and PHPP_nonpar, the HTC of wall and win-
dow described in the report are used. DAL_par compared to
DAL_online implements an improved ventilation model where
only during the occupied time the ventilation system works, more-
over the shading control threshold, the HTC of the façade and the
building capacity are parametrised against the results of the other
dynamic simulation tools.

PHPP_par implements a parametrized shading coefficient for
summer and winter, ventilation rate and HTC (see Table 2.8).
Table 3.1 reports the annual heating demand (HD) and cooling
demand (CD) of PHPP and DAL pre and post parametrization,
showing the relative deviation against the reference HD and CD
(median of the results of all the tools). Figure 3.8 shows the
monthly heating and cooling demand, infiltration plus ventilation
and transmission losses, solar gains and average convective tem-
perature simulated with DAL and PHPP pre and post parametriza-
tion and the reference value derived as a median of the results of
all the tools for the climate of Stockholm. PHPP delivers only
monthly heating and cooling demand, all the other components
of the energy balance can be extrapolated by the user, but espe-
cially in spring and autumn, this process is non-trivial. Therefore,



Table 3.1
Annual Heating and Cooling demand (HD, CD) calculated with DALEC and PHPP pre and post parametrization compared against the reference heating and cooling demand
(median of all the tools), for the climate of Stockholm.

HD DRef CD DRef
[kWh/(m2)] [%] [kWh/(m2)] [%]

DAL_online 17.8 1% �17.0 �30%
DAL_par 18.0 2% �24.9 3%
PHPP_nonpar 6.3 �64% �21.5 �11%
PHPP_par 17.2 �2% �24.3 1%
Reference 17.5 – �24.1 –
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these months are not reported in Figure 3.8. It can also be noticed
that the HTC of the window plays an important role in the trans-
mission losses and that after the parametrization both tools are
in agreement with the reference results. The standard assumptions
of PHPP lead to an overestimation of the solar gain in winter and an
underestimation in summer and to underestimate the ventilation
losses, especially during summer. All these components lead to
lower CD and HD of the PHPP_nonpar. DAL_online underestimates
the solar gain throughout the year because of the different calcula-
tion of the solar radiation impinging the south façade (see Fig-
ure 2.5), this is improved in DAL_par by modifying the threshold
of the shading control. The ventilation losses in DAL_par are fitting
the results of SIM_BO since a schedule for the activation of the
mechanical ventilation is introduced. It is also noteworthy to men-
tion that in DAL_online the lower losses (transmission and ventila-
tion) are compensated by lower solar gains resulting in an HD
matching with the reference HD (see Table 3.1).
Figure 3.8. Monthly heating (HD) and cooling (CD) demand, infiltration plus ventil
temperature (0c) simulated with DAL online, DAL parametrized (DAL_par), PHPP non
reference results for the climate of Stockholm.
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4. Lessons learned

Numerous iterations were necessary to reach a good agreement
among the different tools even though the case study is well
described in a comprehensive report and the reference building
is geometrically simple. The challenges encountered in this process
are only partly avoidable since user mistakes are difficult to fore-
see. Part of the challenge could be prevented by having a more
detailed description of the building, avoiding misinterpretation
and the entire parametrization process. An important issue that
must also be highlighted is that since the tools implement different
models, the outputs and the required inputs are defined differ-
ently. Defining equivalent input parameters for each model is a
non-trivial task considering that different models describe physical
phenomena using different levels of abstraction and at different
levels of scale. A lesson that the authors derived from the
parametrization process is that it is recommended to define input
ation (Inf + Vent) and transmission (TR) losses, solar gain (SOL) and convective
parametrized (PHPP_nonpar) and parametrized (PHPP_par) compared against the
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parameters starting at the most detailed scale and the lowest level
of abstraction amongst the tools that are going to be compared.
Using the window system as an example, the process started with
a reference office description where the window was described
using properties at the level of the glazing system (TRN, SIM_BO)
and detailed properties at the level of the individual window pane
(EP, MOD) had to be derived through an exhaustive search process.
The process of defining equivalent input parameters could have
proceeded faster, however, if properties were originally defined
at the window pane level and then used to derive equivalent prop-
erties at a higher level of abstraction based on subsystem
simulation.

The window example also illustrates the problem of aligning
simulation outputs. In tools with a simplified window, only the
total solar gain can be given as output, while in other tools solar
gains are reported using only directly transmitted solar radiation
or the solar radiation absorbed at interior surfaces. Here, clearly
defining the boundary conditions of different energy contributions
was an essential part of aligning the simulation results of the dif-
ferent tools. The following paragraphs will give an overview of
the user-related input errors and modelling decisions that were
identified throughout the calibration process as sources of discrep-
ancies between the different tools. Additionally, the magnitude of
these discrepancies at different stages of calibration will be
presented.

User mistakes experienced within this case study, were as
follows:

� Flipped order of the layers of surface constructions;
� Wrong interpretation of the HTC of the window (HTC-glass
instead of HTC-window). HTC-window is the results of the
area-weighted HTC of the frame and the glass;

� Wrongly selected weather file where different data for the same
location is used;

� Wrong starting day of the internal gain profile; and
� Wrong wall thermal capacity.

Wrong interpretations of the office description that could have
been prevented by a more detailed description were made regard-
ing the:

� Control of the mechanical ventilation;
� Control of the shading;
� Ventilation air volume flow;
� Heat recovery from fans of the ventilation system; and
� Control of the pre-heater used to avoid ice formation in the ven-
tilation heat recovery system.

Moreover, information that was initially missing in the report
were implemented differently in the different tools, i.e.:

� Air density (as a function of temperature or constant);
� Absorption and emission coefficient of opaque structures; and
� The convective exchange coefficients (as a constant or function
of the temperature difference);

Comparing only the modelled heating and cooling demand, was
not enough to find the reasons for the deviations between the
tools. Often, higher gains might be balanced by higher losses
hardly affecting the heating and cooling demand and therefore
the zone heat balance was investigated. Additionally, isolating par-
ticular heat transfer phenomena assisted in identifying the cause of
deviations. For instance, simulations were executed:

� Without solar radiation;
� Without windows;
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� With a permanently activated, or no shading device;
� Using constant convective heat transfer coefficients, identical in
all models, rather than the detailed algorithms available in
some tools;

� Without internal gains;
� With different modelling approaches of the adiabatic
structures;

� Without ventilation system.

All these cases were not executed with all the tools, but only
where deviations needed to be identified with further analysis.
Along with the different tests, an increasing number of outputs
were analysed and compared (e.g., Internal surface temperatures,
all the details of the balance of windows and walls, all the compo-
nents of the weather data, distribution of the internal gains and
solar gains, ventilation and infiltration losses, etc. . .).

The window model has a key role, in this case study, since it
represents the main source of transmission losses. Therefore, the
parametrization of the input for both simplified and detailed win-
dow models was a time-consuming process. Within this work,
using the given constant HTC for the window in Stockholm deliver
an HD 37% lower than using the detailed window model.

Table 4.1 reports the annual heating (HD) and cooling (CD)
demand of each tool for the climates of Rome (ROM), Stuttgart
(STU) and Stockholm (STO) in the initial iteration (V1), an interme-
diate step (V2) and the final results presented in this paper (V3).
For each case, the maximum and minimum annual NMBE are
reported and on the right-hand side, the dispersion of the annual
HD and CD is represented by box plots for each iteration. The first
iteration is represented by V1, here the dispersion of the results is
important since many user mistakes and wrong interpretation of
the office description are present. Within the V2 the situation is
improved, but still not acceptable since the spread of the results
is still high.

With V3 a good agreement is reached thanks to the recognition
of the user mistakes and the parametrization of the windowmodel.
From V1 to V2 the window properties were parameterized in EP,
the set point of the anti-freezing was corrected in TRN, the shading
model, the volume of the TZ, the starting day of the occupancy pro-
file, the adiabatic model of the opaque structure and the weather
file were corrected in SIM_IBK, and the HTC of the window in
DAL. From V2 to V3 an improved parameterization of the window
properties was carried out for MOD and EP, the convective coeffi-
cient calculation was modified to use the same equations in EP,
TRN and MOD. In SIM_IBK was introduced the windowmodel from
the library of SIM_BO and the order of the construction layers of
the adiabatic ceiling and floor was corrected in MOD and TRN.
5. Conclusions

In this work, the modelling approaches of well-known dynamic
simulation tools, EnergyPlus, TRNSYS, IDA ICE, Modelica/Dymola
the new Matlab/Simulink libraries, CarnotUIBK and ALMABuild as
well as the predesign tools DALEC and PHPP were described and
the tools compared against each other using a typical office cell
located in Rome, Stuttgart and Stockholm as a reference building.
To compare the results of the different tools, commonly used sta-
tistical indices and normalization means were analysed and finally
the Normalized Mean Bias Error and Normalized Root Mean Square
Error were used to assess the degree of agreement of the results
with the median value used as a reference. The thresholds sug-
gested by ASHRAE Guideline 14–2014 were used as a basis for this
evaluation. The normalization process of the statistical indices was
non-trivial and the encountered challenges were presented and
thoroughly highlighted within this paper.



Table 4.1
Annual Heating and Cooling demand for each tool in the climate of ROM, STU and STO through the different iteration rounds (V1, V2 and V3) required to reach a good agreement.
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After many iterations, it can be stated that overall a good agree-
ment between all the dynamic tools was reached. The annual
results from the PHPP program was also aligned with the annual
results of all the other tools. At the beginning of this process, the
relative deviation of the heating and cooling demands predicted
by the different tools was from + 61% to �34%, which was reduced
to + 7% to �5% after many simulation rounds (excluding the heat-
ing demand in Rome which is almost negligible). The deviations
that were experienced were mainly due to difficulties in defining
equivalent input parameters for the models based on different
approaches; user mistakes; and misinterpretation of the building
description. User mistakes were clearly difficult to avoid, while dif-
ferent interpretations of the building description were mainly
caused by an insufficient description. At the same time a tedious
parametrization phase was required for those tools which were
either more simplified (e.g., PHPP and DALEC) or more complex
(e.g. Modelica and EnergyPlus) compared to the building descrip-
tion that was written using TRNSYS as a reference. The
parametrization of inputs such as the ventilation rate and constant
shading allowed the comparison to reach a good agreement even
for simplified tools like PHPP, where dynamic control logics (i.e.,
shading and ventilation control) required for this case study, can-
not be modelled. The results of DALEC and PHPP pre and post-
parametrization for the climate of Stockholm were reported and
22
the deviation of PHPP annual heating demand compared to the ref-
erence median value was reduced from �64% to �2% and from
�11% to 1% for the cooling demand. The different tools involved
in this study allow analysis with different degrees of detail and
at the same time, they have very different computational costs.
An overview of the modelling approaches available within the dif-
ferent software packages was given and the computational time
required by each model used for this case study was reported, to
support users in choosing a simulation tool that fits their purpose.

The computational cost was quantified by running the simula-
tions using the different tools on the same computer. DALEC and
PHPP were both almost instantaneous. However, these were also
simplified compared to the other simulation software packages.
EnergyPlus ran for about 5 sec and was faster compared to the
other tools. TRNSYS and ALMABuild were in the same range around
20 sec, whereas Modelica/Dymola and IDA ICE were slightly slower
with 38 and 33 sec respectively. CarnotUIBK was the slowest with
67 sec.

CRediT authorship contribution statement

Mara Magni: Conceptualization, Methodology, Software, Vali-
dation, Formal analysis, Investigation, Data curation, Writing -
original draft, Visualization. Fabian Ochs: Supervision, Project



M. Magni, F. Ochs, S. de Vries et al. Energy & Buildings 250 (2021) 111260
administration, Funding acquisition, Writing - review & editing.
Samuel de Vries: Software, Validation, Writing - review & editing.
Alessandro Maccarini: Software, Writing - review & editing. Fer-
dinand Sigg: Software, Writing - review & editing.
Declaration of Competing Interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared
to influence the work reported in this paper.
Acknowledgements

This work was performed within the framework of IEA SHC Task 56
international project.
Figure A1. Detailed optical window properti

23
We thank Abdulrahman Dahash and Shandilya Apeksha for an
internal review of the paper, Hauer Martin and Plörer Daniel for
supporting the simulations with DALEC, EURAC for the collabora-
tion within the IEA SHC Task 56 project. Thanks to the University
of Bologna for allowing us to use ALMABuild, Nicola Franzoi for
the fruitful discussion about the statistical indices, Toni Calabrese
and Ellika Taveres-Cachat for contributing in creating the TRNSYS
and IDA ICE models.
Appendix

A. Detailed window properties

In Figure A.1 the window properties used in MOD and EP in the
climates of Rome, Stuttgart and Stockholm are reported.
es used in EP and MOD in each climate.
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B. Hourly plot

Figure B.1 and Figure B.2 show the hourly average convective
temperature (#c), ventilation and infiltration losses ( _QInfþVent), solar

gain ( _QSOL), heating ( _QHD) and cooling power ( _QCD) in 4 representing
Figure B1. Hourly results (i.e. convective Temperature, ventilation plus infiltration lo
considering the climate of Stuttgart and 4 representing periods for winter, spring, summ

24
periods for winter, spring, summer and autumn for all the dynamic
simulation tools considering the climate of Stuttgart and Rome,
respectively. In Figure B.1 and Figure B.2 can be noticed that:

� DAL is responding slower than the other tools in the free-
floating periods since it considers only one lumped capacity;
sses, solar gain, heating and cooling power) for all the dynamic simulation tools
er and autumn.



Figure B2. Hourly results (i.e. convective Temperature, ventilation plus infiltration losses, solar gain, heating and cooling power) for all the dynamic simulation tools
considering the climate of Rome and 4 representing periods for winter, spring, summer and autumn.
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� The convective temperature in IDA and MOD is reacting faster
than other tools;

� The ventilation system is starting one hour earlier in DAL and
IDA than other tools in spring, summer and autumn since DAL
and IDA consider the daylight-saving time;
25
� DAL has sometimes higher peaks of the solar gains compared to
the other tools due to the different sky model and shading
control;

� In winter EP has heating power peaks due to non-completely
ideal control.



Figure B3. Absolute deviation of the hourly heating power for all the tools for one-year simulation in the climate of Stockholm, (a) considering the whole year, (b) considering
only periods in which the heating system is working. The deviation is calculated as the hourly heating power of the tool minus the hourly reference power (median of all the
tools).

Figure B4. Absolute deviation of the hourly convective temperature for all the tools for one-year simulation in the climate of Stockholm. The deviation is calculated as the
hourly convective temperature of the tool minus the hourly reference convective temperature (median of all the tools).
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The histogram reporting the distribution of the deviations can
give precious information regarding the sign of the deviation and
how often it occurs.

Figure B.3 shows the distribution of the absolute deviations of
the heating power for all the tools considering the climate of Stock-
holm including the whole year (a) and only periods in which the
heating system is active (b). It can be noticed that the distribution
of the deviations for the different tools is the same in graphs a and
b but the frequency of the deviation is drastically higher when only
periods in which the heating system is working are considered.

Figure B.4 shows the distribution of the absolute deviations of
the convective temperature for all the tools considering the climate
of Stockholm.

From Figures B.3 and B.4 it can be easily noticed that IDA and EP
reported a non-symmetrical distribution of the deviations. In par-
ticular, IDA reported a lower convective temperature (�0.5 K)
26
more often than other tools. Starting from this information and
analysing the hourly plot for the whole year, it was possible to
see that the convective temperature of IDA in summer during the
night is decreasing slightly faster than the other tools. For EP it
can be noticed that the distribution of the convective temperature
deviation (see Figure B.4) is shifted towards the positive side and
the distribution of the deviation of the heating power is shifted
towards the negative side (see Figure B.3). Analysing the hourly
plot for the whole year, it was possible to notice that the ventila-
tion control of EP on some days during winter caused lower venti-
lation losses with respect to the other tools. The peaks of the
heating power of EP, visible in Figure 3.4 (hour 775), caused the
frequency peak correspondent to 10 W/m2 in Figure B.3. The high
dispersion in both convective temperature and heating power
deviations for DAL is due to the simplified capacity model used
within this tool (see Sections 2.3, 2.4, and 3.2.2).
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C. Summary of reference office cell description and boundary
conditions

In Table C1 a short description of the office building inputs and
of the applied boundary conditions is provided.
Table C1
Summary of reference office cell description and boundary conditions.

Geometry Dimensions width: 4.5 m; depth: 6 m; height: 3 m (27 m2)
Facade orientation South
Window to wall ratio: 60%
Frame to window ratio: 25%

Fenestration Stockholm: HTCgl: 0.81 W/(m2 K), HTCframe: 1.18 W/(m2 K), ssol: 0.46, SHGC: 0.63, CEN
Stuttgart: HTCgl: 1.40 W/(m2 K), HTCframe: 1. 18 W/(m2 K), ssol: 0.43, SHGC: 0.59, CEN
Rome: HTCgl: 1.29 W/(m2 K), HTCframe: 1. 18 W/(m2 K), ssol: 0.26, SHGC: 0.33, CEN

Shading Active when direct solar radiation on the south façade is higher than 120 W/m2

Facade Stockholm: HTCwall = 0.3 W/m2K
Stuttgart: HTCwall = 0.4 W/m2K
Rome: HTCwall = 0.8 W/m2K

Ceiling, walls, floor Mixed: heavy weight floor/ceiling, lightweight walls
Internal gains People: 3 (variable occupancy). 120 W/pers.

Occupancy: Weekdays: 8:00–19:00, 3 people (variable occupancy), 120 W per person
Lighting: 10.9 W/m2 (hourly profile)
Equipment: 7.0 W/m2 (hourly profile)

HVAC and settings Infiltration: ACH: 0.15
Ventilation: Constant during occupied hours, 40 m3/(h*pers.)

Sensible heat recovery with controlled bypass, efficiency: 70%
Set points: Lower set point: 21 �C, Upper set point: 25 �C (constant)

Weather TMY2, Stockholm, Stuttgart, Rome
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