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Battery Current and Temperature Mission Profiles
for CubeSats at Low Earth Orbit

Vaclav Knap, Szymon Beczkowski, Lars Kjeldgaard Vestergaard, Daniel-Ioan Stroe, Member, IEEE

Abstract—CubeSats, a branch of the space industry, has lately
received great interest for being an affordable satellite platform.
For proper functioning, they are nowadays practically dependent
on Lithium-ion batteries as a power supply at moments, when
there is not enough power generated by solar panels. Thus,
batteries have to be thoroughly tested to ensure that they provide
sufficient performance, lifetime and that they are safe. In other
industry areas, such as electric vehicles, it is common to use
mission profiles (often referred to as driving profiles) for battery
testing to closely emulate conditions that are experienced in
practice. However, mission profiles reflecting closely CubeSat
conditions are not publicly available. Thus, this paper proposes a
methodology to derive mission profiles, and resulting representa-
tive mission profiles, dedicated especially to battery testing. The
proposed methodology is based on analyzed telemetry data from
three GOMX CubeSats. At first, electrical current characteristics
are obtained from the telemetry and are generalized across
the satellites, to be subsequently used for the mission profile
synthesis. The battery temperature is an important factor for
the battery performance and lifetime, and it was identified to
be very dynamic in CubeSats. Thus, a model describing battery
temperature during their mission is proposed to enable generate
realistic temperature mission profiles. Finally, the current and
temperature profiles are synchronized to capture their mutual
impact on the batteries, and they are formulated to be suitable
for on-ground (laboratory) testing.

Index Terms—cubesat, lithium-ion battery, low earth orbit,
mission profile, nano-satellite, testing.

NOMENCLATURE

Abbreviations and acronyms
ADS-B Automatic-dependent surveillance-broadcast
AIS Automatic identification system
BTS Battery test station
CC Constant current
CC-CV Constant current - constant voltage
COTS Commercial-off-the-shelf
DOD Depth of discharge
ESA European Space Agency
HF High frequency
IOD In-orbit demonstration
LEO Low Earth orbit
LF Low frequency
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NASA National Aeronautics and Space Administra-
tion

RMSE Root-mean-square-error
SMP Synthetic mission profile
SOC State-of-charge
SSO Sun synchronous orbit

Variables
x Subscript x used to distinguish current direc-

tions: c for charging and d for discharging
Ix,h,i Current vector determined via histograms for

i-th satellite
Rx,h,i Current occurrence ratio vector determined

via histograms for i-th satellite
〈Ix,h〉sat Aggregated current vector determined via his-

tograms across satellites
〈Rx,h〉sat Aggregated current ratio vector determined

via histograms across satellites
〈Ix,h〉sat,orbit Average current in an orbit across satellites
〈Ix,n〉sat Normalized aggregated current vector
n Number of satellites
τorbit Orbit time duration
Er Eclipse duration as a fraction of an orbit
Lr Lag in charging
τ̂x (Dis)charging time
kAF Test accelerating factor by which is an orbit

duration shortened
Cdod Capacity depth-of-discharge that is charged

and discharged during one orbit
〈Îx〉orbit Average (dis)charging current during orbit
Îx Vector of current values for a specific mission

profile
ηI,x Coulombic efficiency of battery cells, battery

packs, and/or electrical power supply
βS Angle between the orbital plane of the satel-

lite and the vector to the Sun
a, b, c, d Parameters of the temperature model
t Time
τβS Low frequency period
φβS Low frequency phase shift
φorbit High frequency phase shift

I. INTRODUCTION

CUBESATS are a quickly developing area of the space
industry [1]. They are generally small sized satellites

(1–10 kg nano-, 10–100 kg micro-satellites), with a specific
form factor of being composed from 10 cm x 10 cm x 10
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cm cubes (1 unit cube = 1U). They can provide a variety
of ’classical’ satellite services, as well as novel applications,
such as internet of things, blockchains, and more. Their most
significant benefit is their low manufacturing and launching
cost. CubeSats are generally based on commercial-off-the-
shelf (COTS) components and they weight in the range of
units or tens of kilograms [2].

They are typically equipped with solar panels that cover
load consumption and charge batteries during a sunlight, and
those batteries then supply the consumption during eclipse
periods. The batteries and related technologies are required
to be tested to proof their functionality, verify their reliability,
and to determine their expected lifetime. The most common
approach for on-ground testing, especially to determine battery
cycle life, is to cycle them by CC discharging and CC-CV
charging modes. The cycling is done in real-time, when a
cycle lasts about 90 minutes, i.e., 30 minutes for discharging
and 60 minutes for charging, or in accelerated manner, when
the time periods are shortened. To emulate LEO conditions,
the typical depth of discharge is 10–40% of the nominal
capacity [3]–[8]. However, this testing simplification might be
different from the real use and some phenomenon might not
be triggered/considered. Specifically, it is a case of an impact
of different current amplitudes and dynamics on lifetime [9]–
[11]. To closer emulate the specific LEO satellite conditions,
an arbitrary discharging profile was used for 8s3p battery pack
by Giuliani and Remy [12]. They used a discharging profile
that was based on a specific mission, which was composed
of two constant power discharge periods: 650 W for 30
minutes, and 950 W for 3 minutes, with a combination of CC
charge, and the cycle duration of 115 minutes. Alternatively, a
constant power discharge and a ‘sinusoidal’ charge was used
to reflect solar panels and irradiance dynamics [13]. From
the temperature perspective, the tests are performed at room
temperature, or in a thermal chamber at a constant temperature
level, relevant to the mission [14]. Besides battery cycle life,
it is important to validate also other battery related functional-
ities, such as state estimation algorithms. A remaining useful
life prediction algorithm dedicated to satellites in LEO was
developed and applied on battery data set from NASA [15];
however, the battery cycling was again limited only to CC
discharging and CC-CV charging operation at deep DOD [16],
which oversimplifies the working conditions, and it does not
expose the algorithm to the realistic conditions. Subsequently,
specific mission profiles were used for validation of state-of-
charge (SOC) and state-of-health estimation algorithms [17],
[18]. Moreover, a specific flight planner for determining the
load together with a simulated solar power generation was used
to generate the battery profile and to evaluate the nanosatellite
energy control algorithm [19]. In these cases, the algorithms
were tested on similar profiles to the ones that they will
experience during the mission. However, they are very specific
for the considered spacecraft and missions, and they do not
support generalization. Thus, a generalized testing profile, or
a methodology to derive it for batteries in LEO satellites that
would realistically capture the battery operation is missing.

Considering the specifications of a CubeSat application at
LEO, an electrical mission profile itself is not enough to

closely represent a realistic battery use [20]. CubeSats have
a small thermal mass, in contrast to large satellites, and their
temperature is strongly influenced by the environment. Thus,
the batteries experience significant temperature changes during
an orbit. Since the Li-ion batteries are a complex electro-
chemical system with many processes highly dependent on
temperature, the thermal mission profile has to be considered.
Typically, the battery performance is reduced at low tempera-
ture, as there is a low ionic conductivity caused by increased
viscosity of the electrolyte. Other processes, as charge transfer
and diffusion are also affected and become sluggish. These
changes result then into decreased both power capability and
discharging capacity [21]. Moreover, in such conditions the
Li-ion batteries are more prone to a lithium plating, which
occurs during charging with high current, when potential over
the anode becomes negative. Lithium plating causes a rapid
degradation, as it consumes lithium ions and it can lead to
an internal short circuit, when deposited dendrites penetrate
the separator [22]. At high temperatures, the power capability
and available discharging capacity are not limited due to the
resistance being decreased and the particle transportation being
accelerated. However, other parasitic reactions are hastened as
well, as for example decomposition of organic components in
the solid electrolyte interphase [23], a binder, or lithium salts
in the electrolyte [21]. Thus, pronounced self-discharge and
degradation occur. Furthermore, when temperature increases
even more, it triggers exothermic reactions, which generate
excess heat, often leading to a thermal runaway. Consequently,
it is important to couple the electrical and the thermal mission
profiles in order to capture interactions and possible interplay
of various battery characteristics, such as current, voltage,
SOC, or temperature.

The need of battery testing at realistic conditions for Cube-
Sats is addressed in this manuscript, which is built upon our
previous work presented in [24]. The contributions are stated
as:

• a model describing battery temperature in CubeSats dur-
ing their mission is formulated

• a methodology to derive representative electrical and tem-
perature battery mission profiles from satellite telemetry
is proposed

• synchronized and representative current and temperature
mission profiles that are suitable for on-ground (labora-
tory) testing are introduced

In the manuscript, at first, CubeSat missions and their char-
acteristics is introduced in section II, together with the specific
missions and spacecrafts used in this work. An overview
of the methodology is provided in section III. Afterward, a
telemetry analysis and a mission profiles synthesis is per-
formed in section IV, and it is split into three subsections.
The first is focused on electrical current domain. The second
subsection derives the temperature model. A synchronization
of the current and the temperature profiles is described in
the third subsection. The experimental section V demonstrates
the application of the derived SMPs in the laboratory, and
practicalities are discussed. The conclusions and future work
are summarized in the last section VI.
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II. CUBESATS MISSIONS

The battery use is driven by a payload and a satellite
operation, which is determined by a satellite mission. Thus, the
mission overview is provided at first to show that not a single
profile can cover in general all the CubeSat missions. Then,
the representative examples are selected, and the proposed
methodology is applied to them.

A. CubeSat mission overview

CubeSats can conduct different type of missions. Currently,
most of them, especially non-scientific ones, are limited to
LEO. According to the mission type, the satellite payload,
i.e., an equipment directly linked to mission objectives, differ
and by that also their power profile and consumption. While
the proposed methodology is suitable for any mission and
satellite at LEO, the developed SMP is representative only to
a specific mission type, according to similarity of its payload.
A suitable mission categorization was presented in a report
by SpaceWorks [1], which groups them into: Earth observa-
tion/remote sensing, communication, science, technology and
novel applications.

Earth observation/remote sensing covers areas of vari-
ous imaging techniques, environmental monitoring (including
disasters) and weather monitoring [25]. Specific examples
can be found in FACSAT 1 [26], using a camera for urban
development, detecting natural disasters, including fires, or
illegal land use activities, and Raincube [27], equipped with
a precipitation profiling instruments for weather monitoring.
Furthermore, tracking of ships (automatic identification sys-
tem (AIS)) and aircraft (automatic-dependent surveillance-
broadcast (ADS-B)) can be considered as remote sensing ac-
tivities. AIS tracking is performed for example by a Norwegian
constellation of AISSat-1,2 and NorSat-1,2 [28]. Historically,
nearly 50% of nano/micro-satellites were dedicated to earth
observation/remote sensing [1].

Communication missions cover various form of telecom-
munications, including well established concepts of telephone,
television, radio and internet, and as well more modern
concepts as internet of things and machine-to-machine data
exchange. Large portion of these services is already provided
by a constellation ’3 Diamonds’ [29], [30].

Science missions have no one specific form. They target
both Earth orbit and deep space [2], [31]. They focus on
study and measurements of Earth, space environment and/or
celestial objects [2], [32]. Their focus can partially overlap
with technology missions. Since their goals are usually unique,
their mission profiles highly depends on considered use and
payload, which is often not widely standardized as in the cases
of Earth observation/remote sensing and communication.

Technology missions, often referred as In-Orbit-
Demonstration (IOD), target to test and proof technological
concepts. They represent often a preliminary step for a wide
deployment of the previous mission types.

Novel applications or miscellaneous applications cover,
what do not fit into other categories. This can include artis-
tic or culture use, as for example demonstrated by project
ENOCH [33].

Fig. 1. Illustration of a) GOMX-3 and b) GOMX-4A/B nano-satellites
(source: gomspace.com).

B. Representative mission examples

GOMX-3 and GOMX-4A/B satellites, shown in Fig. 1 are
used in this work as specific study cases. Their missions
served as technology demonstrations of mainly Earth obser-
vation/remote sensing, specifically aircraft and ship tracking.

GOMX-3 was a 3U nano-satellite with missions of technol-
ogy IOD such as attitude control, high-speed data downlink,
radio frequency sensing, and aircraft monitoring ADS-B, for
detail description please see [34], [35]. GOMX-3 was launched
in October 2015 and it was in operation for about a year, before
it re-entered the Earth’s atmosphere, in October 2016. It’s orbit
started at approximately 400 km altitude with inclination of
51.6◦ (international space station (ISS) orbit).

GOMX-4 mission consists of two 6U satellites GOMX-
4A and GOMX4-B, launched in February 2018. The task of
GOMX-4A is Arctic surveillance, while GOMX-4B’s objec-
tive is station keeping capabilities. Together, they prove a
concept of inter-satellite linking and aircraft (ADS-B) and
ships (AIS) monitoring. For greater detail please see [36],
[37]. Both satellites are (until the date of submission) still in
operation, performing the tracking activities and occasionally
various experiments. Their orbit is sun synchronous orbit
(SSO) with inclination around 97.3◦, starting at approximately
500 km altitude.

III. METHODOLOGY

A typical, simplified structure of a satellite’s power system
is illustrated in Fig. 2. The scope of this study is limited to
batteries and their telemetry. The battery telemetry consists
normally of current, voltage, and temperature measurements.

The current can be considered as a control variable, its
amplitude controls the battery power output. Consequently, the
battery voltage can be considered as a dependent variable on
the input current, the battery temperature and the battery inner
states (e.g. SOC, polarization voltage). Thus, the telemetry
current profile is analyzed and the current mission profile is
derived in section IV-A.

Since the batteries experience dynamic temperature swings,
mainly due to the small thermal mass of CubeSats, and
characteristics of their orbits, the temperature is the second
quantity, which is analyzed and its mission profile derived via
modelling in section IV-B.

Moreover, it is important for current and temperature mis-
sion profiles to be coupled and synchronized. The synchroniza-
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Fig. 2. A simplified illustration of current flow between satellite’s generation,
consumption and storage.

tion procedure is done via identifying characteristics points
(i.e. beginning of charging) and it is presented in section IV-C.

The overview of the whole procedure is illustrated in Fig. 3.
At first, the telemetry is processed to extract relevant repre-
sentative characteristics. Afterward, the mission profiles are
synthesized by specifying orbit and battery testing parameters.

The specific battery telemetry is obtained from GOMX-3
and GOMX-4A/B CubeSats. GOMX-3 was equipped with a
battery pack BP4, consisting of 4 cells in configuration 4s-
1p [38]. GOMX-4A/B are equipped with battery packs BPX
with 8 cells in configuration 4s-2p [39]. The telemetry data
are scaled down to a single battery cell. The battery cells used
for the CubeSat battery packs are 2.6 Ah Li-ion cells [40].

IV. TELEMETRY ANALYSIS AND MISSION PROFILE
SYNTHESIS

A. Current

The current telemetry was obtained from the satellites in
the following periods: October 2015 to October 2016 for
GOMX-3, February 2018 to February 2020 for GOMX-4A
and GOMX-4B. The battery pack current was recomputed to
a battery cell current and it is shown in Fig. 4.

1) Current telemetry analysis: One way to assess the
current data is through histograms, for which the current was
separated into charging (negative) and discharging (positive).
When histograms are applied to the data collected over a long
period, they express an occurrence of current amplitudes, and
thus the current characteristics to which the battery cells are
exposed to. High-resolution histograms are impractical to work
with when the current patterns are being assessed manually,
as well as the profile dynamic compositions. They can be
simplified by reducing their resolution; in this specific exam-
ple, we have separated the currents into five bins, separately
for charging and discharging. The charging current exhibits a
trend, where the higher the amplitude the lower the occurrence.
The occurrences of the discharging current amplitudes have a
more complex character. The first bin (the lowest discharging
current) is experienced over a major amount of time (for
the investigated satellites it is about 0.66–0.82 fraction of
time). The second current amplitude bin has the occurrence
three-four times less than the first bin. Regarding the high
current discharge, GOMX-3 shows nearly no discharging

current belonging to bins 3–5. GOMX-4 satellites show a
distinguishable occurrence of the 4th bin, while the 3rd and
5th are very low. Thus, it can be approximated that there are
three significant amplitudes of the discharging current: low
= 1st bin, medium = 2nd bin, and high = amplitude of the
4th bin, with the sum occurrences of the 3rd, 4th and 5th
bins. Examples of current at various orbits and the grouping
procedure is illustrated in Fig. 5 a) and b).

From the current telemetry analysis via histograms, the
current (Ix,h,i) and the current occurrence ratio (Rx,h,i) vectors
are formed for each satellite. Since charging and discharging
vectors have an identical length across the satellites, their
aggregated values (〈Ix,h〉sat, 〈Rx,h〉sat), representing a group
of satellites, can be determined according to (1) and (2).
The individual current and ratio values for each satellite and
their aggregated values are shown in Fig. 5 c). An average
charging/discharging current in an orbit (〈Ix,h〉sat,orbit) can be
determined from 〈Ix,h〉sat and 〈Rx,h〉sat via (3), and it is used
to obtain the normalized aggregated current values (〈Ix,n〉sat),
as described in (4). At this moment, current characteristics,
representing a specific group of satellites, are derived in means
of a normalized aggregated current vector 〈Ix,n〉sat and their
occurrence ratios 〈Rx,h〉sat.

〈Ix,h〉sat =

n∑
i=1

Ix,h,i

n
(1)

〈Rx,h〉sat =

n∑
i=1

Rx,h,i

n
(2)

〈Ix,h〉sat,orbit = 〈Ix,h〉sat × 〈Rx,h〉Tsat (3)

〈Ix,n〉sat =
〈Ix,h〉sat
〈Ix,h〉sat,orbit

(4)

2) Current mission profile synthesis: To derive a specific
SMP, 〈Ix,n〉sat has to be scaled by the target orbit and test
characteristics. Required orbit characteristics are considered
to be the orbit time (τorbit), the fractional duration of eclipse
in relation to the orbit time (Er), and the lag variable (Lr).
τorbit started for GOMX-3 at 5556 seconds and it decayed over
the life of one year to 5290 seconds. For GOMX-4, the τorbit
value is around 5669 seconds and it shows a very small linear
decrement over a year. A generic LEO τorbit is defined in the
ESA handbook as 5400 seconds [3] and this value is selected
further on for deriving of an example SMP. The Er values have
been approximately 0.39 for GOMX-3 and 0.31 for GOMX-4.
A generic value specified by the ESA handbook is 0.33 [3]
and it is as well used further on. Lr represents a possible ’lag’
between entering/leaving the sun light and starting/stopping
to charge the batteries, which depends on power generation
and consumption balance. Consequently, it affects duration of
charging/discharging periods. There are two special cases that
can occur. When Lr = 0, then charging/discharging times are
determined solely from Er. In that case, Er = 0.33 results into
the charging time τ̂c to be two times longer than discharging
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Fig. 3. Flowchart illustrating the proposed methodology to determine a SMP.

time τ̂d. On the other hand, when Er+Lr = 0.5, which in this
example means Lr = 0.17, then τ̂c and τ̂d are equal. Since the
general aim is to have same amount of capacity charged and
discharged during an orbit, τ̂c and τ̂d determines the required
current rates.

For test purposes, an accelerating factor (kAF) is introduced.
A SMP standard time length with kAF = 1 is τorbit. However,
sometimes for test purposes, it is required to accelerate tests
(e.g. cycle lifetime testing). The SMP time duration can be
then inversely proportional shortened according to kAF. Thus,
the respective charging/discharging times (τ̂x) can be obtained
from (5).

τ̂x =

{
τorbit[1− (Er + Lr)/kAF], for charging

τorbit[(Er + Lr)/kAF], for discharging
(5)

Another important mission design parameter is the DOD,
which batteries are going to experience. Generally, smaller
values of DOD (i.e. 10–40%) are selected for Li-ion batteries
in LEO satellites, to allow for a sufficient cycle life (approxi-
mately 5500 cycles per year at LEO) [41]. The DOD specifies
the capacity that is to be charged/discharged during one orbit
(Cdod in Ampere-seconds). With the determined DOD and
charging/discharging times, the average charging/discharging
current of the specific SMP (〈Îx〉orbit) can be derived from
(6).

〈Îx〉orbit =
Cdod

τ̂x
(6)

The average SMP charging/discharging current is then used
to scale the normalized aggregated current vector to obtain the
specific current values for the SMP (̂Ix), as shown in (7). The
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Fig. 4. The battery cell current telemetry data and it’s representation in a form of histograms (blue for a high resolution, red for a reduced resolution).

Fig. 5. Illustration of steps leading to a synthetic mission profile: a) current pattern examples during an orbit for GOMX-4A; b) current histograms and their
division to three load levels in a case of GOMX-4A; c) charging and discharging currents and their relative occurrence for GOMX satellites and their resulting
average values; d) Derived SMPs for various accelerating factors and DOD = 10%.

term contains also a variable ηI,x that stands for Coulombic
efficiency, and it allows to account for charging/discharging
efficiency and losses of a Li-ion battery cell, a battery pack,
and/or of an electrical power supply. The specific values
considered in this work are ηI,c = 0.95 and ηI,d = 1.

Îx = 〈Îx〉orbit · 〈Ix,n〉sat · ηI,x (7)

At this stage, currents amplitude vector for the SMP is
determined and it remains to form its dynamic profile. It was
observed that a frequent characteristic of the charging current
profile is that it sharply increases in approximately 1/3 of sun-

light time and then it slowly decreases for approximately 2/3
of the time. Thus a similar proportional profile is composed.
For the discharging current profile, there is no specific lead
of how it should be composed, since the telemetry resolution
was too crude to capture detailed dynamics and the load
periods often exhibited a constant current trend. Subsequently,
it is considered that the test profile should be simple enough,
while beneficial for further use and representing the worst
case scenario. If the loading order will be only the base load,
the medium load and the peak load, a lot of information
about battery and its dynamic can be lost. Therefore, an
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indented profile was chosen, where one can find various
transitions between current amplitudes. This profile addresses
the worst case scenario, as it includes the peak load at the
end of discharge (a placement, where the lowest SOC will be
reached, thus the highest chance to trigger the discharging
safety voltage limit). The SMP profile for various kAF is
illustrated in Fig. 5 d). As alternative procedure, an energy
management scheduling [34] can be taken in account to form
the discharging profile. At the end, for practical reasons, it
is convenient to round the current values (depending on the
range of a test device, typically two decimals).

B. Temperature

From a thermal perspective, the battery temperature is a
result of the internal heat generation and the external heat
exchange. The external heat exchange for the batteries means
the exchange with the rest of the spacecraft, where the satellite
subsystems typically contribute to the heat generation and heat
is also exchanged with the environment.

The temperature telemetry data was collected from three
satellites: GOMX-3 (from 5.10.2015 to 17.10.2016), GOMX-
4A (from 15.11.2018 to 31.1.2020) and GOMX-4B (from
10.05.2019 to 31.1.2020) and it is shown in Fig. 7 (the top
row).

1) Temperature telemetry analysis: From the telemetry, it
is observed that the batteries in GOMX-3 experienced large
temperature fluctuations during the mission. Due to the heaters
having not set automatic activation, the batteries’ temperature
dropped below zero for approximately 10% of the mission
duration, and the minimum temperature was -12 ◦C. Generally,
COTS Li-ion batteries do not perform well at low tempera-
tures, and it can also affect their lifetime. However, in this case,
the low temperature does not cause any battery performance
limitations. Moreover, the charging current was nearly the
whole time below 0.4 A (∼0.15 C-rate), and the value of
average charging current was 0.16 A (∼0.06 C-rate), which
can be considered as sufficiently low, since no pronounced
degradation was observed, and the batteries performed well
during this one-year mission. Temperature variations were
much less for GOMX-4 CubeSats during the observed period.
Due to thermal design, GOMX-4B has a lower spacecraft
temperature, and when the battery temperature drops below
zero, the heaters are activated. That has occurred very rarely
during the observed period (33 incidences) and it has not
affected an overall trend tendency significantly. Furthermore,
there has not been a high-power loading of the batteries at
all the spacecrafts that would cause a significant self-heating.
Thus, it can be considered that the major influence on the
battery temperature fluctuations is coming from the orbital
mechanics of the spacecrafts.

The low frequency fluctuations can be explained by the time
exposure to the Sun during a single orbit (a fraction between
sunlight and eclipse). Longer sunlight periods mean that the
spacecraft gets heated more during an orbit and vice-versa. The
lasting of the eclipse is determined by the angle between the
Sun and the orbital plane (βS angle) and it changes according
to the orbit inclination. GOMX-3 was launched from the ISS

with an inclination of 51.6◦, which results into pronounced
changes in the βS throughout the year. On the other hand,
GOMX-4, having SSO, experiences only a minor variations
of the βS throughout the year.

The high frequency fluctuations, illustrated as a detail for
GOMX-4B in Fig. 7, correspond to individual orbit revolu-
tions. The eclipse of the individual orbit revolution is deter-
mined from the low frequency fluctuations and βS mentioned
above. The orbit period is related to the altitude of the orbit
and it is shown in Fig. 6. While GOMX-3 orbit period
decayed significantly during the year, before it made a re-entry,
GOMX-4 orbit period has changed very little (2 seconds over
one year).

The proposed temperature model is presented in (8). It is
split into two parts, according to the scale of their dynamics.
The first part describes the low frequency (LF) behavior. The
temperature signal has an offset value, a, which expresses
the middle temperature value in the beginning of a mission.
This middle temperature value was observed to be decreasing
over the mission time. This decrease is considered to be
linked with the altitude decay of the satellite and by it with
a decrease in the orbit time period, as it is visualized in
Fig. 7. Thus, a linear expression, characterized by a slope
b, was considered as a suitable approximation to capture this
decay. Then, approximately sinusoidal oscillations occur at a
LF scale, that are related to changes in βS throughout the
year. The parameter c is describing the amplitude of this LF
sinusoidal oscillations, τβS is a period of these oscillations
and φβS

is the phase shift. The second part describes the high
frequency (HF) temperature dynamics related to a single orbit
revolution, which have also a sinusoidal oscillating character.
The parameter d stands there for the amplitude, τorbit for an
orbit time period and φorbit for the HF phase shift.

T = a+ b · t+ c · sin
(
2 · π · t
τβS

+ φβS

)
︸ ︷︷ ︸

Low Frequency (LF)

+

d · sin
(
2 · π · t
τorbit

+ φorbit

)
︸ ︷︷ ︸

High Frequency (HF)

(8)

The model parameters can be found via non-linear least
square regression applied to the telemetry data, shown in Fig-
ure 7 in the top row. However, to fit all data at once is
a too complex task, due to noise in the data, and the fact
that the model is a simplification of a complex behavior, and
it does not capture all the aspects. Thus, for simplicity, the
parameter fitting procedure is split into two steps according to
the respective frequency ranges. For the LF fitting, the HF data
can be treated as a noise. Thus, a temperature daily average
is determined at first. In order to obtain approximately one
day long data segments, the telemetry data are split into sets
with 16 and 15 consecutive orbits for GOMX-3 and GOMX-4,
respectively. The resulting daily average is shown in Figure 7
in the second row. The daily average is then fitted to the LF
part of the model.
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TABLE I
TEMPERATURE MODEL FITTED PARAMETERS

Parameter a [◦C] b [◦C/day] c [◦C] d [◦C] τβS
[days] φβS

[◦] RMSE [◦C]
GOMX-3 12.56 −1.34× 10−12 10.00 6.78 29.43 139.23 6.35

GOMX-4A 21.08 −9.49× 10−13 2.57 2.54 358.07 118.98 1.87
GOMX-4B 14.44 −1.36× 10−12 4.35 3.53 360.00 121.20 1.92

The obtained parameters are shown in Table I, and the
LF model output is presented in Figure 7 in the third row.
For parametrization of the HF model, the LF variations can
be treated as an offset. Subsequently, by removing the daily
average from the day-segments, the HF parameters can be
found directly by fitting the HF model. The fitted d values
exhibit only negligible variations throughout the considered
mission interval, suggesting to use its mean value as its
representative, presented in Table I. The fitted φorbit shows a
periodic character. MATLAB’s function unwrap was used to
obtain its value in terms of time series over the whole mission
time interval.

The output of the resulting model (LF+HF) is shown
in Fig. 7 in the bottom row. The root-mean-square-error
(RMSE) between the model and the telemetry is 6.35, 1.87
and 1.92 ◦C for GOMX-3, GOMX-4A and GOMX-4B, re-
spectively. A considerable contribution to the RMSE is the
not perfectly matching phase shift φorbit. Even though the
fitted φorbit for one day data provides a very good match,
when it is used as a look-up table (i.e., φorbit versus t), it can
cause the model to diverge from the telemetry data at some
places due to not perfectly aligned phase shift. For shorter time
periods, φorbit can be determined more accurately. When only
the thermal profile is considered, φorbit can be neglected, oth-
erwise when it is used in relation to current, the corresponding
phase shift is addressed in section IV-C. Regarding the higher
RMSE for GOMX-3, variations of βS were only approximated
by the sine function, and this simplification does not allow for
a perfect match.

2) Temperature mission profile synthesis: For a laboratory
application, it can be considered to use the complete model (8),
or only its HF part, if a scale of one orbit is of the interest. The
model parameters are selected to represent the desired scenario
(e.g. cold case, hot case). Moreover, kAF can be applied as
well to the temperature model, to create an ’accelerated’ output
signal. For the implementation in the laboratory testing, it
might be necessary to discretize the continuous sine based
profile in order to control temperature by simple steps.

3) Sensitivity of the temperature model on parametrization
time periods: Since different time periods of data can be
available for identifying parameters in (8), their variations
are explored on GOMX-3 telemetry, which is considered
to be a highly challenging scenario compared to GOMX-4
regarding the temperature dynamics. The model in (8) was
parametrized using 1, 3, 6, and 9 months periods from the
total of 12 months worth of GOMX-3 data. Subsequently, the
model predictions are illustrated in Fig. 8, and the identified
parameters, including the model error for the whole period,
are presented in Table II. The 12 months period, in this
case, meaning the parametrization applied to all data, can be
considered as a target. It is observed that even one month

TABLE II
TEMPERATURE MODEL PARAMETERS FOR GOMX-3, WHEN USING

VARIOUS TIME INTERVALS FOR ITS PARAMETRIZATION.

Parameter a [◦C] b [◦C/day] c [◦C] d [◦C] τβS
[days] φβS

[◦] RMSE [◦C]
1 month 11.70 7.32× 10−12 10.00 6.15 30.00 156.18 17.02
3 months 11.30 2.86× 10−12 10.00 6.57 29.12 143.11 11.57
6 months 12.65 −1.02× 10−12 10.00 6.82 29.68 149.34 7.76
9 months 13.72 −2.79× 10−12 10.00 6.77 29.66 149.73 7.08

12 months 12.56 −1.34× 10−12 10.00 6.78 29.43 139.23 6.35

period for parametrization was enough to obtain sufficiently
close parameters to the target, except the parameter b, that
describes a slow, long-term shift. Due to b is being inaccurately
identified, positive instead of negative, for 1 month and 3
months periods, the model predictions result in diverging from
telemetry, and consequently, they achieve a larger RMSE of
17.02 and 11.57 ◦C, respectively. Meanwhile, the predictions
based on 6 and 9 months parametrization periods got an RMSE
7.76 and 7.08 ◦C, respectively, which is close to the base case
value 6.35 ◦C. Thus, in the case of GOMX-3 mission, which
started on ISS orbit, it is considered that it is required at least
6 months period to parametrize the full temperature model that
provides sufficient accuracy for a yearly period.

Only the HF part of the temperature model (8) can be
considered to capture orbit-to-orbit or day-to-day temperature
variations on a short scale. Subsequently, one day period (∼16
orbits) was used to parametrize the model for GOMX-3 and
it was used for a short-term one-week prediction, illustrated
in Fig. 9. The prediction holds well for 1–2 days; however
afterward, the predicted temperature starts to diverge due to
the LF dynamics that were omitted. For the profiles with flatter
dynamics, such as GOMX-4, the predictions are valid for
longer periods.

C. Synchronizing the profiles

To have temperature and current profiles appropriately cou-
pled, they have to be time-wise synchronized, i.e. temperature
experiencing during charging shall be happening when charg-
ing current is applied and vice versa. Following the convention
determined from the current profile (i.e., that discharging is
first and charging comes afterward), the temperature profile
has to have corresponding phase shift. In order to find a general
trend, five orbits were selected from the beginning, middle
and ending period of the available data for each satellite.
The beginning of charging/discharging was detected based
on change of battery current sign. Five such orbits selected
for GOMX-3 are illustrated in Fig. 10, including battery
current, solar generated current, telemetry temperature, and
temperature fitted according to the model.

The next step was to separate the individual orbits and to
normalize their time base. In that way, the individual orbits
can be plotted over each other, as illustrated in Fig. 11. There
are three features that can be used to describe a shift of
the temperature profile: time of the maximum peak, time of
the beginning of charging, time of the minimum peak. Their
average values over the five orbits are presented in Table III.
The values slightly vary throughout the mission. There is a
significant change for the ending period of GOMX-3 that
might be caused by its pronounced decay in altitude, resulting



A MANUSCRIPT ACCEPTED TO IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 9

Fig. 6. Orbit time period that is shortened with a decay in satellite altitude.

Fig. 7. Satellite temperature telemetry and model outputs. The character of temperature variations is determined by the character of satellite’s orbit (ISS orbit
for GOMX-3, SSO for GOMX-4).

Fig. 8. The model predictions according to various time intervals used for
its parametrization.

in a shorter orbit time period (see Fig.6). The normalized time
of beginning of charging corresponds to the term Er + Lr in
(5). For GOMX-3, the beginning of charging in the beginning
and the middle periods corresponds to the considered Er and

Fig. 9. The temperature model prediction for one week based on one day
parametrization for GOMX-3, with a detail of the first and the last predicted
day in the selected period.

it is around 0.39. For GOMX-4, the beginning of charging
is between 0.4 and 0.55, which is more than the considered
Er = 0.31. Thus, the ’lag’ Lr, discussed in section IV-A,
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TABLE III
FEATURE POSITIONS IN TEMPERATURE THROUGHOUT ORBITS

Parameter Maximum peak Beginning of charging Minimum peak
Period B M E B M E B M E

GOMX-3 0.03 0.05 0.14 0.40 0.39 0.55 0.53 0.55 0.64
GOMX-4A 0.16 0.21 0.15 0.52 0.55 0.40 0.67 0.72 0.65
GOMX-4B 0.10 0.19 0.17 0.41 0.50 0.49 0.60 0.69 0.66

Mean 0.13 0.47 0.63
*B - beginning, M - middle, E - ending

Fig. 10. Five selected GOMX-3 orbits with marked beginning of charging
and discharging periods (black vertical lines). 15th October 2015

Fig. 11. Temperature profiles plotted in an overlapping manner for five orbits
from the beginning period (1st row), the middle period (2nd row) and the
ending period (3rd row) of available telemetry data. The vertical lines mark
the detected beginning of charging.

is present, ranging in 0.09–0.24. To generalize, the battery
temperature reaches its maximum value shortly after beginning
of discharging, and it arrives to the lowest value after the
charging started. The representative normalized time values
for maximum peak, beginning of charging, and minimum
peak are 0.13, 0.47, and 0.63, taken as an average across
the satellites. Since the maximum and the minimum peaks
would occur at 0.25 and 0.75, respectively, of the normalized
time at a sine wave without any phase shift, the phase shift
of the temperature profile with respect to the current profile,
expressed in degrees, can be computed as shown in (9). The
corresponding synchronized profile is illustrated in Fig. 12.

φorbit = (0.25− 0.13) · 360◦ = 43.2◦ (9)

V. EXPERIMENTAL

Since the derived SMPs are dedicated for on-ground battery
testing and simulations, they are actually demonstrated via
laboratory measurements. The tests were performed on 3.0
Ah Li-ion battery cells, and CDOD was selected to be 0.3
Ah for a corresponding cycle depth of 10%. A Digatron BTS
600 battery test station was used for the constant temperature

Fig. 12. Synchronized current and temperature SMP for CDOD = 0.26Ah,
kAF = 1, LF = 17.6 ◦C, d = 6.8 ◦C, φorbit = 43.2◦.

SMP testing, and MACCOR Series 4000 battery test station
was used for the variable temperature SMP testing. Battery
charging is limited to 4.0 V, similarly as it would be in
a CubeSat, to avoid excessive degradation due to the fully
charging of the cells. Prior to the tests, the cells were charged
with 1.5 A constant current to the voltage limit (i.e., 4.0 V),
and then by constant voltage charging until the current dropped
to 50 mA.

To visualize the measurements, only the first five cycles are
used. The SMP with constant temperature profile is shown in
Fig. 13, and the SMP with the variable temperature profile
is shown in Fig. 14. The orbit (cycle) time is in the test
accelerated according to their kAF. The used kAF has also
an effect on the current amplitude: the shorter the test time,
the higher the current amplitude. The voltage and current
responses of the cells are as expected, except two phenomena.
The cells are initially charged to limits of 4.0 V and 50 mA.
During the SMP cycling, the voltage limit is set to 4.0 V as
well. Thus, the charging current can be reduced in order to
not exceed this voltage limit, resulting in less capacity to be
charged. A similar thing would occur as well at a CubeSat,
when charging is controlled by voltage. This leads to a slight
drift in SOC over multiple cycles, until the drift is eliminated
by reaching the situation, when the charging current is never
reduced. The drift can be prevented in the test by increasing the
current limitation of the constant voltage charging phase from
50 mA to a higher value. The second noticeable difference in
Fig. 14 are ’spikes’ in voltage and current. This is the result
of the temperature control of the climatic chamber, where
the experiments were carried out. When the temperature set-
point is changing, the test station pauses the current, and this
current interruption causes a voltage response. However, the
interruption occurs only in a range of seconds, and it does not
have a further consequence on the test, it is rather an artifact
of the practical implementation in this case.

VI. CONCLUSION AND FUTURE WORK

Realistic mission profiles are an important part of technol-
ogy proofing and validation. They are widely established and
used in the automotive industry, but they are missing in many
niche areas such as the case of space industry and CubeSats.
Thus, this work is filling the scientific gap and provides the
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Fig. 13. Measured SMP for CDOD = 0.3Ah, kAF = 2, LF = 25 ◦C,
d = 0 ◦C (constant temperature).

Fig. 14. Measured SMP for CDOD = 0.3Ah, kAF = 3, LF = 25 ◦C,
d = 7 ◦C, φorbit = 30.4◦.

first step, which can lead to future test standardization for the
batteries in CubeSats.

Telemetry data from three CubeSats were analyzed and used
for modelling of current and temperature mission profiles. The
proposed methodology to derive these representative mission
profiles was designed in an open way, in order that every
step can be further refined, and as well more field data
can be provided as an input. The current SMP is created
with consideration of specific application characteristics and
it is well suitable for real time and also accelerating battery
testing. The formulated temperature model describes closely
the battery temperature throughout the mission, and it is used
to derive the temperature SMP. Then, the synchronized current
and temperature SMPs are representative for the battery use in
CubeSats, as they properly capture charging and discharging
periods occurring at corresponding temperature levels.

The aspects of a constant temperature testing versus a
variable temperature testing were already demonstrated for
SOC estimation in our previous work [42]. The future work
will focus on degradation analysis and differences between a
classical CC-CV cycling, and using current and temperature
SMP, as the specific SMP profiles were presented in this
manuscript. Moreover, pattern recognition algorithms will be

used in processing the telemetry, and to determine current
dynamics in mission profiles in order to reach higher level
of generalization and automation of the process.
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