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Abstract: An accurate definition of a system model significantly affects the performance of model-
based control strategies, for example, model predictive control (MPC). In this paper, a model-free
predictive control strategy is presented to mitigate all ramifications of the model’s uncertainties and
parameter mismatch between the plant and controller for the control of power electronic converters
in applications such as microgrids. A specific recurrent neural network structure called state-space
neural network (ssNN) is proposed as a model-free current predictive control for a three-phase power
converter. In this approach, NN weights are updated through particle swarm optimization (PSO) for
faster convergence. After the training process, the proposed ssNN-PSO combined with the predictive
controller using a performance criterion overcomes parameter variations in the physical system.
A comparison has been carried out between the conventional MPC and the proposed model-free
predictive control in different scenarios. The simulation results of the proposed control scheme
exhibit more robustness compared to the conventional finite-control-set MPC.

Keywords: model-free predictive control; model predictive control (MPC); power converter; state-space
neural network with particle swarm optimization (ssNN-PSO); identification; robust performance

1. Introduction
1.1. Motivation and Aim

In recent years, the global share of converter interfaced-renewable energy sources
(RESs) has grown rapidly, for example the share of wind farms and photovoltaic (PV)
exceeded 27% by the end of 2019 [1]. Moreover, the European Union has set a binding
target of at least 32% for electrical generation from RESs by 2030, which leads to around a
55% net greenhouse gas emissions reduction, and Sweden has set an ambitious target of
100% renewable energy production by 2040, and net-zero emissions by 2045 [2]. However,
with the increasing penetration of converter interfaced-RESs, the inertia of the power
grid reduces and poses major stability issues to the power system. To overcome these
stability issues, converter interfaced-RESs should be equipped with a robust, fast, and reli-
able control strategy. Power converters are the backbone of modern power systems and
microgrids. Conventional multi-loop structures with linear controllers, for example, pro-
portional integrator (PI), proportional integral derivative (PID), proportional derivative
(PD), and proportional resonant (PR) are widely used to control the output of power con-
verters interfaced-RESs. To avoid undesired interactions in multi-control loops, the inner
loops should be designed with a higher bandwidth compared to the outer one. Conse-
quently, the outer loops have slow dynamics, and hence, the multi-loop control strategy
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has an inherent slow dynamic response. Furthermore, the conventional linear controllers
mostly rely on the system parameters. Therefore, changes in the system structure and
uncertainty of RESs can degrade the controller performances and may lead to system insta-
bility. This paper aims to present a model-free and robust control strategy for converter
interfaced-RESs. The objective of the control method is to enhance its robustness to system
parameter mismatch and uncertainty of RESs generation by presenting a state-space neural
network-based predictive control method.

1.2. Literature Review

Recently advanced control strategies are presented in the literature to address the slow
performance of linear multi-loop control strategies while demonstrating fast and accurate
dynamic behavior. Model predictive control is a promising alternative to conventional
multi-loop controllers, which has the advantages of a fast response [3–7], possibility of
implementing multivariable control, and incorporating non-linearity in the model and
constraints [8]. Simulation and experimental results in [9,10] show that the MPC-based
methods represent higher performance compared to the conventional linear controllers.
MPC methods applied to converters can be classified into two categories: Continuous-
control-set MPC (CCS-MPC) and finite-control-set MPC (FCS-MPC) [11]. In CCS-MPC
continuous signals are generated for the PWM regulator, while FCS-MPC is based on the
discrete nature of the converter. In FCS-MPC, the optimal control input among a finite set
of control actions, the viable combination of the switching states, are chosen [12]. Due to the
advantages of not requiring a modulation strategy and simplicity, FCS-MPC is extensively
adopted in many applications, such as control of power electronic converters [13–15].

Explicit MPCs (E-MPCs) were introduced to lessen the online computation burden of
MPCs. In E-MPCs, the optimization problem of the MPC is solved offline, and in real-time
operation the controller only searches between the offline solutions [16]. In [17–19], similar
to E-MPC a deep neural network (NN) is trained offline to learn the optimal control policy
of the MPC, and in real-time the trained NN is executed rapidly on embedded hardware.
In [20], MPC is employed to extract the data for the off-line training phase and the trained
NN controls the output voltage of the converter without the need of the MPC. Generally
and as the above work, the prediction horizon of FCS-MPC is kept constant and is chosen
by the trade-off between the performance and the computation burden. Authors of [21]
present an adaptive prediction horizon for the FCS-MPC of power converters in which
a NN is trained to optimize the optimal prediction horizon of the FCS-MPC. In [22], an
artificial neural network-based approach is applied to optimize the weighting factors of
the MPC controller. The system is simulated numerous times and voltage total harmonic
distortion (THD) and average switching frequency are extracted for every combination
of the weighting factors. The simulated data is then used to train the NN. The authors
of [23] have similarly tuned the weighting factors of the FCS-MPC, applied to a grid-tied
multilevel inverter, by a feed-forward NN.

These papers have made a great effort in enhancing MPC controller’s performance
from different aspects. However, they are still based on the accurate definition of the
system model. Therefore, any uncertainty in the model definition or parameter change
directly affects system performance. Thus, one critical issue for predictive control (PC)
is how to create robustness against parameter mismatch and minimize the requirement
for knowledge of the physical system so that the process outputs have less distortion and
better prediction. To this end, numerous approaches have been presented recently, like
model-free predictive controllers. In this regard, authors of [24] similar to [25,26] present a
model-free PC where the motor current variations, due to applying each eight base inverter
voltage vectors, are measured and dynamically stored in a look-up table. Based on these
measurements, the current variations are predicted. This approach relaxes the dependency
of the PC on the system model. However, the updated frequency of the measurements has
a dramatic effect on the performance of the method. In [27], a model-free PC is presented
in which the motor current slopes are expressed by the current variations of the previous
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samples and their associated voltage vectors. Based on the predicted current slopes,
the optimal voltage vectors are selected directly. The main drawbacks of these studies
are the limitations of the current measurements despite relative improvements [27,28].
The parameters of an auto-regressive with exogenous input (ARX) model are identified by
the recursive least squares algorithm used for the current control of a two-level, three-phase
voltage source inverter in [28,29]. The dependency to the initial set value and computational
burden are the major disadvantages of this approach, notwithstanding its robust feature
concerning filter model mismatch.

To circumvent these issues, data-based strategies based on artificial intelligence can
be adopted to estimate the model of the system. A neural network structure can reap
the benefits of mimicking the plant’s behavior without considering any mathematical
model. However, the state-space matrix of the system is required to reproduce dynamical
behaviors through feedback connections for the identification of the predictive control
model. Consequently, a state-space neural network (ssNN) can be applied to identify
dynamical systems as one of the recurrent neural network approaches [30].

To mitigate the time-consuming trial-and-error approach, the learning process for
adjusting the NN weights can be achieved by an optimization algorithm [31,32]. Intelligible
neural weights are adapted and learned along with state-space representation. Various
state-of-art iterative techniques have been employed for solving optimization problems act-
ing such as the Lagrange multiplier method [33], mathematical programming methods [34],
and genetic algorithm (GA) [35]. Among these techniques, particle swarm optimization
(PSO) mitigates the related issues such as heavy computational burden, dependency on the
initial guess setting, and detailed knowledge of the controlled system [36,37].

1.3. Contribution

The major contribution of this paper is to present a model-free predictive control for
the robust operation of power converters. In the proposed method, a state-space neural
network (ssNN) is incorporated with predictive control to enhance the robustness in a data-
based learning algorithm as a model-free approach. In the proposed approach, an ssNN is
applied to identify the state space matrix of the system for the PC. Input/output data are
derived from the measurements of the controlled system and, consequently, the dynamical
behavior of the system through feedback connections can be modeled and updated. This
not only enhances the dynamic behavior of the proposed method but also makes it robust
to system parameter variations and RES’s uncertainties. Furthermore, PSO is applied to
optimize the weight of the SSNN and reduce the computational burden of the proposed
approach. To evaluate the proposed performance, it is compared to the conventional MPC
under various filter model mismatches.

The paper is organized as follows. Conventional MPC is introduced in Section 2.
Section 3 presents the proposed state-space neural network structure optimized by PSO
with a predictive controller. It also mentions the learning process of the proposed strategy.
Simulation results are provided in Section 4. It also describes the impact of parameter
mismatch and uncertainty on the inductor current, while conclusions are stated in Section 5.

2. Conventional Model Predictive Control

In general, the classical FCS-MPC strategies take merits of the defined number of
switching states generated by power converters. Then, the controller can optimally se-
lect the proper state in terms of given control requirements. This approach is succinctly
indicated in Figure 1.



Energies 2021, 14, 2325 4 of 12

Cost Function 

minimization
Prediction Model

vdc
+_

Sa Sb Sc

i (k+1)

i (k)*

Power Converter

abc
αβ 

abc
αβ 

abc
αβ 

v (k)

Figure 1. Conventional model predictive control strategy for an inverter.

Considering a generic two-level, three-phase power inverter, there are six switches
that generate the output. Thus, eight switching states can be determined by three main
gating signals, i.e., Sa, Sb, and Sc as defined in [38], and expressed in vectorial form as
follows [15]:

S =
2
3
(Sa + aSb + a2Sc) (1)

where a = ejπ/3.
Therefore, the converter output voltage state vector can be defined by:

v =
2
3
(vaN + avbN + a2vcN). (2)

The controller should be able to apply the proper switching state to provide an
appropriate output voltage.

To achieve a precise control strategy, a discrete model of the system (load or filter) is
utilized to accurately predict the future values of the output current at the sampling instant
k + 1, for all eight voltage vectors v(k) generated by the power converter. Considering an
RL load model, the prediction can be carried out by using Euler’s method for discretization
in the α− β reference frame representation [39]:[

ip
α(k)

ip
β(k)

]
=

(
1− RTs

L

)[
iα(k− 1)
iβ(k− 1)

]
+

Ts

L

[
vα(k− 1)
vβ(k− 1)

]
, (3)

here the superscript p stands for the predicted variables sampling instant k + 1, and Ts is
the sampling step time. Note that the model parameters are the inductance L and resistance
R load, which has no fixed value.

At the next step, a cost function (CF) should be defined to optimize the switching states.
Therefore, the main objective here is to track the current reference i∗α and i∗β as follows:

CF = |i∗α(k+1)− ip
α(k+1)|2 + |i∗β(k+1)− ip

β(k+1)|2. (4)

The controller enforces the output current to follows the predefined reference current
by means of (4). This strategy eliminates the requirement for pulse-width modulation
(PWM), as well as multi-loop controllers. Consequently, it can react very fast and accurately
follow the reference. However, as mentioned before, the main drawback of the classical
FCS-MPC is its dependency on the system model accuracy in the prediction and cost
function (3).
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Therefore, any small changes in the model parameters or model mismatch and uncer-
tainties have a significant effect on the controller performances. To address the aforemen-
tioned drawbacks of the classical FCS-MPC, a model-free predictive control based on the
neural network is proposed in the following section.

3. Proposed ssNN-PSO-Based PC

This section provides the state-space neural network architecture using data (extracted
by implementation or simulation) to be employed in voltage source inverters with predic-
tive control. The optimum weights in ssNN are learned through particle swarm intelligence.
The schematic of the proposed ssNN-PSO is illustrated in Figure 2. Consequently, a novel
approach is elaborated to make it more concrete.

Input Layer

Hidden Layers

Output Layer

Real

Imaginary

Real

Imaginary

Neuron

Related Channel

Model 

Predictive 

Control

State Space 

Matrices

Identification via

SS-PSO Neural Network

Figure 2. Proposed architecture.

3.1. Identification Methodology

In the model predictive control approach, a linear state-space representation of a
dynamic system is required. However, model parameter values in a three-phase power
converter are ambiguous in a real case. Hence, the identification method, which entails
robustness with respect to variations of unknown values, is a requisite in this situation.
To delineate this method, the scheme is illustrated in Figure 3.

Three-Phase Power 

Converter

SSNN-PSO

MPC

+

-

D

e(k)D

u(k) y(k)

Figure 3. Identification scheme.
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In Figure 3, D stands for discretization as sampling data. The inputs of ssNN are the
control signal and output process to achieve the system dynamics.

The crucial objective of the identification is to duly tackle the sources and loads’
uncertainty while obtaining an accurate dynamical model.

3.2. Description of Learning Algorithm

After the data extraction from the simulation model, the training phase is carried
out. However, finding the optimum weights of the NN may be challenging when training
the data set. In other words, the output of training yields the state-space matrices based
on (5). MPC performance is dependent on the dynamical model. Hence, an optimization
algorithm is adopted to observe ssNN-weights:{

x̄(k) = wr x̄(k− 1) + wiū(k− 1),
ȳ(k) = wo x̄(k).

(5)

where wr, wi, and wo are identical to the weights in Figure 2.
The particle swarm optimization is a population-based algorithm with a swarm of

random particles. Each particle (i) moves in a problem space with a velocity updated at
each time step (Vi = (vi1, ..., vij, ...vik)), where k is the dimensional problem space. The
current location of the ith particle is presented by (Xi = (xi1, ..., xij, ...xik)). The best location
of particle i, until the current search and globally among all populations, are indexed as
(Pi = (pi1, ..., pij, ...pik)) and Pg, respectively. The particle’s locations and velocities are
adjusted by Pi and Pg ( gbest) as follows:

vnew
ij = ωvij + c1r1(pij − xij) + c2r2(pgj − xij),

xnew
ij = xij + vnew

ij
(6)

where c1 and c2 are acceleration constants. In addition, r1 and r2 are uniform random
numbers. ω is the time-varying weight factor determining the influence of the previous
velocity values on the updated particle velocity and can be considered as (7).

ω = ωmax −
t

tmax
(ωmax −ωmin) (7)

where max, min subscripts imply maximum and minimum values of the weight factor,
respectively, t is the number of iteration, and tmax is the maximum number of iteration
selected to achieve the optimal solution with suitable convergence for training data.

Further information regarding the PSO procedure appears as a prevalent optimization
algorithm mentioned in various articles like [36].

PSO is utilized to learn ssNN in order to match appropriately with the detailed
simulation data. It is worth mentioning that the trained network is opted to avoid the
overfitting and underfitting occurrence. The mean square error (MSE) is calculated in (8)
for a given training set as a performance index.

MSE =
N

∑
k=1
‖e(k)‖2 (8)

where N is the number of training data.
PSO adjusts the weights to minimize MSE between the estimated and desired values.
The ssNN network comprises an input layer, two hidden layers with the time delay

recurrent channel, and an output layer in a feed-forward connection pattern illustrated in
Figure 2. To this end, the activation function employed in this structure is purelin [40]. A
performance evaluation of the training phase of ssNN-PSO should be conducted prior to
applying the optimum weights. Consequently, the MSE of the proposed network obtained
for the voltage source converter is depicted in Figure 4. In particular, 1000 samples are
utilized as the training data.
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Figure 4. The MSE of the training phase.

4. Simulation Results and Comparison

In this paper, the proposed ssNN-PSO is applied to system identification of Figure 2
(a three-phase voltage source inverter connected to a load) to investigate its robustness
performance. That is, it is learned to substitute the mathematical model and circumvent
the uncertainty consequences along with MPC. To verify its effectiveness, simulations have
been carried out based on the model parameters presented in Table 1.

Table 1. System Parameters in Simulation.

Parameter Value

Peak AC voltage , Vmax 200 [V]
Sampling rate, fs 40 [kHz]

System frequency, fsys 50 [Hz]
Load parameter (resistance), RL 10 [ω]
Load parameter (inductance), LL 10 [mH]

Load parameter (nominal current), ir 10 [A]
Maximum of weight factor, ωmax 0.9
Minimum of weight factor, ωmin 0.4
Acceleration coefficients, c1, c2 2

The proposed network’s training data set consists of 1000 sampling data from input
and output measurements of the controlled system extracted from Simulink. Moreover,
the data is discretized based on the sample time of Ts. Furthermore, the number of PSO
populations is 50, and the rest of its parameters have opted the same as the corresponding
literature (for example, [31]). The comparison has been performed for MPC with a known
mathematical model and the identification block.

After the learning process, the optimum weights, which are the best results of ssNN,
are obtained. Therefore, the plant in (5) is identified after 2000 iterations as follows:
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x̄α(k) =


0.9964 0.0017 −0.0064 −0.0588
−0.0255 −0.0377 −0.1932 0.0307
−0.2486 1.4425 0.2245 −0.1283
−0.0748 −0.0813 0.5713 −0.7654

·
︸ ︷︷ ︸

wr

x̄α(k− 1)+


6.89× 10−4 6.33× 10−4

6.007× 10−4 −8.66× 10−5

8.47× 10−4 −3.38× 10−6

0 0

·
︸ ︷︷ ︸

wi

ūα(k− 1),

ȳα(k) =
[

1 0 0 0
]
·︸ ︷︷ ︸

wo

x̄α(k).

(9)

x̄β(k) =


0.9863 0.0534 −0.0524 0.2686
−0.1809 0.0964 −0.5691 −0.0397
−0.1561 −0.2017 0.2320 −0.0355
−0.1848 −0.1855 −0.2263 −0.4189

·
︸ ︷︷ ︸

wr

x̄β(k− 1)+


−7.602× 10−5 8.503× 10−4

−4.84× 10−5 4.83× 10−4

6.88× 10−4 5.21× 10−4

0 0

·
︸ ︷︷ ︸

wi

ūβ(k− 1),

ȳβ(k) =
[

1 0 0 0
]
·︸ ︷︷ ︸

wo

x̄β(k).

(10)

State variables and input/output measurements are denoted in the complex α− β
format, and subscripts α and β stand for real and imaginary data, respectively.

The behavior of the proposed identification structure for a specified resistive load (R)
and inductor of the filter (L) using predictive control is shown in Figure 5, while MPC’s
behavior without identification for the same conditions is depicted in Figure 6. It is worth
noting to mention that similar parameters and sampling time (simulation step) are applied
for both methods to ensure a fair comparison.
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Figure 5. Simulation results of ssNN-PSO-based predictive control: Output current for specified
resistive load and filter inductance. (Red line: ia, Green line: ib, Blue line: ic).



Energies 2021, 14, 2325 9 of 12

-10

-5

0

5

10

C
ur

re
nt

 (
A

)

10 20 30 40
Time (ms)

-2

0

2

E
rr

or
 

I 
(A

)

Figure 6. Simulation results of MPC without identification: Output current for specified resistive
load and filter inductance.

It can be seen that the inductor current (i f in Figure 2) in both figures is sinusoidal
with low distortion, particularly for the ssNN-PSO-based PC, which has an MSE of 0.042
compared to 0.137 for MPC without identification.

To turn out the feasibility of the proposed approach under realistic operating condi-
tions, the resistive load is doubled (R× 2), and the filter inductance is halved ( L

2 ).
Figure 7 demonstrates the conventional MPC degradation performance through un-

certainty and the parametric mismatch. In contrast, ssNN-PSO-based predictive control
performs satisfactorily under parameter change of the physical load after activation at
t = 60 ms.
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Figure 7. Impact of parameter mismatch on steady state output current of VSC: Double specified
resistive load (R× 2) and one half of filter inductance ( L

2 ).

For further investigation of the robustness, five scenarios are considered as listed in
Table 2. As can be observed in Table 2, the inductor current generated by the identification-
based approach totally outperforms that obtained using conventional MPC. The increased
error due to the second variation is trivial in comparison to the rest mismatches in Table 2.
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Table 2. Comparison parameter changes between model-free and model-based predictive control.

Mismatch Parameters MSE (A) (Conventional MPC) MSE (A) (ssNN-PSO Based PC)

(L× 0.5, R× 1.5) 0.252 0.100
(L× 1.5, R× 0.5) 0.006 0.015
(L× 0.6, R× 2) 0.281 0.094
(L× 0.5, R× 2) 0.822 0.122
(L× 0.3, R× 2) 2.096 0.289

It is noteworthy that the ssNN-PSO identification approach with predictive control is
more robust than conventional MPC in a fair comparison condition.

5. Conclusions

A model-free strategy using a state-space NN to identify a three-phase power con-
verter’s dynamic model was successfully investigated and developed under parameter
mismatch conditions. The inductance’s output current was controlled by the predictive
controller, regardless of the system’s mathematical model. To make an appraisal of the
proposed strategy, a comparison was carried out between conventional MPC and the
proposed model-free approach. As can be expected, inevitably in any model-based process
variations of the system model degraded the performance while demonstrating relative
robustness in the proposed method. The developed approach had fast convergence due to
utilizing PSO for obtaining optimum weights. As in any linear model state-space strategy,
nonlinearities in the system inevitably influence the neural network structure’s design.
Therefore, the possible direction for future applications would be the implementation of
the ssNN-PSO-based predictive control for complex systems with a nonlinear model.
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