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Abstract—Aging and temperature changes in the passive 
components of an LCL-filter grid connected converter 
system (GCCs) may lead to parameter uncertainties, which 
can in turn influence its modeling accuracy for Finite-
Control-Set Model Predictive Control (FCS-MPC). The 
presence of model errors will change the resonance point 
and deteriorate the power quality of the grid current, in 
turn degrading the active damping (AD) performance. in 
this situation, there is a serious possibility that the GCCs 
may malfunction and automatically disconnect from the 
grid, causing great challenges to the system stability. To 
solve this problem, firstly, prediction error analysis in FCS-
MPC due to the model parameter errors is presented. 
Secondly, to achieve high accuracy and fast filter parameter 
estimation in utility, an adaptive online parameter 
identification method based on gradient descent 
optimization (GDO) has been proposed. Finally, to further 
reduce the searching time needed by the optimal iteration 
step, a variable iteration step searching method based on 
the RMSprop (Root-Mean-Square-Prop) gradient descent 
optimization (RMSprop-GDO) method is proposed. 
Experimental studies of an LCL-GCCs prototype in the 
laboratory have been conducted to validate the effectiveness 
of the proposed method. 

Index Terms—Model predictive control, gradient descent 
optimization, predictive control, parameter identification. 

I. INTRODUCTION 

ver the last decade, the development of renewable 
energy distributed generation systems (RE-DPGS) has 

attracted substantial interest because of the global energy crisis, 
and grid connected converter system (GCCs) have been widely 
used [1]. The GCCs is a key part of connecting RE-DPGS to 
the power grid, and its robust performance directly affects the 
grid stability, so it is imperative to conduct research on the 
advanced control strategy of the power converter in high 
penetration RE-DPGS [2]. 

To achieve great performance of the GCCs, besides the 
classical linear control strategies [3, 4], a large number of 
nonlinear control methods, e.g. sliding mode control (SMC) [5], 
passivity-based control (PBC) [6], fuzzy control [7], neural 
network control [8-10], 𝐻  robust control [11], and so on, 
have been proposed. As one of the nonlinear control schemes, 
model predictive control (MPC) has also attracted much 
attention in recent years, since the problem of computational 
burden has been preliminary solved by sphere decoding [12-15]. 

Generally, FCS-MPC has several advantages, such as a fast 
dynamic response, simple implementation, and straightforward 
handling of nonlinearities and flexible control objective 
constraints [16]. This enables the simultaneous control of 
various physical variables in the system, such as voltage [17], 
current [18], torque and flux, switching frequency [19], etc. Due 
to the high degree of flexibility in determining the cost function, 
FCS-MPC has been widely used in power electronics [20, 21]. 
However, during normal operation, because of the aging 
phenomena and the temperature increase caused by system 
overload and magnetic coupling, parameters of the filter 
inductance and capacitance may deviate from their nominal 
values, which may lead to the model parameter errors in FCS-
MPC [22]. As a result, the power quality of the grid current may 
substantially deteriorate and the GCCs may malfunction, thus 
endanger the system stability [23-25]. 

In recent years, due to the fast development of MPC in power 
converters, solutions for parameter disturbance have attracted 
substantial interest from many scholars. In [26, 27], the effect 
of parameter mismatch on MPC control has been analyzed. 
Generally, there are two common methods used for parameter 
mismatch in the FC-MPC system.  

(1) Parameter mismatch is seen as a disturbance in the system. 
In [28], an adaptive reference model predictive control is 
proposed for an LC-filter inverter with resistive load, wherein 
the control constructs virtual references generated by a flexibly-
modeled virtual multiple-input-multiple-output (MIMO) 
system to improve the system robustness. In addition, an 
adaptive robust predictive current control is proposed for LCL-
GCCs that exhibits zero steady-state current error, and the error 
correction is achieved by an adaptive strategy that works in 
parallel with the deadbeat algorithm [29]. A more common 
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solution is that the parameter mismatch of L-GCCs is treated as 
a disturbance, and in this solution, the robustness of the control 
system is enhanced by establishing a disturbance estimator to 
compensate for the system disturbance [30, 31]. In [32], a novel 
model-free predictive current control approach without filter 
parameter for L-GCCs is proposed, which only measures the 
input currents and calculates their differences under different 
switching states. Moreover, a model-free method is also used in 
the control of a multilevel converter and PMSM [33, 34]. 

(2) Parameter identification methods are applied in power 
electronics for uncertain parameters. In [35], S. Kwak, U. Moon, 
J. Park, etc. propose an adaptive online parameter identification 
technique which is based on the least-square-estimation (LSE) 
method for L-type active front ends to overcome model 
mismatch and parameter uncertainties. In [36], an online 
inductance estimation method is proposed for the virtual-flux 
based direct power control (DPC) of an AC/DC converter. In 
[37], a real-time identification method for the LCL-filter in 
GCCs is presented, which is realized by a recursive estimation 
algorithm. In addition, qualitative observers have established 
practical guidelines for adjusting the modeled inductance to 
reduce the possible mismatches [38, 39]. 

Currently, the LCL-filter has been widely used in GCCs due 
to its better filtering effect and smaller size. However, the 
existing research on parameter identification is mostly based on 
L-type GCCs, which are substantially simpler. For multiple 
parameter estimation, such as three-phase LCL-GCCs, there are 
totally nine filter parameters to be estimated. However, not 
many studies have been found examining multiple parameter 
estimation in one system. In addition, fast and high accuracy 
filter parameter estimation needs to be fully investigated for 
FCS-MPC controlled LCL-GCCs. Motivated by the unsolved 
issues, in this paper, an RMSprop-GDO gradient descent 
method is used to solve the model parameter uncertainness, 
which is particularly suitable for solving the unconstrained 
optimization problem. In summary, the main contributions of 
this paper are: 

1) Analysis of the prediction error due to the model 
parameter uncertainties is proposed. The results indicate that 
the prediction errors are mainly influenced by variations in filter 
parameters, the grid voltage, and the inverter voltage. The 
prediction error is more serious when the actual value is smaller 
than the modeled one. 

2) To achieve fast and high accuracy parameter estimation, a 
variable learning rate naming RMSprop-GDO is proposed. 
Thus, the model parameters used in FCS-MPC are estimated 
and updated periodically. In this way, the parameter 
mismatches can be solved and power quality of the grid current 
is enhanced. 

This paper is arranged as follows. Section II describes the 
prediction model and FCS-MPC control of the three-phase 
LCL-GCCs. Section III analyzes the prediction errors of the 
state variables due to the mismatched model parameters. 
Section IV firstly presents the parameter identification method 
with the RMSprop-GDO. Then, the online filter parameter 
identification with the variable iteration step is described. 
Furtherly, the block diagram and implementation flowchart of 
the proposed method are elaborated. Finally, stability analysis 

of the LCL-GCCs with RMSprop-GDO based FCS-MPC are 
performed. To confirm the effectiveness of the proposed 
method, Section V presents the experimental verification 
results. The concluding remarks and future suggestions are 
presented in Section VI. 

II. SYSTEM MODEL AND FCS-MPC CONTROL 

In this section, the topology and modeling of the LCL-GCCs 
are described at first. Then, the FCS-MPC control method is 
discussed. 

A. Topology of the Three-phase LCL-GCCs 

Fig. 1(a) depicts the system analyzed in this study. It consists 
of a three-phase VSC (voltage-source-converter) connected to 
the grid through an LCL filter, which is equivalent to three 
parallel connected single-phase system (as shown in Fig.1 (b)). 
The control algorithm is calculated in a digital signal processor 
(DSP) in 𝛼𝛽 stationary-frame since all three-phase quantities 
in the natural reference frame were changed to this basis. In Fig. 
1, 𝑉  is the DC-link voltage;  𝑣 , 𝑣 , and 𝑣  are the 
converter-side voltages; 𝑣 , 𝑣 , and  𝑣  are the filter 
capacitor voltages; 𝑣 , 𝑣 , and 𝑣  are the grid voltages; 𝑖 , 
𝑖 , and 𝑖  are the converter-side currents; 𝑖 , 𝑖 , and 𝑖  
are the grid currents; 𝐿  and 𝐿  are the converter and grid side 
filter inductances; 𝑅  is the parasitic resistance of 𝐿 ; 𝑅  is 
the parasitic resistance of 𝐿 ; 𝐶  is the filter capacitance; and 
𝑅  is the passive damping resistor. 

  

   
(a) 

  
(b) 

Fig. 1.Topology of a three-phase two-level LCL-GCCs. (a) Three-phase model. 
(b) per-phase model of the three-phase converter. 

Assuming the switching components of the system are ideal, 
at any given instance, each phase of the three-phase system may 
only contain one of two possible switching states in the finite 
control set as 

𝑺𝒂𝒃𝒄 = [𝑠 , 𝑠 , 𝑠 ]               (1)              
where 𝑠 , 𝑠 , 𝑠 ∈ (−1,1);  “ 𝑠 = 1 ” means that the upper-
bridge power transistor is in the ON state and the lower-bridge 
power transistors are in the OFF state. “𝑠 = −1” means that the 
lower-bridge switches are ON and the upper bridge switches are 
OFF. The relationship between switching state 𝑺𝒂𝒃𝒄  and 
inverter voltage 𝒗 (𝑘) is shown as. 

𝒗 = 𝑺𝒂𝒃𝒄                 (2) 
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B. Discrete Model 

To get the discrete-time state-space model of the GCCs, the 
state variable of the system 𝒙(𝑡) in (3) is defined as 𝒙(𝑡) =
[𝒊𝟏(𝑡), 𝒊𝟐(𝑡), 𝒗𝒄(𝑡)] , where 𝒊𝟏, 𝒊𝟐 and 𝒗𝒄 are the vectors for 
three-phase converter-side current, grid-side current, capacitor 
voltage, respectively. 𝒗𝒊𝒏𝒗 and 𝒗𝒈 

are converter voltage, and 

grid voltage, respectively, which are defined as 

⎩
⎪
⎨

⎪
⎧

𝒊𝟏(𝑡) = [𝑖 , 𝑖 , 𝑖 ]

𝒊𝟐(𝑡) = [𝑖 , 𝑖 , 𝑖 ]

𝒗𝒄(𝑡) = [𝑣 , 𝑣 , 𝑣 ]

𝒗𝒈(𝑡) = 𝑣 , 𝑣 , 𝑣

𝒗𝒊𝒏𝒗(𝑡) = [𝑣 , 𝑣 , 𝑣 ]

             (3) 

According to Kirchhoff’s law, the circuit equation for 𝑳𝟏 , 
𝑳𝟐, 𝑪𝒇, 𝑹𝟏, 𝑹𝟐, and 𝑹𝑪 can be derived as:  

 

⎩
⎪
⎨

⎪
⎧𝑳𝟏

𝒊𝟏 + 𝑹𝑪𝑪𝒇
𝒗𝐜 = −𝒊𝟏𝑹𝟏 − 𝒗𝒄 + 𝒗𝒊𝒏𝒗

𝑳𝟐
𝒊𝟐 − 𝑹𝑪𝑪𝒇

𝒗𝐜 = −𝒊𝟐𝑹𝟐 + 𝒗𝒄 − 𝒗𝒈

𝑪𝒇
𝒗𝒄 = 𝒊𝟏 − 𝒊𝟐

   (4) 

where 𝑳𝟏 = 𝐿 𝑰 × , 𝑳𝟐 = 𝐿 𝑰 × , 𝑪𝒇 = 𝐶 𝑰 × , 𝑹𝟏 =

𝑅 𝑰 ×  ,  𝑹𝟐 = 𝑅 𝑰 ×  , 𝑹𝑪 = 𝑅 𝑰 ×  and 𝑰 ×  is the 𝑖 -th 
order unit matrix. 
 The continuous-time state-space model in (4) can be 
simplified as 

    
𝜶

𝒙( )
= 𝜷𝒙(𝑡) + 𝜸𝒖(𝑡) + 𝜹𝒗 (𝑡)

𝒚(𝑡) = 𝝀𝒙(𝑡)
      (5) 

where 𝒖 = [𝑇  𝑇  𝑇  ]𝑻 ,  𝜶 ,  𝜷 , 𝜸  and 𝜹  are all constant 
matrixes. 𝑇 , 𝑇  and 𝑇  are the duty-ratio of the upper three-
legs, respectively. Assume 𝑶 ×  is the empty matrix with 𝑖-
row and 𝑗 -column. Therefore, 𝜶 ,  𝜷 , 𝜸 , and 𝜹  can be 
expressed as 

𝜶 =

𝑳𝟏 𝑶 × 𝑹𝑪𝑪𝒇

𝑶 × 𝑳𝟐 −𝑹𝑪𝑪𝒇

𝑶 × 𝑶 × 𝑪𝒇

, 𝜷 =
−𝑹𝟏 𝑶 × −𝑰 ×

𝑶 × −𝑹𝟐 𝑰 ×

𝑰 × −𝑰 × 𝑶 ×

, 

𝜸 = 𝑰 ×   𝑶 ×

𝑻

, 𝜹 = (𝑶 ×   −𝑰 ×   𝑶 × )𝑻. 

Equation (5) can be changed into the standard form of a state-
space equation given as 

           
𝒙( )

= 𝑭𝒙(𝑡) + 𝑮𝒖(𝑡) + 𝑷𝒗 (𝑡)

𝒚(𝑡) = 𝝀𝒙(𝑡)
       (6) 

where 𝑭, 𝑮 and 𝑷 are the parameter matrixes of the circuit, 
𝑭 = 𝜶 𝟏 × 𝜷 , 𝑮 = 𝜶 𝟏𝜸, 𝑷 = 𝜶 𝟏𝜹 . 𝒚(𝑡)  is the weight 
redistribution of the state variable 𝒙(𝑡) , 𝝀 =
[𝜆 𝑰 × 𝜆 𝑰 × ] is the weight factor vector for the inverter-
side current 𝒊𝟏 and the grid current 𝒊𝟐 . Then 𝒚 =
[𝜆 𝒊𝟏 𝜆 𝒊𝟐  ]𝑻 . 

By using Du Hamel integral formula [40] to discretize (6), 
the discretized-time state-space equation can be obtained as 

  
𝒙(𝑘 + 1) = 𝑨𝒙(𝑘) + 𝑩𝒖(𝑘) + 𝑻𝒗 (𝑘)

𝒚(𝑘) = 𝝀𝒙(𝑘)
       (7) 

where 𝑨 = 𝑒𝑭  , 𝑩 = −𝑭 (𝑰 × − 𝑨)𝑮, 𝑻 = −𝑭 (𝑰 × −
𝑨)𝑷.  However, Equation (7) cannot accurately describe the 
system for two reasons: first, there are sampling errors during 
the discretization; secondly, the filter parameters 𝐿 , 𝐿 , and 
𝐶  in 𝑨, 𝑩, and 𝑻  may deviate from their nominal values, 
which may lead to parameter mismatch and degrade the 
performance of FCS-MPC control of the GCCs. 

To simplify the calculation and avoid the coupling between 
active and reactive current components, the three-phase state-
space equation in (7) are transformed into αβ-coordinates, thus 
the state-space equation (7) under αβ-frame is written as 

  
𝒙 (𝑘 + 1) = 𝑨 𝒙 (𝑘) + 𝑩 𝒖(𝑘) + 𝑻 𝒗 (𝑘)

𝒚 (𝑘) = 𝝀 𝒙 (𝑘)
  (8) 

where 𝒙 , 𝑨 , 𝑩 , 𝑻 , 𝒗 , 𝒚  and 𝝀  are the 
matrix of 𝒙 , 𝑨 , 𝑩 , 𝑻 , 𝒗 , 𝒚  and 𝝀  in (7) under αβ -
coordinates. The discrete-model of (8) is implemented in FCS-
MPC controller. 

C. FCS-MPC Control of the LCL-GCCs 

The FCS-MPC uses the discrete nature of the power 
electronic converters to reduce the computational burden of the 
MPC algorithm [41]. The converter has a finite number of 
switching states, so the optimization problem is solved only for 
this set of operation points. The discrete model of the three-
phase LCL-GCCs, presented in (8), is used to predict the output 
variables for the next sampling instant 𝒚 (𝑘+1). In this paper, 
the LCL-GCCs is constituted by a three-phase two-level VSC 
with an LCL-filter, which is commonly used in distributed 
generation system. Nevertheless, one of the major advantages 
of the FCS-MPC is its capability to easily extend the concepts 
presented here for use in three-phase or multi-phase inverters. 

The goal of GCCs control is to ensure that the power 
converter provides high power quality of the grid current 
integration with the grid. Meanwhile, the power consumption 
generated due to the switching frequency of the power 
transistors should be kept to the minimum. To avoid over 
current protection of the relays on converter-side of the GCCs 
and improve the transient response of the grid current, both 
converter-side and grid-side current are controlled, the 
converter-side current reference is calculated by the grid current 
reference and capacitor voltage [42]. In steady-state, the grid-
side current should have only small tracking errors and minor 
harmonic distortion. The dynamic response of the grid current 
such as overshoot, fast time-response, and switching losses 
should also be guaranteed. Considering the multi-object 
optimization issues, the cost function (CF) 𝒈 is designed as 

𝒈 = 𝝀 𝒊 (𝑘 + 1) − 𝒊 (𝑘 + 1) +

            𝝀 𝒊 (𝑘 + 1) − 𝒊 (𝑘 + 1) + 𝜆 ‖𝑺 (𝑘) −

              𝑺 (𝑘 − 1)‖                              (9) 

where ‖ ∙ ‖ stands for the Euclidean 2-norms of the vector, 
𝜆  is the weight factor for minimizing the switching loss, 
𝒊  and 𝒊  are the reference vector. 𝒊  and 𝒊  
are the predicted component under 𝛼𝛽 -coordinates, 
respectively. 𝝀 = [𝜆 𝜆 ] is the weight factor vector 
for converter-side and grid-side current. The converter switch 
state 𝑺  corresponding to the minimum objective function is 
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defined as the optimal value, and the switching vector 
corresponding to the minimal 𝒈  is the optimal switching 
vector, which directly acts on the inverter switching devices as 
the control signal.  

In practice, due to two reasons that converter-side current 
needs are considered. Firstly, it is needed to consider the over-
current protection of the system when the over-load occurs. 
Without limiting the converter-side current, the GCCs may 
break down whenever an overcurrent fault occurs. This is 
because the converter-side current has faster response time than 
that of the grid current in case of an overcurrent fault. The over-
current may endanger the reliability of the system. Seriously, 
the LCL-GCCs may break down. Secondly, theoretically 
speaking, the dynamic response of the grid current can be 
improved by the converter-side current. Thereby, both 
converter-side and grid-side current control are considered in 
CF. Thus, 𝜆 = 𝜆 = 1  in (9) are applied to the cost 
function [43, 44].  𝜆  is the only weigh factor tuned in 
experiment to achieve a compromise between the power quality 
of the grid current and the switching losses. 

III. PREDICTION ERROR ANALYSIS DUE TO FILTER 

PARAMETER VARIATIONS 

A. Prediction Error Equation Due to Model Parameter 
Mismatch 

Model parameter mismatch will affect the predicted value 
and lead to prediction error. Previous research has shown that 
resistance mismatch of the filter will influence the steady-state 
error in the grid current prediction [27, 45]. However, the 
inductance and capacitance mismatches will impact both the 
steady-state and transient response of the grid current [46]. 
Therefore, this paper focuses on variations in the filter 
inductance and the capacitance. 

To analyze the variations of filter parameters on the impact 
of the prediction errors in 𝑎𝑏𝑐 -coordinates and separate the 
variable parameters from the constants, defining the diagonal 
matrix 𝑳 as 

𝑳 =

𝑇 𝑳𝟏⁄ 0 0

0 𝑇 𝑳𝟐⁄ 0

0 0 𝑇 𝑪𝒇⁄
            (10) 

 𝑳 should be a diagonal matrix so that the discrete-time state 
space equation of (7) and (11) are equal. In addition, the 
variable parameter matrix 𝑳𝟏, 𝑳𝟐 and 𝑪𝒇 are separated from 
the constant matrix 𝑭 . Then, by forward Euler method, the 
predictive equation (11) can be derived as  

𝒙est(𝑘 + 1) = (𝑰 + 𝑳𝑭′)𝒙(𝑘) + 𝑳𝑮′𝒗𝒊𝒏𝒗(𝑘) + 𝑳𝑷′𝒗 (𝑘) (11)                                                                          

where 𝒙est(𝑘 + 1) is the state variable at instant 𝑘 + 1, 𝑭′ =
𝑳 𝑭𝑇 , 𝑮′ = 𝑳 𝑮𝑇 , and 𝑷′ = 𝑳 𝑷𝑇 , which are given as 

𝑭 =

−(𝑹𝑐 + 𝑹1) 𝑹𝑐 −𝑰 ×

𝑹𝑐 −(𝑹𝑐 + 𝑹2) 𝑰 ×

𝑰 × −𝑰 × 𝑶 ×

 

  𝑮 = [𝑰 × 𝑶 × 𝑶 × ] , 𝑷 = [𝑶 × −𝑰 × 𝑶 × ]  

For the parameter uncertainties in the LCL-filter, the 
variations in the resistances 𝑹 , 𝑹 , and 𝑹  have little 

influence in prediction error compared to the inductance and 
capacitance. Thus, only the variations of the inductances ∆𝑳  
and ∆𝑳  and the capacitance ∆𝑪𝒇 are considered. Assuming 
the changes in the diagonal parameter matrix 𝑳′ are given as 

𝑳′ =

⎣
⎢
⎢
⎢
⎡(𝑳 ∆𝑳 )

𝑶 × 𝑶 ×

𝑶 × (𝑳 ∆𝑳 )
𝑶 ×

𝑶 × 𝑶 × (𝑪 ∆𝑪 )⎦
⎥
⎥
⎥
⎤

          (12)                    

Then, the prediction equation under parameter mismatch can 
be written as 

𝒙′
est(𝑘 + 1) = (𝑰 + 𝑳′ 𝑭′ )𝒙(𝑘) + 𝑳′𝑮′ 𝒗 (𝑘) + 𝑳′𝑷′ 𝒗 (𝑘) 

(13) 
where 𝒙′

est(𝑘 + 1) is the state variables with mismatched 
parameters at time instant 𝑘 + 1. Thus, the prediction error 𝚫𝒙 
at instant 𝑘 + 1 can be written as 

𝚫𝒙(𝑘 + 1) = 𝒙′
est(𝑘+1) − 𝒙est(𝑘+1) 

     = (𝑳′ − 𝑳)(𝑭′𝒙(𝑘) + 𝑮′𝒗 (𝑘) + 𝑷′𝒗 (𝑘))    (14) 

Equation (14) indicates that, for the given grid and converter 
side voltages, the prediction errors of the state variable are 
influenced by the deviations in the filter parameter. 

B. Effects of Model Uncertainty 

From Fig. 1, according to Kirchhoff’s law, to simplify the 
analysis, taking phase-a of the three-phase system as an 
example, the variables and filter parameters in this subsection 
and Section IV are defined and used for phase-a. Compared 
with the impedance of 𝐿  and 𝐿 , the resistance of 𝑅  and 
𝑅  are very small, which can be ignored. The gird current 
𝑖 (𝑠) can be derived as: 

 𝑖 (𝑠) =
( ) ( )

𝑣  −

                
( ) ( )

𝑣              (15) 

Assuming 𝐿 , 𝐿  and 𝐶  are the nominal values of the 
LCL-filter. Δ𝐿 , Δ𝐿  and Δ𝐶  are the parameter deviations of 
the LCL-filter. Thus,  𝐿 = 𝐿 + Δ𝐿 , 𝐿 = 𝐿 + Δ𝐿 , 𝐶 =

𝐶 + Δ𝐶 . The deviation of 𝑖 (𝑠) can be derived as 

∆𝑖 (𝑠) = 𝑖 (𝑠) − 𝑖 (𝑠) =
1

𝐷1(𝑠)
−

1

𝐷0(𝑠)
((𝑠𝑅𝑐 + 1)𝑣𝑖𝑛𝑣 −

𝑣𝑔)+ 
𝐶𝑓

( )
                          (16) 

where 𝐷 (𝑠), 𝐷 (𝑠) and ∆𝐷(𝑠) are the denominators of 
(15) with the nominal value, with the mismatched value, and 
the difference of 𝐷 (𝑠)  and 𝐷 (𝑠) , respectively, which is 
given as 
𝐷 (𝑠) = 𝑠 𝐿 𝐿 𝐶 + 𝑠 (𝐿 +𝐿 )𝐶 𝑅 + 𝑠(𝐿 + 𝐿 )  
𝐷 (𝑠) = 𝑠 𝐿 𝐿 𝐶 + 𝑠 (𝐿 +𝐿 )𝐶 𝑅 + 𝑠(𝐿 + 𝐿 )   
∆𝐷(𝑠) = 𝐷 (𝑠) − 𝐷 (𝑠) ≈ 𝑠 𝐿 𝐶 Δ𝐿 + 𝐿 𝐶 Δ𝐿 +

𝐿 𝐿 Δ𝐶 + 𝑠 (Δ𝐿 + Δ𝐿 )𝐶 + (𝐿 + 𝐿 )Δ𝐶 𝑅 +

𝑠(Δ𝐿 + Δ𝐿 ).  

  Thus, the ratio between ∆𝑖 (𝑠) and 𝑖 (𝑠) can be derived 
as 
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∆ ( )

( )
=

∆ ( ) ( )

( ( ) ∆ ( ))( )
=

∆ ( )

( )

∆ ( )

( )

 

(17) 
Where ∆𝐷(𝑠)/𝐷 (𝑠) can be derived as 

∆ ( )

( )
=

( ) ( )
∙

( )
∙

( ) ( )
∙

   

Hence, the prediction error of 𝑖 (𝑠) can be given by (17). 
With the filter parameters in given Table I, Fig. 2 shows the 
magnitude of the grid current prediction errors ∆𝑖 (𝑠)/𝑖 (𝑠) 
with uncertainty parameters. The mismatches of 𝐿 , 𝐿  and 𝐶  
are analyzed with the uncertainties 𝐾 varying between -20% 
and 20% of their nominal value. At 50 Hz, ∆𝑖 (𝑠)/𝑖 (𝑠) is 
0.249 with negative deviation coefficient 𝑘 = −0.2 compared 
to 0.166 with positive deviation coefficient 𝑘 = 0.2, indicating 
that the prediction error is more serious when the actual filter 
parameters are smaller than the modeled one. Meanwhile, the 
prediction errors are also influenced by the inverter-side and 
grid voltage. If the LCL-filter parameters can be observed with 
high accuracy, the modeling errors in MPC can be reduced. 
Thus, the tracking errors of the grid current with FCS-MPC 
controller can be minimized. 

  
Fig. 2. Prediction errors of the grid current influenced by filter parameter 
mismatches.  

IV. PARAMETER IDENTIFICATION REALIZATION AND 

STABILITY ANALYSIS  

A. Realization of GDO 

Assuming 𝒙est(𝑘) is the estimated value at instant 𝑘 − 1, 
and because of the parameter mismatch, there must be some 
errors between 𝒙est(𝑘)  and 𝒙(𝑘) . The error vector 𝑬(𝑘) 
between the sampled and estimated values at instant 𝑘  is 
defined as 

𝑬(𝑘)=𝒙(𝑘) − 𝒙est(𝑘)             (18) 

Ignoring the error caused by discretization, the error vector 
𝑬(𝑘) is generated due to the variation of parameter matrix ∆𝑳. 
By calculating ∆𝑳  at each sampling time via adaptive 
algorithm, the parameter matrix can approach the actual value. 
The block diagram of the adaptive parameter identification 
based on GDO is shown in Fig. 3. 

  
Fig. 3. Parameter identification with GDO method. 

The adaptive algorithm in Fig. 3 adopts GDO, meaning that 
it descends in the opposite direction for the gradient of the 
objective function and finds the corresponding parameter 
matrix L when searching the minimum value of the objective 
function. 

The objective function is defined as: 

𝑱𝒅 = 1/2𝑬 (𝑘)𝑬(𝑘)             (19) 

The minimum 𝐽  can be found by calculating the gradient 
of the objective function 𝑱𝒅 along with the parameter matrix L 
direction, that is, finding the minimum 𝑬(𝑘) . If 𝑬(𝑘)  is 
minimal, the change in the parameter matrix 𝑳 is close to 0, 
and the updated parameters are consistent with the real values. 

The gradient matrix of 𝑱𝒅 along with the variable matrix L 
is defined as follows 

𝝏𝑱𝒅

𝝏𝑳
=

⎣
⎢
⎢
⎢
⎡

⎦
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡ 0 0

0 0

0 0 ⎦
⎥
⎥
⎥
⎤

   (20) 

where 𝑱 = 1/2𝑬 (𝑘)𝑬(𝑘) = 1/2(𝑒 +𝑒 +𝑒 ) , 𝑒 =
∆𝑖 , 𝑒 = ∆𝑖  and 𝑒 = ∆𝑣 , which are the errors of the 
filter parameters. Considering that all other elements except for 
the diagonal elements of the gradient matrix 𝜕𝑱 /𝜕𝑳 are zero, 
then, the gradient of 𝑱  along with 𝑳 are given as 

= =𝑒 1
1     = =𝑒  

= =𝑒   

Therefore, equation (20) can be rearranged as 

𝑱

𝑳
=

𝑒 1

𝑒 2

𝑒

1 = 𝑬(𝑘)
𝑬( )

𝑳
  

where 

 𝜕𝑬(𝑘)/𝜕𝑳 = − 𝑨′𝒙(𝑘 − 1) + 𝑩′𝒗𝒊𝒏𝒗(𝑘 − 1) + 𝑻′𝒗 (𝑘 − 1)  

Thus, the gradient matrix of the objective function 𝑱  along 
L can be expressed as 

𝑮𝑳(𝑘) = 𝜕𝑱 /𝜕𝑳 = −𝑬(𝑘)
𝜕𝑬(𝑘)

𝜕𝑳
 

= −𝑬(𝑘) 𝑨′𝒙(𝑘 − 1) + 𝑩′𝒗(𝑘 − 1) + 𝑻′𝒗 (𝑘 − 1) (21) 

The diagonal element of the gradient matrix 𝑮  is the 
variation in the parameter matrix 𝑳, and the values of the off-
diagonal elements are meaningless. When the gradient descent 

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on March 19,2021 at 08:52:57 UTC from IEEE Xplore.  Restrictions apply. 



0278-0046 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIE.2021.3063867, IEEE
Transactions on Industrial Electronics

IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS 

 
is carried out and ∆𝑳 is selected as the iterative matrix, the rest 
elements of ∆𝑳 are 0. ∆𝑳 can be written as 

∆𝑳 =

𝐺 0 0
0 𝐺 0
0 0 𝐺

           (22) 

The parameter matrix L at instant 𝑘 is 

𝑳(𝑘) = 𝑳(𝑘 − 1) − 𝛬Δ𝑳(𝑘)        (23) 

where Λ is the iteration step length matrix of L, defined as 

𝛬 =

𝜂 0 0
0 𝜂 0
0 0 𝜂

  

where 𝜂 , 𝜂 , and 𝜂  are the learning rates of the three 
elements corresponding to the parameter matrix L, respectively.  

After setting the learning rate, the parameter matrix L will 
gradually approach its actual value. Thus, the observed results 
of the three parameters (𝐿 , 𝐿 , and 𝐶 ) at instant 𝑘 can be 
obtained as  

𝐿 (𝑘) = 𝑇 𝐿 (𝑘)⁄

𝐿 (𝑘) = 𝑇 𝐿 (𝑘)⁄

𝐶 (𝑘) = 𝑇 𝐿 (𝑘)⁄
             (24) 

It is needed to note that the proposed GDO method is also 
applicable under weak grid conditions, this is because when the 
grid impedance changes, the grid voltage and current at the 
point of common coupling (PCC) will vary accordingly, 
thereby parameter identification results of the proposed method 
will not be influenced. 

B. RMSprop-GDO for Learning Rate Improvement 

From the analysis of the iteration step-size in Section A, 
learning rate is an important parameter in the gradient descent 
algorithm. When it is very small, the filter parameter 
identification time will last long time, but when it is too large, 
it leads to the training oscillation and may diverge. An ideal 
gradient descent algorithm should satisfy two requirements: fast 
convergence speed and global convergence. In this paper, the 
RMSprop-based variable learning rate is used, which mainly 
solves the rapid attenuation problem of the learning rate. 
Similar to the momentum idea, the introduction of a hyper 
parameter in the accumulation of gradient square term 
attenuation is given as  

𝑠 ← γ ∙ 𝑠 + (1 − γ) ∙ 𝛻𝑱(𝑳)⨀𝛻𝑱(𝑳)

𝑳 ← 𝑳 −
√

⨀𝛻𝑱(𝑳)
       (25) 

where 𝑠 is the exponential weighted moving average of the 
gradient square, 𝛾 is generally chosen as 0.9. In addition, 𝑠 is 
more stable at this moment, which reduces the explosion 
situation, so it helps to avoid the fast decline problem in the 
learning rate. 𝜀  is very small as to prevent a zero in the 
denominator of (25), here 𝜀 is set to 0.001.  

C. FCS-MPC Control of the LCL-GCCs with RMSprop-
GDO Method 

The block diagram and implementation of the FCS-MPC 
controlled LCL-GCCs with RMSprop-GDO method is shown 
in Fig. 4, which includes the blocks named as: cost function 
calculation and optimal control sequence selection, GDO based 
parameter identification method, learning rate improvement 
based on RMSprop method, reference current calculation and 
FCS-MPC controller. 

 
Fig. 4. Block diagram of the FCS-MPC controlled LCL-GCCs with the 
proposed RMSprop-GDO method. 

  To reduce the voltage and current sensors in Fig.3, the 
sampling for 𝑣  and 𝑖  can be avoided, which can be 
indirectly concluded by other variables. The expressions for 𝑣  
and 𝑖  can be concluded by 𝑣 , 𝑖  and 𝑇 , which is given by 
(26). With the help of Fig.3, the filter parameters (𝐿 , 𝐿  
and 𝐶 ) can be estimated by RMSprop-GDO method. Thus, 
the filter parameters in FCS-MPC control and (26) can be 
periodically updated by the estimated results given by 

𝐿 (𝑘 + 1) = 𝐿 (𝑘), 𝐿 (𝑘 + 1) = 𝐿 (𝑘)        
𝐶 (𝑘 + 1) = 𝐶 (𝑘)                 (27) 

Fig.5 shows the implementation flowchart of Fig.4. There are 
mainly two interrupt service routine, one is used for the normal 
FCS-MPC control, the other is applied for the parameter 
identification and updating. 

𝑖 (𝑘) =
( ) ( )

( ) ( ) ( )
𝑖 (k-1) +

( )

( ) ( ) ( )
𝑖 (𝑘) +

( )

( ) ( ) ( )
(0.5𝑉 𝑆 (𝑘) − 𝑣c(𝑘))

𝑣 (𝑘) =
( )

( )
𝑖 (k-1) +

( )

( )
𝑣 (k-1) +

( )

( )
𝑖 (𝑘) +

( )
𝑣 (𝑘)

  (26) 

Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on March 19,2021 at 08:52:57 UTC from IEEE Xplore.  Restrictions apply. 



0278-0046 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIE.2021.3063867, IEEE
Transactions on Industrial Electronics

IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS 

 

  
Fig. 5. Implementation flow chart of the proposed RMSprop-GDO method. 

For the normal FCS-MPC interrupt service routine, firstly, 
the parameters of the FCS-MPC controller are initialized. 
Secondly, the three-phase voltage and current sampling signals 
e.g., 𝒊  and 𝒗  are transmitted to the microprocessor. To 
avoid the coupling between active and reactive current 
components in dq-coordinate, alpha-beta transformation is 
applied. Thereby, the sampled results under the αβ-frame are 
obtained and served as the inputs of the prediction model in (8). 
This traverses all switching states to obtain the predicted state 
variables of 𝒊 , and 𝒊  at instant 𝑘 + 1, respectively. Finally, 
the predicted and reference results are input to the cost function 
defined in (9), and the optimal switching sequence 
corresponding to the predicted value that minimizes the cost 
function is selected and directly acts on the LCL-GCCs as the 
control signals.  

For the parameter identification and updating interrupt 
service routine, the filter parameter identification results are 
obtained by the RMSprop-GDO in (24), which periodically 
updates the filter parameters in the prediction model and the 
reference model. It is needed to note that LCL filter parameters 
are not changing very fast, it is unnecessary to update the model 
parameters in FCS-MPC controller at each control cycle. To 
solve this issue, in practice, the interrupt routine of parameter 
identification method with the proposed method should are set 
to be slower than the main predictive control loop. The 
parameter identification interrupt routine is executed only once 
when the FCS-MPC control program is executed four times.  

D. Stability Analysis 

The general description of the state-space mode considering 
model uncertainness is given as 

𝒙(𝑘 + 1) = 𝑨𝒙(𝑘) + 𝑩𝒖(𝑘) + 𝑻𝒅(𝑘)

𝐲𝒄(𝑘) = 𝝀𝒄𝒙(𝑘)
    (28)                         

where 𝒙(𝑘) ∈ ℝ  is the state variable, 𝒖(𝑘) ∈ ℝ  is the 
input control variable, 𝒚𝒄(𝑘) ∈ ℝ  is the output control 
variable. 𝒅(𝑘) is the disturbance. Note that here grid voltage 
is seen as the disturbance. 

To reduce the steady-state error, the system of (28) is rewritten 
as an increment model given by 

∆𝒙(𝑘 + 1) = 𝐀∆𝒙(𝑘) + 𝑩∆𝒖(𝑘) + 𝑻∆𝒅(𝑘)    (29) 

Where ∆𝑥(𝑘) = 𝑥(𝑘) − 𝑥(𝑘 − 1) , ∆𝑢(𝑘) = 𝑢(𝑘) − 𝑢(𝑘 −
1), ∆𝑑(𝑘) = 𝑑(𝑘) − 𝑑(𝑘 − 1). 

Since the prediction error of the system at instant 𝑘 + 1 can 
be given as 

  𝑬 (𝑘 + 1|𝑘) = 𝑹(𝑘 + 1) − 𝒀(𝑘 + 1)                
= 𝑹(𝑘 + 1) − 𝑺 ∆𝑥(𝑘) − ℸ𝐲𝒄(𝑘) − 𝑺𝒅∆𝑑(𝑘) − 𝑺𝒖∆𝒖(𝑘)    

(30) 
where 
𝑺 = [𝝀𝑨 𝝀𝑨  𝝀𝑨 …  𝝀𝑨 ]   

ℸ = [𝑰 ×   𝑰 ×  … 𝑰 ×  ]   

𝑺𝒅 =

𝝀𝑩 𝟎 ⋯ 𝟎
𝝀𝑨𝑩 𝝀𝑩 ⋯ 𝟎

⋮ ⋮ ⋱ ⋮
𝝀𝑨 𝑩 𝝀𝑨 𝑩 ⋯ 𝝀𝑩

  

𝑺𝒖 =

𝝀𝑻 𝟎 ⋯ 𝟎
𝝀𝑨𝑻 𝝀𝑻 ⋯ 𝟎

⋮ ⋮ ⋱ ⋮
𝝀𝑨 𝑻 𝝀𝑨 𝑻 ⋯ 𝝀𝑻

  

According to the operation principle of MPC, Only the first 
element of the open-loop optimal control sequence will act on 
the system, namely 

∆𝒖 = [𝑰 ×  𝟎 ⋯ 𝟎]∆𝑼∗(𝑘)        (31) 

Where ∆𝑼∗ is the optimal control sequence given as 

 ∆𝑼∗(𝑘) = (𝑆 Γ Γ 𝑆 + Γ Γ ) 𝑆 Γ 𝑬 (𝑘 + 1|𝑘)  (32) 

Defining the control gain 𝑲  of the prediction controller as 

𝑲 = [𝑰 ×  𝟎 ⋯ 𝟎] × (𝑆 Γ Γ 𝑆 +

Γ Γ ) 𝑆 Γ 𝑬 (𝑘 + 1|𝑘)                         (33) 

Thus, ∆𝒖(𝑘) can be derived by (32) and (33) as 

∆𝒖(𝑘) = 𝑲 𝑬 (𝑘 + 1|𝑘)  
= 𝑲 (𝑹(𝑘 + 1) − 𝑺 ∆𝒙(𝑘) − ℸ𝝀𝒄𝒙(𝑘)  − 𝑺𝒅∆𝒅(𝑘)    

=𝑲 𝑹(𝑘 + 1) − 𝑲 (𝑺𝒙 + ℸ𝝀𝒄)∆𝒙(𝑘) −

𝑲 ℸ𝝀 𝑥(𝑘 − 1) − 𝑲  𝑺 ∆𝑑(𝑘)                 (34) 
Thus, the closed-loop system can be written as 

∆𝒙(𝑘 + 1) = 𝑨 − 𝑩𝑲𝒎𝒑𝒄(𝑺 + ℸ𝝀 ) ∆𝒙(𝑘) +

 𝑩𝑲 𝑹(𝑘 + 1)+(𝑻 − 𝑩𝐾 𝑆 ) ∆𝒅(𝑘) − 
𝑩𝐾 ℸ𝝀 𝒙(𝑘 − 1)                              (35) 

Obviously, when all the characteristic roots of the matrix 
𝑨 − 𝑩𝑲 (𝑺𝒙 + ℸ𝝀𝒄)  are located with the unit circle, the 
closed-loop control system would be stable. For LCL-
GCCs,  𝑲  is the optimal switching sequence that can 
minimize the cost function, which can guarantee 𝑨 −

𝑩𝑲 (𝑺𝒙 + ℸ𝝀𝒄) < 1. 

V. EXPERIMENT RESULTS  

A. Hardware Setup  

To validate the correctness of the proposed method in utility, 
a hardware prototype of a 10-kVA three-phase two-level LCL-
GCCs is setup in the laboratory. Fig.6 shows the hardware 
configurations. Table II shows the experimental parameters. 
Three groups of the LCL-filter parameters are shown in Table 
III. The control scheme is implemented with a 32-bit float-point 
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digital-signal-processor (DSP) TMS320F28335 from Texas 
Instruments, which has been widely used for complicated 
mathematics calculations and control algorithm 
implementation. The power converter is composed of six power 
transistors with the IMZ120R045M1 from Infineon company. 
All the power MOSFETs are driven by the isolation driver 
1ED20I12FA2. Six Hall current sensors (HCS-LTS-06A) are 
used for inverter-side and grid-side current measurements.  

For grid and filter capacitor voltage sampling, a high 
precision series voltage divider and a full differential isolation 
amplifier ACPL-C790 with 0.5% high gain accuracy, 0.05% 
excellent linearity, and 200-kHz wide-bandwidth are used. 
Since the output voltage ranges from – 1.5  to 1.5 V , a 
forward-bias voltage circuit with a single-supply and rail-to-rail 
operational amplifier OPA4340 is used to convert – 1.5~1.5 V 
into 0~3 V. This allows the system to connect with the ADC 
port of the microprocessor.  

In program design for the microprocessor 
(TMS320F28335), the interrupt routine for normal FCS-MPC 
control of the LCL-GCCs takes about 20 μs, considering that 
the filter parameter does not change so rapidly comparing with 
the converter-side and grid-side currents, thus the parameter 
estimation interrupt routine for RMSprop-GDO method is 
given by 100 μs. The modeling parameters in FCS-MPC are 
periodically updated by the identified results from RMSprop-
GDO interrupt routine. 

The learning rates are initialized as η1 = 5∙10-5, η2 = 5∙10-5, 
and η3 = 5∙10-3, respectively. The main parameter specifications 
of the system are listed in Table I. 

TABLE I.  
EXPERIMENTAL PARAMETERS 

Symbol Parameter Value 
𝑉    DC voltage 700 𝑉 
𝑣    Grid voltage 220√2 𝑉 
𝐿   Converter side inductance 4 𝑚𝐻 
𝐿   Grid side inductance 2 𝑚𝐻 
𝑅   Parasitic resistance of 𝐿  1 𝑚𝛺 
𝑅   Parasitic resistance of L2 1 𝑚𝛺 
𝐶   Capacitance 10 𝜇𝐹  

 𝑅  Passive damping resistor 25 𝛺 
𝑇   Sample time 20 𝜇𝑠 

To verify the effectiveness of the proposed parameter 
identification method under different scenarios, three sets of the 
filter parameters are provided in Table II. 

TABLE II.  
DIFFERENT FILTER PARAMETER GROUPS FOR IDENTIFICATION 

Group 𝐿  𝐿  𝐶  
𝐴   4.0 𝑚𝐻 2.0 𝑚𝐻 10.0 𝜇𝐹 
𝐵   4.6 𝑚𝐻 2.3 𝑚𝐻 11.5 𝜇𝐹 
C 3.4 𝑚𝐻 1.7 𝑚𝐻 8.5 𝜇𝐹 

The experiments are conducted for two main purposes: to 
1) validate the correctness and effectiveness of the proposed 
parameter identification method under steady-state, transient-
response, distorted grid voltage and grid impedance. 2) evaluate 
the control effect of the FCS-MPC for LCL-GCCs with the 
updated parameters. 

  
Fig. 6.  Experimental configurations and designed LCL-GCC. 

Fig. 7 shows the implementation of the experimental LCL-
GCCs under different scenarios, which is used to verify the 
performance of the proposed method under a step-up and step-
down of the filter parameter changes (with the help of S2 to 
switch between different filter parameters). Performance of the 
proposed method under different grid impedance is also 
verified. 

  

Fig. 7. Block diagram of the experimental LCL-GCCs with the RMSprop-GDO 
method. 

B. Results and Analysis 

The experimental verification contains the following 
scenarios: (1) Power quality of the grid current under 
mismatched parameters with the FCS-MPC controller. (2) 
Parameter identification performance with the state-feedback 
method and the proposed RMSprop-GDO method under the 
step-up and step-down parameter variations. (3) Parameter 
identification results under distorted grid voltage. (4) Tracking 
performance and dynamic response of the grid current. (5) 
Parameter identification performance under grid impedance 
changes. 

1) Tracking error of the Grid Current under Mismatched 
Parameters 

Fig. 8 shows the waveforms of the grid current with 
mismatched filter parameters in FCS-MPC control, where no 
parameter observers are applied. The working filter parameters 
switch from Group A to C, which is used to emulate the 
influence of a temperature rise in utility. Note that the model 
parameters used in the FCS-MPC controller remains unchanged 
(still Group A), and as a result a parameter mismatch occurs 
between the working parameters and the model parameters. The 
green-line in Fig. 8 indicates that the average tracking error of 
the grid current raises from 0.25 to 1.5 A, and THD of the grid 
current increases from 5.43% to 8.42%. 
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Fig. 8. Grid current under matched and mismatched filter parameters. 

2) Identification Performance of the Observer under Filter 
Parameter Variations 

Fig. 9 shows that the filter parameter identification results for 
when the step-up increase of LCL-filter parameters from Group 
A to B. Fig.9 (a) uses the conventional state-feedback parameter 
identification method, the dynamic time responses of state-
feedback method for 𝐿 , 𝐿 , and 𝐶  are about 18, 19, and 19 
ms , respectively. After entering steady state, their average 
values are 4.46 𝑚𝐻, 2.23 𝑚𝐻, and 11.90 𝜇𝐹 , respectively. 
The average steady-state errors are 3.04%, 3.04%, and 3.48%. 

 Fig. 9 (b) shows the filter parameter identification results 
with RMSprop-GDO method, the dynamic response times for 
𝐿 , 𝐿 , and 𝐶  are 16, 25, and 24 ms, respectively. After 
entering steady state, their average values are 4.58 𝑚𝐻, 2.36 
𝑚𝐻, and 11.45 𝜇𝐹, respectively. The average filter parameter 
estimation errors are 0.43%, 2.61% and 0.43%, respectively. 
The proposed RMSprop-GDO method is superior to 
conventional state-feedback method when the step-up 
parameter variation occurs. 

 
(a) 

 
(b) 

Fig. 9. Parameter identification comparisons of the LCL-filter changing from 
group A to B. (a) State-Feedback method. (b) RMSprop-GDO method. 

To verify the effectiveness of the proposed parameter 
identification method under a step-down parameter variation 
(Group A to C), the working parameters of the LCL-filter 
decrease from Group A to C. As shown in Fig. 10 (a), for 
steady-state observer, the dynamic response time for 𝐿 , 𝐿 , 

and 𝐶  are 16, 16, and 15 ms, respectively. Their average 
values are 3.36 𝑚𝐻, 1.64 𝑚𝐻, and 8.34 𝜇𝐹, respectively. The 
average observation errors are 1.18%, 3.53%, and 1.88%, 
respectively. 

Fig.10 (b) shows the parameter observation results with 
RMSprop-GDO method. The observed results for 𝐿 , 𝐿 , and 
𝐶  are 47, 41, and 31 𝑚𝑠, respectively. Their average values 
are 3.42 𝑚𝐻 , 1.73 𝑚𝐻 , and 8.48 𝜇𝐹 , respectively and 
average observation errors are 0.59％ , 1.76%, and 0.24%, 
respectively. Thus, comparing (a) with (b) in Fig.9, the filter 
parameter observation errors are improved by 0.5882%,1.7647% 
and 1.6471%, respectively. The RMSprop-GDO method is 
superior to state-feedback method in this case. 

 
(a) 

 
(b)  

Fig. 10. Parameter identification comparisons of the LCL-filter changing from 
group A to C. (a) State-feedback method. (b) RMSprop-GDO method. 

3) Parameter Identification under Grid Voltage Distortions 

To verify the robustness of the parameter identification 
method under distorted grid voltage, the fifth-order harmonics 
with 0.1 times amplitude of the fundamental frequency are 
superposed in the grid voltage. Fig. 11 (a) shows the waveform 
of the distorted grid voltage and current. The parameter 
identification results when the filter parameters switch from 
Group-A to B are shown in Fig. 11 (b) and (c). Fig. 11 (b) shows 
that the dynamic response times of parameter identification for 
𝐿 , 𝐿  and 𝐶  are 18, 19, and 19 ms , respectively. After 
entering steady state, their average values are 4.46 𝑚𝐻, 2.24 
𝑚𝐻 and 11.90 𝜇𝐹, and the average steady-state errors of the 
LCL-filter are 3.04%, 2.60% and 3.48%, respectively. Fig. 11(c) 
shows that the dynamic response times for 𝐿 , 𝐿 , and 𝐶  are 
18, 19 and 21 ms, respectively. After entering steady state, 
their average values are 4.56 𝑚𝐻, 2.36 𝑚𝐻 and 11.46 𝜇𝐹 , 
respectively and average steady-state errors are 0.87%, 2.61% 
and 0.35%, respectively. The observation errors are improved 
by 2.17%, 0.01% and 3.13%. 
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The results in Fig.11 (b) and (c) indicate that the parameter 

identification results of two methods are hardly influenced by 
the distorted grid voltage, including dynamic response times 
and identification accuracy. Comparing to the state-feedback 
method, the RMSprop-GDO method has higher parameter 
identification accuracy. 

  
(a) 

  
(b) 

 
(c) 

Fig. 11. Filter parameter identification comparisons under distorted grid voltage. 
(a) Distorted grid voltage and grid current. (b) State-feedback method. (b) 
RMSprop-GDO method. 

4) Tracking Performance of the Grid Current  

Fig. 12 shows the waveforms of the grid current without and 
with parameter observer, where the actual filter parameters are 
Group-C while the modeling parameters in FCS-MPC 
controller are Group-A. Fig.12(a) and (b) show that the average 
tracking error 𝑒  with state-feedback and RMSprop-GDO 
methods are 0.5 and 0.25 A, respectively. The steady-state 
tracking error of the grid current is reduced by 0.25 A. Fig.12 
(c) and (d) indicate that the THD of the grid current with state-
feedback and RMSprop-GDO method decreases from 7.05% to 
6.24%. Therefore, power quality of the grid current is enhanced 
by 0.81%.  

  
(a)                              (b) 

      
(c)                              (d) 

Fig. 12. Tracking performance and THD of the grid current. (a) State-feedback 
method. (b) RMSprop-GDO method. (c) THD of (a). (d) THD of (b). 

5) Dynamic Response of the Grid Current 

Fig.13 demonstrates the dynamic response of the grid current 
with RMSprop-GDO and state-feedback methods, where the 
filter parameters change from Group A to C and a step-down 
grid current reference is given from 4 to 3 A. The results 
indicate that the grid current can be well tracked. Both 
RMSprop-GDO and state-feedback methods could achieve 
very good dynamic response. After re-entering steady-state, the 
tracking error with proposed observer (Fig.13 (b)) is 0.25 A, 
compared to 0.5 A with state-feedback observer (Fig.13 (a)). 
This demonstrates that the proposed method could maintain 
good dynamic response as well as smaller tracking errors. 

  

(a) 

  
(b) 

Fig. 13. Dynamic response of the grid current. (a) State-feedback method.  
(b) RMSprop-GDO method. 
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6) Parameter Identification Considering Grid Impedance 

Fig.14 shows the parameter identification results and 
tracking control of the grid current when the grid impedance 
increases from 0 to 3 𝑚𝐻. As shown in Fig.14 (a), the LCL-
filter parameter identification results for group-C are almost 
uninfluenced. Fig.14 (b) and (c) show the waveforms of the grid 
current considering grid impedance, where the grid inductance 
increases from 0 to 3 𝑚𝐻. The results show that the tracking 
errors of the grid current is reduced with the increase of grid 
impedance. Tracking performance of the grid current with the 
two methods are very close. The filter parameter identification 
results will not be influenced. As a result, the system stability 
still can be guaranteed. 

 
(a) 

  
(b) 

  
(c) 

Fig. 14. Parameter identification results under grid impedance changes. (a) 
Parameter identification results. (b) State-feedback method. (c) RMSprop-GDO 
method. 

VI. CONCLUSION  

This paper investigates an online parameter identification 
method based on RMSprop-GDO for LCL-GCCs, comparing 
to the state-feedback parameter identification method, the 
proposed method has higher identification accuracy. The 
proposed method appears to provide an objective function, 

defined as the filter parameter estimation error between the 
actual and estimated values, which is minimized by searching 
for the optimal iteration step-size along the gradient direction 
of the parameter matrix. The optimal iteration step-size with the 
RMSprop-GDO method is proposed to achieve fast and high 
accuracy parameter estimation. The model parameters in the 
FCS-MPC controller are updated periodically by the observed 
parameters. The experimental results show that the proposed 
parameter identification method can quickly track the actual 
filter parameters in both steady state and transient state under 
parameter mismatches. Thereby the power quality and tracking 
control of the grid current can be significantly improved when 
RMSprop-GDO method is applied. It is suggested that future 
research can be focused on applying this method to FCS-MPC 
controlled AC motor drive system.  
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