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Abstract

Most existing face image Super-Resolution (SR) methods assume that the Low-Resolution
(LR) images were artificially downsampled from High-Resolution (HR) images with bicu-
bic interpolation. This operation changes the natural image characteristics and reduces
noise. Hence, SR methods trained on such data most often fail to produce good results
when applied to real LR images. To solve this problem, a novel framework for the genera-
tion of realistic LR/HR training pairs is proposed. The framework estimates realistic blur
kernels, noise distributions, and JPEG compression artifacts to generate LR images with
similar image characteristics as the ones in the source domain. This allows to train an SR
model using high-quality face images as Ground-Truth (GT). For better perceptual quality,
a Generative Adversarial Network (GAN) based SR model is used, where the commonly
used VGG-loss [1] is exchanged with LPIPS-loss [2]. Experimental results on both real
and artificially corrupted face images show that our method results in more detailed recon-
structions with less noise compared to the existing State-of-the-Art (SoTA) methods. In
addition, it is shown that the traditional non-reference Image Quality Assessment (IQA)
methods fail to capture this improvement and demonstrate that the more recent NIMA
metric [3] correlates better with human perception via Mean Opinion Rank (MOR).

1 INTRODUCTION

Face SR is a special case of SR which aims to restore HR
face images from their LR counterparts. This is useful in
many different applications such as video surveillance and face
enhancement. Current SoTA face SR methods based on Con-
volutional Neural Networks (CNNs) are able to reconstruct
images with photo-realistic appearance from artificially gener-
ated LR images. However, these methods often assume that
the LR images were downsampled with bicubic interpolation,
and therefore fail to produce good results when applied to real-
world LR images. This is mostly due to the fact that the down-
sampling operation with bicubic downscaling changes the nat-
ural image characteristics and reduces the amount of artifacts.
Hence, when using algorithms trained with supervised learning
on such artificial LR/HR image pairs, the reconstructed images
usually contains strong artifacts due to the domain gap.

This paper is about SR of real low-resolution, noisy, and
corrupted images, also known as Real-World Super-Resolution
(RWSR). We apply our proposed method to face images, but the
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method is also applicable to other image domains. To create an
SR model that is robust against the corruptions found in real
images, we create a degradation framework that can produce
LR images that have the same image characteristic as the images
that we want to super-resolve, that is, the source domain images.
Creating LR images from clean high-quality images, that is, the
target domain, allows us to train an SR model that learns to
super-resolve images with similar characteristics. This approach
is inspired by the work of Ji et al. [23] who propose to perform
RWSR via kernel estimation and noise injection. However, we
observe that their framework for image degradation is not ideal
for SR of LR face images from surveillance cameras, as these are
often also corrupted by compression artifacts. Hence, we extend
the degradation framework from [23] to include JPEG com-
pression artifacts. We use the ESRGAN [11] model, which is
one of the SoTA models for perceptual quality, as our backbone
SR model. However, we find that the combination of loss func-
tions for the ESRGAN is not ideal for optimal perceptual qual-
ity. To this end, we exchange the VGG-loss [1] with PatchGAN
[38] loss for the discriminator similar to [23]. Inspired by Jo et al.
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FIGURE 1 ×4 SR of a real low-quality face image (100 × 128 pixels) from
the Chokepoint DB [34]. Our method enhances details and removes noise
while the ESRGAN [11] amplifies the corruptions

[39], we additionally exchange the VGG-loss [1] with Learned
Perceptual Image Patch Similarity (LPIPS,) loss [2] for better
perceptual quality. Different from existing models for face SR
[31–33], we do not restrict our model to only work for face
images of fixed input sizes, which makes our model more useful
in practice. To the best of our knowledge, we are the first to pro-
pose a method for SR of real LR face images of arbitrary sizes.
A comparison of a reconstructed face image produced by our
method and the baseline can be seen in Figure 1.

We evaluate our method on two different face image datasets
and one dataset of general images. To enable comparison of
the SR performance against GT reference images, we artificially
corrupt high-quality images from Flickr-Faces-HQ Dataset
(FFHQ) [40] and DIV2k [43] and report quantitative results
using conventional IQA methods and the most recent meth-
ods for the assessment of the perceptual quality. For the evalu-
ation on real LR face image from surveillance cameras we use
the Chokepoint DB [34]. In this case, as no GT image is avail-
able, we report the results using MOR and several non-reference
based IQA methods. In both cases we show the effectiveness
of our method via quantitative and qualitative evaluations. Fur-
thermore, our evaluations show that most of the existing non-
reference-based IQA methods correlate poorly with human per-
ception, while the recent Neural Image Assessment (NIMA)
[3] metric provides a good correlation with human judgment
as proven with MOR.

In summary, our contributions are:

∙ A novel framework for the generation of LR/HR training
pairs, where we introduce realistic image compression arti-
facts, and improve upon the noise collection method from
[35], for noise injection, by adding additional constraints.

∙ Improving the ESRGAN [11] SR model with a novel combi-
nation of loss functions including local patch-wise adversar-
ial loss [38], perceptual loss calibrated towards human judge-
ment [2], and pixel-wise loss for better visual quality.

∙ A comprehensive evaluation on real LR face images from the
Chokepoint DB [34] and artificially corrupted face images
from the FFHQ DB [40]. Furthermore, we also evaluate on
general images from the DIV2K dataset [43], to demonstrate
that our method is also applicable to other image domains.

∙ Quantitatively, we evaluate our method using the most pop-
ular non-reference based IQA methods, and find only the

recent NIMA [3] metric to correlate with human judgment
via MOR.

∙ Our work highlights the importance of accurate modeling
of the degradation parameters for practical applications of
GAN-based SR.

2 RELATED WORK

Recent advancements within deep-learning have proven very
successful for use within super-resolution, and models of this
type often achieve SoTA results. The first deep-learning based
method for super-resolution was proposed by Dong et al. [4]
who successfully trained a CNN to learn a non-linear map-
ping from LR to HR images. Later proposals relied on deeper
networks and residual learning [5, 6], recursive learning [7],
multi-path learning [8], and different loss functions [9] to reduce
the reconstruction error between the super-resolved image
and the GT image. However, while these methods yield high
Peak Signal-to-Noise Ratio (PSNR) values, they tend to pro-
duce over-smoothed images which lack high-frequency details.
To overcome this, Ledig et al. [10] proposed to use GANs
for SR with the SRGAN, to achieve realistic looking images
according to human perception. The ESRGAN [11] further
improves the SRGAN [10] by several changes to the discrim-
inator and generator. The LR images needed for training the
aforementioned deep-learning based super-resolution models
are typically created by downsampling HR images with an ideal
downscaling kernel, typically bicubic downscaling. However, the
images generated by this kernel do not necessarily match real
SR images. Additionally, in the downscaling process, impor-
tant natural image characteristics, such as image sensor noise
is removed, which the super-resolution algorithms are then pre-
vented from learning. This results in poor reconstruction results
and unwanted artifacts when a real-world noisy LR image is
super-resolved [12].

2.1 Real-world super-resolution

One way to address the the lack of a proper imaging model for
RWSR, is to create datasets that consist of real LR/HR image
pairs captured using two cameras with different focal lengths
[13–15]. However, this method is cumbersome and has inherent
problems with the alignment of the image pairs. To overcome
the problem of missing real-world training data, Shocher et al.
[16] propose a zero-shot approach where a small CNN is trained
at test time on LR/HR pairs extracted from the LR image itself.
Soh et al. [17] extend the work of [16] by using meta-transfer
learning phase to exploit information from an external dataset.
Gu et al. [18] train a kernel estimator and corrector CNNs
under the assumption that the downscaling kernel belongs to
a certain family of Gaussian filters and uses the estimated ker-
nel as input to a super-resolution model. To super-resolve LR
images with arbitrary blur kernels, Zhang et al. [19] propose a
deep plug-and-play framework which takes advantage of exist-
ing blind deblurring methods for blur kernel estimation. Bell-
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FIGURE 2 An example of SR of a real low-quality face image from the
Chokepoint DB [34], where it can be seen that the PULSE [29] method
changes the identity of the person, while our method preserves the identity and
enhances details

Kligler et al. [20] trains a GAN to estimate blur kernels from LR
images and combines it with the ZSSR SR model [16]. Fritsche
et al. [21] train a GAN to introduce natural image characteris-
tics to images downsampled with bicubic downscaling, which
is then used to train a super-resolution for improved perfor-
mance on real-world images. Zhang et al. [22] propose an itera-
tive network for SR of blurry, noisy images for different scaling
factors by leveraging both learning and model-based methods.
Most recently Ji et al. [23] propose a degradation framework for
the creation of LRHR image pairs for training. The degrada-
tion framework estimates blur kernels and noise distributions
from real LR images in the source domain which are used to
degrade HR images in the target domain. This enables training
of a GAN based SR model which is shown to perform better
on real LR images. However, a key limitation of this method is
that it does not address the compression artifacts often found
in real-world images.

2.2 Face super-resolution

Face SR is an SR technique specialized for reconstruction of
face images. One of the first methods for face SR was pro-
posed by Baker and Kanade [24]. This method reconstructed
face details by searching for the most optimal mapping between
LR and HR patches. Wang et al. [25] used an eigen transfor-
mation to map between LR and HR faces. Yang et al. [26] use
a facial landmark detector to localize facial components which
are subsequently reconstructed from similar HR reference
components.

More recent work relies on deep learning based methods with
CNNs and GANs. Dahl et al. [27] use pixel recursive learning
with two CNNs to synthesize realistic hair and skin details. Chen
et al. [28] combine face SR and face alignment to achieve pre-
viously unseen PSNR values. By searching the latent space of
a generative model for images that downscale correctly, Menon
et al. [29] are able to create face images of high resolution and
perceptual quality. However, the problem with this approach is
that the generated faces are often far from the true identity of
the actual person, as illustrated in Figure 2. Additionally, none of
the above mentioned methods are robust against noise or other
corruptions in the input images [30].

There are very few publications available in the literature
which address the problem of RWSR of face-images [30]. Fur-
thermore, the few existing face RWSR methods are only com-
patible with LR images that have been squared to 16 × 16 pix-
els, meaning that the reconstructed image will be only 64 × 64
or 128 × 128 pixels depending on the scaling factor [31–33].
Hence, these models cannot perform true RWSR directly on the
LR images. This means that the actual usefulness of the existing
face SR models is limited. On the contrary, our work presents
one possible solution for ×4 RWSR of face images of arbitrary
sizes, which we evaluate on real LR face images from surveil-
lance cameras without any prior re-scaling.

3 THE PROPOSED FRAMEWORK

This section describes our two-step framework for RWSR. The
first step aims to generate LR images from clean HR images in
the target domain Y , such that these have similar image charac-
teristics as the ones in the source domain X . The second step
involves training an SR model on the constructed paired data,
and optimizing for perceptual quality.

3.1 Novel image degradation

Traditional approaches for SR assumes that an LR image ILR

is the result of a downscaling operation of the correspond-
ing HR image IHR using some kernel k and scaling factor s,
namely:

ILR = (IHR ∗ k) ↓s . (1)

However, real LR images from cameras are influenced by mul-
tiple other factors that degrade the image as well. The RealSR
[23] framework tries to address this issue by considering realistic
noise distributions and blur kernels in the downscaling process.
However, we observe that real images from surveillance cam-
eras are often also degraded with compression artifacts, which
makes the RealSR framework perform poorly on such images.
To this end, we extend the degradation framework from [23] to
include JPEG compression artifacts in addition to estimation of
realistic noise distributions and blur kernels. Thus, we extend
the basic SR formulation from Equation (3.1), and assume that
the following image degradation model was used to create ILR.

ILR = c ((IHR ∗ k) ↓s +n), (2)

where k, s, n, and c denotes the blur kernel, scaling factor,
noise, and compression function, respectively. IHR is unknown
together with k, n, and c. In our degradation framework, we
estimate the kernel and noise directly from the images in the
source domain X . We build a pool of the estimated kernels and
noise patches which is used to generate corrupted LR images
from clean HR images and finally JPEG compress the images,
in order to create image pairs for training the SR model.
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3.2 Blur kernel estimation

For estimation of realistic blur kernels, we adopt the Kernel-
GAN method by Bell-Kligler et al. [20]. This method estimates
an image specific SR kernel ki using an unsupervised approach.
More specifically, a GAN is trained to down-scale the input
image in a way that best preserves the image patch distributions
across scales. We estimate realistic blur kernels from all train-
ing images in X to form a pool of kernels that can be used to
degrade the HR images in Y .

3.2.1 Downsampling

To create the downsampled image ID we randomly choose a
blur kernel ki from the pool of estimated kernels and perform
cross-correlation with images in Y . More formally the process
is described as:

ID = (Yn ∗ ki ) ↓s , i ∈ {1, 2 ⋅ ⋅ ⋅ m}, (3)

where ID is the downscaled image, Yn is a HR image, ki refers to
a kernel from the degradation pool {k1, k2, ⋅ ⋅ ⋅km} and s is the
scaling factor.

3.3 Noise estimation

For degradation with realistic image noise, we adopt the method
from [35] to extract noise patches from the source images X .
Here the assumption is that an approximate noise patch can
be obtained from a noisy image by extracting an area with
weak background and then subtracting the mean. We define two
patches pi and qi

j
. We obtain pi by a sliding window approach

across images in X , and similarly for qi
j by scanning pi . pi

is considered a smooth patch if the following constraints are
met:

|Mean(qi
j ) − Mean(pi )| ≤ 𝜇 ⋅ Mean(pi ), (4)

and

|Var (qi
j ) −Var (pi )| ≤ 𝛾 ⋅Var (pi ), (5)

where Mean and Var denote the mean and variance, respectively,
and 𝜇 and 𝛾 are scaling factors. Different from [35] we add an
additional constraint to ensure that saturated patches are not
extracted:

Var (pi ) ≥ 𝜙, (6)

where 𝜙 denotes a minimum variance threshold. If all con-
straints are satisfied, pi will be considered a smooth patch. We
then create a pool of noise patches ni by subtracting the mean
value from all valid pi .

3.3.1 Degradation with noise

We degrade the LR images by injecting real noise patches from
the noise pool. For better regularization of the SR model, we
randomly pick a noise patch from the noise pool and inject it
to the LR image during training. The downscaled and noisy LR
image IN is created as follows:

IN = ID + ni , i ∈ {1, 2 ⋅ ⋅ ⋅ l }, (7)

where ID is a downscaled image, and ni is a noise patch from the
noise pool {n1, n2, ⋅ ⋅ ⋅nl }

3.4 Degradation with compression artifacts

Finally, we introduce compression artifacts to the LR training
images to close the domain gap between these and the real
JPEG compressed LR images in the source domain X . As there
are no way of determining the compression strength of existing
JPEG images we empirically compare images from X to similar
images with different JPEG compression strengths applied and
find that a compression strength of 30 results in similar com-
pression artifacts.

3.5 Backbone model

We base our SR model on the ESRGAN [11], which is one of
the SoTA networks for perceptual SR with ×4 upscaling, and
train it on the paired LR and HR images generated with our
degradation framework. Different from the SRGAN [10], the
ESRGAN uses Residual-in-Residual Dense Blocks (RRDBs) in
the generator network and the discriminator predicts the rela-
tive realness instead of an absolute value. Additionally, the ESR-
GAN removes the batch normalization layers used in SRGAN.

3.5.1 Loss functions

While traditional supervised SR models are trained with pixel
loss to minimize the Mean Squared Error (MSE) between the
reconstructed HR image and the GT image, we rely on loss
functions that maximize the perceptual quality. The original
ESRGAN [11] model uses several different loss functions dur-
ing training. More specifically, the generator uses adversarial
loss adv [36] in combination with VGG perceptual loss vgg

[1] and pixel loss pix , while the discriminator use VGG-128
[37] loss vgg. However, we find that this combination of loss
functions is not ideal for high perceptual quality. Following the
work of [23], we first exchange the VGG-128 [37] discrimina-
tor loss with a PatchGAN discriminator from [38] to reduce the
amount of artifacts in the reconstructed images. Different from
the VGG loss, the PatchGAN loss patch has a fully convolu-
tional structure, and only penalizes structure differences at the
scale of patches, to determine if an image is real or fake. For the
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optimization of the generator, the loss from all patches are aver-
aged and fed back to the generator. Continuing this track, we
seek to also replace the VGG-loss in the generator. Inspired
by [39], we find that using the LPIPS, perceptual loss lpips [2]
results in less noise and richer textures compared to using VGG-
loss for the generator. This is mainly because the VGG net-
work is trained for image classification, while LPIPS, is trained
to score image patches based on human perceptual similarity
judgements. The LPIPS, perceptual loss is formulated as:

lpips =
∑

k

𝜏k(𝜙k(Igen ) − 𝜙k(Igt )), (8)

where Igen is a generated image, Igt is the corresponding GT
image, 𝜙 is a feature extractor, 𝜏 is a transformation from
embeddings to a scalar LPIPS, score. The score is computed
from k layers and averaged. In our implementation of LPIPS,
we use the pre-trained AlexNet model provided by the authors.
In total, our full training loss for the generator is as follows:

generator = 𝜆pix ⋅ pix + 𝜆adv ⋅ adv + 𝜆lpips ⋅ lpips , (9)

where 𝜆pix , 𝜆adv and 𝜆lpips are scaling parameters.

3.6 Datasets

This section describes the datasets used for training and test-
ing. For our experiments on real LR face images from surveil-
lance cameras we use the Chokepoint Dataset [34] as our source
domain images X . This dataset contains images of 29 different
persons captured with three cameras in a real-world surveillance
setting. All images have a resolution of 800 × 600. We use a face
detection algorithm to extract the faces from the images, and
randomly split the dataset, to obtain 72,282 images for train-
ing and 3,805 images for testing. The average resolution of the
cropped faces is ≈ 92 × 92. We only use the Chokepoint train-
ing images to estimate realistic blur kernels and noise distribu-
tions for our degradation framework, and not for direct training
of our SR model.

For the target domain of high-quality face images Y , we
combine 571 face images from the SiblingsDB [41], 8,040 face
images from the Radboud Faces Database [42] and 5,000 ran-
domly selected face images from FFHQ database [40] for a
total of 13,611 images. Both the SiblingsDB and Raboud Face
Database contains portrait face images professionally captured
in a studio setting with controlled lighting. The face images from
the FFHQ are more diverse in appearance, and ethnicity of the
subjects. We augment all images in the target domain by down-
sampling by 25, 50 and 75% with bicubic downscaling to obtain
a more diverse dataset. We then apply our degradation frame-
work described in Section 3.1 on the images in Y to obtain
LR/HR image pairs for training of our SR model.

We also evaluate on both synthetically created LR face and
general images. The synthetic setting enables comparison with
the traditional full-reference IQA metrics commonly used in

SR while the experiments on general images can be used to
show the generalization abilities of our method. For evalua-
tion face images, we use the first 1,000 images from the FFHQ
dataset. For evaluation on general images we use the DIV2K
validation set [43] consiting of 100 images. To generate realistic
LR/GT image pairs, we introduce three kinds of corruptions,
namely, downsampling, sensor noise, and compression artifacts.
For downsampling, we first convolve the image with an 11 × 11
Gaussian blur kernel with a standard deviation of 1.5. For mod-
eling of sensor noise we follow the protocol from [44] and use
pixel-wise independent Gaussian noise, with zero mean and a
standard deviation of 8 pixels. For compression artifacts, we
convert the images to JPEG using a compression strength of 30.

3.7 Evaluation metrics

3.7.1 Real-world images

Due to the nature of RWSR, no GT reference image exists,
which makes it impossible to compare the different meth-
ods using traditional SR IQA methods, for example, PSNR
and Structural Similarity index (SSIM). To this end, we fol-
low the no-reference based IQA evaluation protocol from the
NTIRE2020 RWSR challenge [45]. In particular, we assess the
image quality using NIQE [46], BRISQUE [47], PIQE [48],
NQRM [49] and PI [50]. PIQE and NIQUE are non-learnable
metrics which relies only on image statistics. BRISQUE and
NQRM are learned metrics, trained on a database of different
distortion types. However, for reliable scoring, the image to be
scored must contain at least one of the distortions types present
in the training data. Finally, PI is a weighted score computed

as
1

2
((10 − NQRM ) + NIQE ). As no-reference based IQA is a

challenging problem, the aforementioned methods are known
to correlate poorly with human ratings [45]. To address this
issue, we supplement our evaluation protocol with MOR and
NIMA [3], where the latter is a learned metric based on human
opinion scores, capable of quantifying image quality with high
correlation to human judgement. We use the pre-trained NIMA
model for rating of the technical image quality [51]. For the
MOR, we ask the participants to rank overall image quality of
the SR results. To simplify the ranking, we only include the pre-
dictions of the top-5 methods based on NIMA scores. To avoid
bias, the order of the methods are randomly shuffled. We aver-
age the assigned rank of each method over all images and partic-
ipants to compute the MOR. Since the MOR is a direct measure
of human judgement, we use this metric for final assessment of
the different methods.

3.7.2 Artificially corrupted images

For our experiments on artificially corrupted images we eval-
uate the performance using three conventional IQA methods,
PSNR, SSIM, and the later Multi Scale Structural Similarity
index (MS-SSIM) [52]. However, these metrics focus more on
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TABLE 1 Quantitative results on the Chokepoint testset. ↑ and ↓ indicate whether higher or lower values are desired, respectively. Our model scores lower on
the traditional IQA metrics while being superior on the more recent NIMA metric and MOR which indicate that the traditional IQA metrics are not ideal for the
evaluation of perceptual quality

Method NIQE ↓ BRISQUE ↓ PIQE ↓ NRQM ↑ PI ↓ NIMA ↑ MOR ↓

Bicubic [56] 5.77 56.77 86.28 3.09 6.34 3.92 –

MZSR [17] 7.36 50.09 77.63 3.75 6.81 3.97 –

EDSR [6] 5.43 50.63 81.97 3.82 5.81 4.08 –

ESRGAN [11] 3.75 19.35 19.20 7.08 3.34 4.34 4.72

USRNet [22] 6.10 59.13 87.70 3.19 6.46 4.75 3.11

RealSR [23] 3.50 17.20 9.11 5.45 4.00 4.93 3.39

DPSR [57] 5.58 55.52 60.99 3.38 6.10 5.15 2.71

Ours 4.56 19.07 14.61 7.62 3.47 5.92 1.43

signal fidelity rather than perceptual quality [53]. As our method
is optimized towards perceptual quality, we also include three of
the most recent full-reference metrics targeting perceptual qual-
ity, namely Normalized Laplacian Pyramid Distance (NLPD)
[54], LPIPS, [2], and Deep Image Structure and Texture Simi-
larity (DISTS) [55].

4 EXPERIMENTS AND RESULTS

4.1 Implementation details

We perform all our experiments with a scaling factor s = 4. For
our SR model, we jointly train the generator and discriminator
for 400K iterations with a batch size of 16. We initialize the
weights from the PSNR optimized RRDB model from [11]. We
use LR patches of size 32 × 32, and empirically set 𝜆pix , 𝜆adv and
𝜆lpips to 0.01, 0.005 and 0.001, respectively. For noise estima-
tion, we set pi to match the LR patch size and qi

j
to 8. Similar to

[35], we set 𝜇 and 𝛾 to 0.1 and 0.25, respectively. We empirically
set the minimum variance threshold 𝜙 to 0.5. For degradation
with compression artifacts we JPEG compress the LR training
images with with a randomly chosen strength of 15 to 30.

4.2 Comparison with state-of-the-art

We did not find any other ×4 face image specific RWSR
methods in the literature. Instead, we compare our method to
bicubic upscaling, as well as with different groups of SoTA
super-resolution methods including two generic SR models
(ESRGAN [11], EDSR [6]), two SR methods for arbitrary blur
kernels (DPSR [57], USRNet [22]), two real-world SR models
(MZSR [17], and RealSR [23]). We fine-tune or adjust the com-
peting models for optimal performance for a fair comparison.
For the unsupervised MZSR [17], we enable back-projection
with 10 iterations and set a noise level of 0.5. We re-train the
RealSR [23] using the framework provided by the authors. The
remaining methods all require paired training data, which is not
available in the real-world SR setting. Due to this, these models

cannot be re-trained for our experiments, and as such we use
the pre-trained weights provided by the authors. Specifically for
USRNet [22] and DPSR [57], we input blur kernels estimated
with KernelGAN [20], and set noise levels for real images as
recommended by the authors.

4.2.1 Real-world face images

In this experiment, we evaluate the SR performance on real
LR face images from the Chokepoint testset. Quantitative and
qualitative results can be seen in Table 1 and Figure 3, respec-
tively. As seen, our method clearly outperforms the other meth-
ods in terms of perceptual quality, by producing more detailed
reconstructions with less artifacts. However, while the tradi-
tional no-reference IQA methods (NIQE [46], BRISQUE [47],
PIQE [48] and NQRM [49]) fail to capture this, scores from the
more recent NIMA [3] method correlates well with the qual-
itative results. Finally, the MOR, a direct measure of human
judgement, shows that the study participants prefer the recon-
structions of our method, over the ones from the competing
methods, by a large margin. This further highlights the need for
better no-reference IQA metrics for judgement of the percep-
tual quality.

4.2.2 Artificially corrupted face images

This experiment evaluates the SR performance on artificially
corrupted images from the FFHQ testset. We show quanti-
tative and qualitative results in Table 2 and Figure 4, respec-
tively. As seen, our method produces sharp and detailed images
with fewer unpleasant artifacts, which closely resembles the GT
images. This is also reflected in the quantitative results. Most
noteworthy are the DIST and LPIPS scores, which are known
to be highly correlated with human judgement. These highlight
the advantage of our method in terms of reconstruction with
high perceptual quality. At the same time, our method results in
the best PSNR scores which shows that our reconstructions are
also the most accurate.
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FIGURE 3 Comparison with SoTA methods for ×4 SR of real low-quality face images from the Chokepoint DB [34]. As visible, our method generates
superior reconstructions over the existing methods for different faces

TABLE 2 Quantitative results on the FFHQ testset. ↑ and ↓ indicate whether higher or lower values are desired, respectively

Method PSNR ↑ SSIM ↑ MS-SSIM ↑ NLPD ↓ LPIPS ↓ DISTS ↓

Bicubic [56] 28.39 0.79 0.88 0.32 0.52 0.20

MZSR [17] 29.56 0.78 0.89 0.29 0.43 0.18

EDSR [6] 28.27 0.78 0.88 0.33 0.50 0.19

ESRGAN [11] 28.09 0.77 0.88 0.34 0.40 0.19

USRNet [22] 28.53 0.80 0.89 0.32 0.53 0.21

RealSR [23] 29.14 0.79 0.90 0.29 0.29 0.18

DPSR [57] 27.45 0.79 0.88 0.33 0.51 0.25

Ours 30.20 0.79 0.91 0.28 0.25 0.16

4.2.3 Artificially corrupted general images

Finally, we also evaluate on artificially corrupted generic images
from the DIV2K [43] validation set. Quantitative and qual-
itative results can be seen in Table 3 and Figure 5, respec-
tively. As, seen our method is also applicable to other image
domains, where it produces noise free reconstructions with bet-
ter visual quality compared to ESRGAN and RealSR. Further-
more, our method achieves the best PSNR score, which shows
that the reconstructions by the method is closer to the ground
truth.

TABLE 3 Quantitative results on the DIV2K validation set. ↑ and ↓
indicate whether higher or lower values are desired, respectively

Method PSNR ↑ SSIM ↑ LPIPS ↓

Bicubic 25.16 0.65 0.67

ESRGAN [11] 16.40 0.14 0.99

RealSR [23] 18.37 0.50 0.34

Ours 20.95 0.58 0.31
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FIGURE 4 Comparison with SoTA methods for ×4 SR of artificially corrupted face images from the FFHQ [40] testset. As seen, our method hallucinates
faces with richer detail and less artifacts compared to the existing methods

FIGURE 5 Super-resolution results of artificially corrupted LR images
from the DIV2K dataset

4.3 Ablation study

We evaluate the effect of our proposed method for realis-
tic image degradation and our improved ESRGAN based SR
model in the same setting as described in Section 4.2. A qualita-
tive comparison can be seen in Figure 6.

4.3.1 Baseline

Here, we use kernel estimation and noise injection to generate
training data for the ESRGAN with patch discriminator, similar
to [23]. This SR model is fine-tuned to our face image dataset,

and serves as our baseline. The resulting HR images contain
unpleasing noise and lack detail.

4.3.2 Compression artifacts

In this setting, we add JPEG compression artifacts to the LR
images during training of the baseline model. This results in
more noise-free reconstructions compared to the baseline.

4.3.3 LPIPS loss

Here, we use the LPIPS loss function for the generator instead
of VGG-loss combined with the addition of compression arti-
facts. When the baseline model is re-trained under these set-
tings, the resulting reconstructions become sharper with better
texture and details.

4.4 Failure cases

While our method produces reconstructed faces of better visual
quality than the compared SoTA methods, it does not solve
the problem RWSR of face images. Figure 7 shows several fail-
ure cases of our method. These occur when the input image
is severely corrupted, for example, by motion blur or harsh
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FIGURE 6 Ablation study of the effect of including compression artifacts in the degradation framework and exchanging the VGG-loss with LPIPS-loss for
the generator in the SR model, compared to the baseline and the original LR images

FIGURE 7 Examples of failure cases; (a) and (b) illustrate cases where
only parts of the image is super-resolved; (c) shows a case where almost no
high-frequency details are restored; (d) shows a case where unrealistic facial
features are introduced

lighting, or when out-of-focus. In these cases, our method might
only super-resolve some parts of the face, for example, a single
eye, or even hallucinate unrealistic facial features.

5 CONCLUSION

In this paper, we have presented a novel framework for RWSR,
which we have evaluated on low-quality face images from
surveillance cameras, and artificially corrupted face and general
images. Our method shows SoTA performance in both cases,
which is achieved by making the SR model robust against the
most common degradation types present in real LR images, and
our novel combination of loss functions. Moreover, our model
is the first to perform SR on real LR face images of arbitrary
sizes, which makes it useful for practical applications. In the
future, even better reconstructions could possibly be obtained
by adding attention mechanisms to enable the SR model focus
more on the facial components and by including more image
degradation types in the framework.
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