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Intelligent Power Control of Inverter Air
Conditioners in Power Systems: A Brain Emotional

Learning-based Approach
Arman Oshnoei, Member, IEEE, Omid Sadeghian, Student Member, IEEE, and Amjad Anvari-Moghaddam, Senior

Member, IEEE

Abstract—Inverter air-conditioning (IAC) units have been
proved to be effective in frequency regulation by providing
flexible capacities. This paper proposes a brain emotional learn-
ing (BEL)-based controller to provide the IACs with control
signals to be efficiently involved in the frequency regulation
in power systems. The BEL-based controller can learn quick-
auto, making it appropriate in systems facing uncertainty. To
assess the BEL controller performance in realistic conditions, the
uncertainties as a consequence of variations in system parameters
and load level are considered. The goal is to use the BEL
controller to increase the IAC units’ ability to track regulation
signals accurately in uncertain circumstances. The controller is
compared to a fuzzy-PI control, a proportional control scheme, a
model predictive control and a linear quadratic regulator control.
A delay-dependent stability criterion is used to calculate the
highest time delay in the IACs response under which the system
maintains stability. In addition, this paper presents an BEL-based
coordinator to coordinate the IACs and traditional generation
units for compensating considerable frequency variations caused
by the time delays. Case studies are accomplished on a multi-area
power system in MATLAB/Simulink environment. Eventually,
real-time verifications by OPAL-RT real-time digital simulator
on the simulated power system are executed to assess the control
method.

Index Terms—Inverter air conditioners, brain emotional learn-
ing, intelligent control, frequency control, multi-area power
system.

I. INTRODUCTION

A. Background and Motivation

FOLLOWING sudden changes in load value, the imbalance
between generation and consumption must be redressed

promptly to avoid severe frequency violations [1]. The tra-
ditional generation units (TGUs) are used conventionally to
handle the frequency regulation. Nevertheless, TGUs may not
be reliable, secure, and sufficient nowadays. This is because
of the slow dynamic of TGUs’ mechanical components, air
pollution issues, and the high cost of regulation reserves
by TGUs [2]. The next potential candidate for providing
the regulation reserves is energy storage system (ESS). ESS
devices, however, suffer from high capital cost and low
efficiency [3]. Consequently, demand response (DR) can be
recognized as a prospective candidate to sustain the system
frequency over safety thresholds and decrease the additional
reserves required from TGUs. The current advancement in
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data and communication technologies has facilitated the load
side to involve in the frequency control under the DR plan
[4]. It is achieved by turning the devices on/off or adjusting
the consumption manners in reaction to control signals in a
power grid [1]. Hardware demonstration for DR applications
is provided in [5].

Heat pump water heaters (HPWPs), air conditioners (ACs),
refrigerators, and plug-in electric vhicles (EVs) are among the
most responsive loads to contribute to frequency regulation.
The flexibility of EVs as movable ESSs is leveraged for
primary frequency control (PFC) [6], and secondary frequency
control (SFC). Provision of frequency support from HPWHs
is verified in [7]. A study into how domestic refrigerators can
fulfill the regulation requirements is considered in [8]. Among
these appliances, the ACs have attracted much interest due
to their controllability and little influence on the consumer
comfort [9]. In the current market, ACs are classified into
two types of fixed speed-based ACs (FSACs) and inverter-
based ACs (IACs). A compressor is the main component
of both AC types for power consumption. The fixed speed
AC is only controllable by switching between ON or OFF
modes of the compressor. On the contrary, the compressor
of IACs is adjustable so that by changing the operating
frequency of the IAC, the power consumption is controllable
continuously [10]. The IACs installed at the load side are
generally larger in number but smaller in capacity. Thus,
they individually account for too small contributions to the
network. The aggregation makes it possible to reach a higher
power capacity compared to individual IACs. Substantial in-
frastructures are, however, needed to send the remote demand
commands from control centers to the numerous IACs. By
using wide area measurement system in power systems, a new
challenge is emerged known as time delay in the delivery of
regulation signals through communication links [12]. The time
delay affects the regulation performance of the power systems
with IACs. Hence, developing a coordination between IACs
and TGUs seems essential. Besides, the power generation
and consumption feature in smart grids require a frequency
controller with robust performance and fast response-ability.
Thus, an adaptive frequency controller for IACs is demanded
to decrease the impact of various power imbalances.

B. Literature Review

Some investigations have been accomplished to study the
usage of FSACs and IACs in the regulation services. In [13],
a co-optimization approach of control capabilities and period
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time is proposed to alleviate the rebound of FSACs after
contributing to regulation services. A priority-based control
approach is presented in [14] to follow a control command
based on the power need of FSACs units. However, these
studies’ regulation services provide operating reserves rather
than PFC or SFC services. An FSACs operating power owns
only two values, i.e., zero and rated capacity. Accordingly,
when operating at the rated power, FSACs cannot increase
their power usage. The IACs are more appropriate to provide
regulation services for power grids as their operating power
can be adjusted flexibly. In [15], an equivalent model for IACs
is presented to support the system frequency by changing their
setpoints. In [16] and [17], the IACs are employed to provide
PFC service. In [9], a coordinated control strategy is proposed
for IAC units to participate in SFC, which improves regulation
service by enlarging the frequency reserve. In [9], IACs are
equivalent to a conventional unit and can be regulated as a
generator to support the frequency control. Studies on control
strategies for IACs in SFC are limited to [18] and [19]. A
model-based control strategy is presented in [18] for frequency
control by the aggregated IACs. In [19], the authors suggest
the allocation approach of control capabilities to schedule the
IACs in numerous time scales in a power grid. In [20], the
control and modeling methods of IACs to take part in power
system frequency regulation is investigated.

Various control approaches are presented for the frequency
control problem, including sliding mode control [21], linear
quadratic regulation [22], fractional-order control [23], model
predictive control [24], and fuzzy logic control [12]. Having
the capability to handle the uncertainties and disturbances
in complicated nonlinear systems, neural network and fuzzy
logic methods are effective solutions greatly utilized in the
frequency control studies of the power systems. In [12], a
fuzzy-based approach is employed to deal with the control
actions for the TGUs to respond to the regulation signals.
The main challenge is the need for a precise strategy in
producing membership functions and providing fuzzy rules.
In [25], a method based on deep neural networks generates
the control actions for the responsive units in a power system.
Nevertheless, this approach needs a lot of computations for
the purpose of training. A model based on the emotional
learning in the human brain’s limbic system was developed
[26]. This model, referred to as a brain emotional learning
(BEL) model, is an efficacious controller for quick decision-
making, especially in uncertain conditions.

Minimal calculation intricacy, the online learning ability,
and no requirement for previous understanding of system
dynamics make BEL a specific method in compatison to other
intelligent methods. Also, it doesn’t necessitate an additional
iterative process for training [27]. The BEL is growingly being
used in control engineering [28], electrical motors [29], and
AC microgrids [30]. It is demnostrated in [31] that the BEL
provides superior performance over neural network and fuzzy
logic in stabilizing the power systems under fault. By creating
a program in the ”C” computer language, the BEL controller
can be executed via software. The program is compiled using
TI’s ”C” compiler, and the DSP processor then receives the
produced code. For example, in [32], a TMS320C31 DSP

floating-point processor is used to experimentally implement
the BEL-based controller for synchronous motor drives. A
DSP-based prototype system (TMS320F28335 signal proces-
sor board) is made in [33] to develop an experimental test-
bed for synchronous reluctance motor drives controlled by
BEL control. Besides, unlike the BEL-based control approach,
meta-heuristic algorithms are only used as offline tuning ap-
proaches. This means that identifying the optimal parameters
of a control scheme by these algorithms relies on operating
conditions, which may affect the execution of the control
system.

C. Research Gap and Contributions

In brief, a gap has been observed in the previous studies as
follows:

(i) Existing research mainly concentrates on the IACs’ mod-
eling and dispatch methods, while the design of adap-
tive controllers to provide the IACs with the regulation
commands for efficient contribution in the frequency
regulation service has gained little consideration.

(ii) The control methods of IACs existing in the literature
mostly depend on the operating conditions. In this case,
unpredictable changes in the system’s parameters impact
the controller’s execution.

(iii) Some technical issues could occur in the event of a de-
layed reaction or variable IAC interference. It is essential
to establish collaboration between IACs and TGU to solve
the following problems. No study has been conducted
using a coordination strategy.

(iv) The performance of power grids with IACs may be im-
pacted by various factors, including external disturbances,
the uncertainty of parameters, and unknown dynamics.
Therefore, the role of IACs in providing regulation capac-
ities in the face of uncertainty requires more investigation.

(v) Providing a computationally efficient and model-free
adaptive control method in the control loop of IACs
taking uncertainty in generating the control commands
into consideration has not been addressed in the literature.

Also, Table I summarizes a taxonomy of existing publications
addressing the use of IACs in providing frequency regulation
services and compares them to highlight the main contribu-
tions of this paper.

To bridge the mentioned gaps, this paper proposes a BEL-
based adaptive controller to provide proper frequency regula-
tion signal tracking by the aggregated IACs in a multi-area
power system. The proposed controller gives the ability to
deal with the uncertainties affected by parameters changes and
loads fluctuations in the system. The controller’s convergence
conditions are also studied. The controller is compared to a
fuzzy-PI control, a proportional control scheme, and MPC
and LQR-based control schemes. In addition, the impact of
the delayed response of the IACs is assessed by using a
delay-dependent stability criterion to calculate the highest time
delay under which the system with IACs maintains stability.
An intelligent supervisory coordinator is also proposed to
make a coordination between the IAC aggregators and TGUs
to remove excess generation, which can be created/removed
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TABLE I
COMPARISON BETWEEN THIS PAPER’S CONTRIBUTIONS AND THOSE OF PREVIOUS STUDIES

Refs.
Control method

Coordination between Uncertainty Communication Robust stability
Model-based Model-free IACs and CGU consideration delay criterion

[9] X – – – X –

[10] X – – – – –

[16] X – – – – –

[17] X – – – – –

[18] X – – X X –

[19] X – – – – –

[20] X – – X X –

This paper X* X X X X X

*: For comparison purposes

during lengthy delays. The design is such that the BEL coor-
dinator produces supplementary gains for the classic controller
embedded in the control loop of TGUs based on the measured
power information from the IACs and Area Control Error
(ACE).

II. PROPOSED LFC SCHEME

A. Control framework of IACs

A control structure for participation of IACs in regulation
service is depicted in Fig. 1. For the provision of reserve
capacities by IACs, as illustrated in the figure, the entities,
including the consumers, the aggregators, and the system
operator, are involved [34]. The consumers, who get involved
in the DR programs, sign contracts on altering the consump-
tion manner in reaction to control commands in the power
system. Depending on a DR plan’s special form and type,
the aggregators can be load-serving entities, distribution grid
operators, or DR suppliers. During the system contingency,
the system operator provides a signal containing the frequency
and tie-line power changes designated as ACE and transmits
it to the aggregators. The aggregators would then distribute
the control command among the IACs according to the num-
ber of available devices in continuous-time domain. Upon
receiving the control signal, the IACs change the operating
frequency so that the electricity consumption of the IACs is
controllable continuously. It is supposed that the IACs are
provided with smart controllers, which allow the consumers
to adjust the parameters, such as control modes, controllable
periods, and temperature ranges[35]. We have assumed an
electricity system design where the system operators are in
charge of ensuring reliable and safe system operation and
must ultimately ensure a balance between consumption and
generation. Moreover, we assume that the IAC devices can
measure the frequency with the necessary precision and apply
the control command as quickly as needed. Keep in mind
that this architecture necessitates very minimal communication
between aggregators and devices. Each device will commu-
nicate the data to the aggregator, instructing the devices to
activate their reserves. This attractive aspect of the suggested
architecture significantly reduces whole communication.

System Operator

 Control center 

Aggregators

Register platform 

Smart controller Consumer 1 

AC 1

Set 

Signal 

Feedback 

Smart controller Consumer n 

AC n 

Set 

Signal 

Feedback    

Room 1 Room n

Transmission Level 

Regulation

Distribution Level 

Regulation

Terminal 

Equipment Control

Information feedback Control instructions Contracts  

Fig. 1. Control structure for the participation of IACs in frequency control

B. Reserve capability of IACs

To derive the power output of IAC aggregators according
to the regulation signal, an equivalent model of IACs is
required in the frequency control problem. The mathematical
model of an IAC should be extracted from thermal and
electrical models. The thermal model in the time domain is
mathematically expressed as follows [19]:

ρdMrVr
dθr(t)

dt
= Qr(t)−QIAC(t) (1)

As (1) implies, the room’s thermal model is expressed by
the relationship between the room thermal deviation and room
temperature (θr). The thermal deviation is indicated based on
the room’s heat gain (Qr) and the IACs refrigerating capacity
(QIAC). In (1), the notations Mr and ρd, represent the heat
capacity of the air and density, respectively; and Vr denotes
the volume of the room.

The heat gain of the room is derived from the heat transfer
between outdoor and indoor air as follows:

Qr(t) = Etc (θ0(t)− θr(t)) (2)

where Etc represents equivalent thermal conductance between
the outdoor and room air. The main feature of IAC is the oper-
ating frequency which is adjustable to change the compressor
speed. The electrical model of IAC is, therefore, generated
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based on the operating frequency. By regulating the frequency,
the operating power (PIAC) and refrigerating capacity (Qr) of
the IAC can be controlled as follows:

PIAC(t) = p(t)fIAC(t) + cp2 (3)
QIAC(t) = q(t)fIAC(t) + cq2 (4)

where

p(t) =
cp1
Tc
e

−1
Tc

t; q(t) =
cq1
Tc
e

−1
Tc

t (5)

where cp1, cp2, cq1, and cq2 are constant factors of the
IAC; and Tc is the compressor’s time constant. The operating
frequency of IAC (fIAC) can be controlled in a defined range
as follows:

fmin
IAC ≤ fIAC ≤ fmax

IAC (6)

where the bound values fmin
IAC and fmax

IAC represent, respec-
tively, the minimum and maximum operating frequencies.

In a normal case, without participation in regulation process,
the operating frequency of IAC is controlled based on the
difference between the room temperature (θr) and the set
temperature (θst) of the IAC, which can be expressed as:

∆fIAC(t) =aθdev(t) + b

∫
θdev(t)dt (7)

θdev(t) = θr(t)− θst(t) (8)

To take part in the regulation service, the operating power
and frequency of IAC should be adjusted according to the
ACE deviations. To achieve this aim, a control signal (uIAC)
from the central control center is provided to the aggregated
IACs in the system to regulate the operating power. This
control signal is produced by monitoring the frequency and
tie-line deviations in power areas of the power system. Hence,
equation (7) can be rewritten as follows:

∆fIAC(t) = uIAC(t) + aθdev(t) + b

∫
θdev(t)dt (9)

By considering above equations in the thermal and electrical
models of IAC, the operating power change of the IAC in
response to the regulation signal of power system can be
expressed as follows:

∆PIAC(t) = cp1∆fIAC(t) (10)

PIAC(t) = cp1

(
uIAC(t)+a (θr(t)− θst) +b

∫
(θr(t)− θst) dt

)
(11)

As (11) illustrates, the operating power of the IAC is
changed by the deviations of the set temperature of the IAC,
the temperature in the room, and the regulation signal. Since
the IAC operating power should be controlled in a short time
for the regulation purpose, it is convincing to suppose that the
IAC set remains constant in such a short period [19].

∆θst ∼= 0 (12)

Therefore, equation (11) can be simplified as follows:

∆PIAC(t) = cp1

(
uIAC(t) + aθr(t) +b

∫
θr(t)dt

)
(13)

 

Thermal and electrical model of the IAC 
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Fig. 2. Transfer function model of aggregated IACs

It is obvious from (13) that the operating power of IAC can
be adjusted according to the control commands sent from the
controller.

From equation (1) to (13), the IAC power can be represented
in the frequency domain as follows:

∆PIAC(s) =
cp1(TBs+ 1)

(TBs+ 1)(Tcs+ 1) + φC(s)
uIAC(s) (14)

where

TB =
ρdMrVr
Etc

; φ =
cq1
Etc

(15)

The IAC’s internal temperature controller, C(s), allows users
to change the running frequency and maintain a constant
indoor temperature to meet its setpoint and can be developed
by a PI controller as follows:

C(s) = a+
b

s
(16)

where a and b represents the gains of PI controller.
IACs control loop includes an operational constraint to

ensure the users’ comfort. This constraint is formulated as
follows [9]:

|∆PIAC |≤
cp1∆θr,max

φ
(17)

This equation implies that as long as the operating power
change of the IAC ∆PIAC is less than ∆θr,max, the indoor
temperature deviation satisfies the temperature boundary value
permitted by the users. Consequently, the setting value of
∆θr,max should be carefully considered to balance the reg-
ulation performance and consumer comfort.

The transfer function model of aggregated IACs is shown
in Fig. 2. The model comprises a thermal and electrical model
taken from [19] and secondary control with the proposed BEL-
based adaptive controller. The output power change of the IAC
aggregator, which is in charge of supervising N distributed
IACs, is expressed as

∆PIAC,T =

N∑
l=1

∆PIACl
. (18)

The limitations on the aggregator operating power are
accordingly chosen from the limits on the operating power
of the IACs (i.e. (17)).



IEEE TRANSACTIONS ON POWER SYSTEMS 5

1,

M

ij

j j i

T

i
B

2

s



,L i
P

1

1
gi

T s+

1/
i

R

1

2
i i

M s D+

IAC 

aggregator

Model of 

IAC control

Rotating mass and load

,m i
P

    

TurbineGovernor 

1,

M

ij j

j j i

T f

tie i
P

−


  

Tie-line power

i
f

  

1
G IAC
 + =

BEL 

controller

Time delay

IA C


IAC
u

1
l

N

IAC

l

P
=


PI

controller

G


BEL 

coordinator

Participation factors

P
K I

K

iIAC
ACE

iG
ACE

i
ACE

Coordination strategy

c
u

  
1

ti
T

1

s



−gc
u

g
u ,v i

P

GDB
GRC

 
Fig. 3. System frequency response model with IAC

III. FREQUENCY RESPONSE MODEL OF POWER SYSTEM
WITH IACS

Since the AGC operation involves little variations, thus each
control area of a power grid is modeled by an equivalent
generator with a turbine, a governor, and an AGC system.
Besides, the time constant of automatic voltage regulator
(AVR) loop is shorter than the AGC; thus, it is possible
to dissociate the AGC loop from the AVR loop [36]. Thus,
reliable LFC studies can be performed using a linear model of
the AGC system [36][37]. Fig. 3 illustrates the block diagram
for the control area i with IAC control. The variation in
frequency deviation in area i can be described as

∆
.

f i = − Di

2M i
∆fi (19)

− 1

2M i

(
∆PLi

−∆Pm,i +

N∑
l=1

∆PIACl,i
+ ∆Ptie−i

)
where ∆PLi

and ∆Pmi
are the changes in the load, and in

the generation of TGU, respectively; Mi and Di represent
the inertia constant of TGU and the load damping coefficient,
respectively; and ∆Ptiei is the change in the overall power
flowing across the tie lines spanning area i and nearby areas.

The nonlinear characteristic associated with the governor
dead band (GDB) is incorporated into the model, which can
be expressed as follows:

ug(t) = max(0, ugc − ugc0) + min(0, ugc + ugc0) (20)

where the operators max and min return the maximum and
minimum value of their arguments, respectively; ±ugc0 repre-
sent the bounds of the dead zone; and ugc denotes the provided
signal for the governor, which is calculated as follows:

ugc = uc −
∆fi
Ri

(21)

where uc is the produced signal by the controller, and R is
the speed adjustment factor. The impact of the generation rate
constraint (GRC) on the turbine power can be modeled as
follows:

Pm =

∫
[min

(
max(0,

dP ′m,i

dt
), σ

)
+max

(
min(0,

dP ′m,i

dt
),−σ

)
]dt

(22)

uIAC

Amygdala

Orbitofrontal

cortex

Thalamus

Sensory

cortex

+

SI 

ES -

+-

-

+

 

Fig. 4. Structure of BEL controller

where P ′m denotes the input signal to the GRC block, and
±σ are the maximum and minimum allowed values for the
generation rate.

The IACs are assumed to participate in the LFC based on
the provided ACEIAC . The IAC bypasses the signal unless
its value exits a dead zone of a positive upper bound and a
negative lower bound. The IACs are needed to decrease the
power consumption when ACEIAC drops below the lower
bound and increase the power consumption when it surpasses
the upper bound. This control process holds on the condition
that the room temperature for each IAC is within the permitted
range of variation ∆θr,max. With the restoration of the system
frequency, the IACs’ operational frequencies will return to
their initial settings; hence the frequency regulation service
has slight or no influence on the customers’ convenience in
the short period for the LFC [9].

IV. DESIGN OF CONTROLLER FOR IAC AGGREGATOR

A BEL-based controller is proposed in this paper to generate
the control commands for the aggregated IACs to contribute
to frequency regulation service. The controller is formed of
Amygdala, which is involved in emotional learning, sensory
cortex, Thalamus, and Orbitofrontal cortex [38]. Sensory input
(S) and emotional signal (E) are the model inputs. A simpli-
fied structure of the BEL used in this work is depicted in
Fig. 4. A and O networks express the blocks associated with
the amygdala and orbitofrontal cortex, respectively. The BEL
output is obtained based on the subtraction of network A and
network O outputs, represented by

uIAC(t) = A(t)−O(t). (23)

The S and E are the A network inputs. Section III-B
discusses the selection process for S and E. The A network
output is represented by [30], [38]:

A(t) = S(t)Z(t) (24)

where Z(t) is a connection weight, which is given as follows:

Z(t) =

∫ t

0

δz(t)dt+ Z(0) (25)

where

δz(t) = αS(t)[max(0, E(t)−A(t)−Ac(t)) (26)

Ac(t) = max[S(t)]Zc(t) (27)
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where α represents the learning rate; Ac is a neuron with the
greatest amount of sensory input; max[S] denotes the greatest
of all sensory signals. The Zc is described by:

Zc =

∫ t

0

δzcdt+ Zc(0). (28)

The S and E together with the prior model output are the O
network inputs. The network O output is calculated as follows:

O(t) = S(t)P (t) (29)

where P (t) is a connection weight that change as:

P (t) =

∫ t

0

δp(t)dt+ P (0) (30)

where

δp(t) = βS(t)[A(t)−O(t)− E(t)] (31)

where β is the inhibition rate; eventually, the BEL output in
(23) is given by:

uIAC(t) = S(t)[α

∫ t

0

S(t)[max(0, E(t)−A(t)−Ac(t))]dt

− β
∫ t

0

S(t)[A(t)−O(t)− E(t)]dt].

(32)

The following section discusses the convergence conditions.

A. Convergence condition

Theorem 1. Given the controller’s weight adjustments as
in (23) to (31), there is a synthesis of S signal, α and β
parameters such that [30], [38]

1)|1− αS(t)2|< 1

2)|1− βS(t)2|< 1

Which guarantees the weights’ asymptotic convergence asso-
ciated with A and O networks.

Proof. The BEL controller’s actions is examined in two
different periods, namely the transient and steady-state periods.
At first, for the transient period, (26) can be written as:

δz(t) = αS(t)[E(t)−A(t)−Ac(t)] (33)

In the steady-state period, there is zero weight variation in the
A and O networks. i.e.

δz(t) = δzc(t) = δp(t) = 0 (34)

Assuming S(t) 6= 0, and applying the condition (34) on
(33) and (31)

E(t) = Ac(t) = S(t)Zc(t) = uIAC(t) (35)

where zc and z∗c are the weight of network A during and
after adjustment, respectively; and E′(t) = S(t)Zc(t) and
E′ = S(t)Z∗c are E signal prior to and following adjustment,
respectively. The following is the weight adjustment for δzc:

δzc(t) = αS(t)[max(0, (E(t)− E′(t))] (36)

when E(t)− E′ > 0, (36) decreases to

µzc(t) = αS(t)(E(t)− E′)
= αS(t) (S(t)z∗c (t)− S(t)Zc(t)) = αS2(t)Z̃c(t)

(37)

where, Z̃c(t) = Z∗c (t) − Zc(t). Zc(t) changes during a brief
period of δt as follows.

Zc(t+ δt) =Zc(t) + δzc(t)

Z̃c(t+ δt) =Z∗c (t+ δt)− Zc(t+ δt)

=Z∗a(t+ δt)− Zc(t)− δzc(t) =(1−αS2)Z̃c(t)
(38)

Therefore, Z̃c(t + δt) → Z̃c(t) if |1 − αS2|< 1. The change
in Network O is represented as

δp(t) = βS(t)(A(t)−O(t)− E(t))

= βS(t) (0− S(t)P (t)− S(t)Z∗c (t))

= −βS2(t) (Z∗c (t) + P (t)) = −βS2(t)P̃ (t) (39)

where P̃ (t) = Z∗c (t) + P (t). The term P (t) changes as

P (t+ δt) = P (t) + δp(t)

P̃ (t+ δt) = Z∗c (t+ δt) + P (t+ δt)

= P ∗c (t+ δt) + P (t) + δp(t) = (1− βS2)P̃ (t)
(40)

Therefore, P̃ (t+ δt) → P̃ (t) if |1− βS2|< 1.
Remark I. When selecting α and β, the convergence

criteria covered in Theorem 1 should be taken into account.

B. Design of S and E

To attain the favorable performance of the BEL-based
controller, constituting a relation between S, E and controller
output (uIAC) is essential. The S and E inputs are selected
as (41) and (42) respectively.

S = φ1ACEIAC + φ2

∫
ACEIACdt (41)

E = γ1ACEIAC + γ2

∫
ACEIACdt+ γ3uIAC (42)

where ACEIAC = λIACACE represents the ACE signal
provided for the IAC aggregator; λIAC represents participation
factor of IAC aggregator; φ1 and φ2 are weighting factors for
the S function; and γ1, γ2, and γ3 are weighting factors for
the E function. Trial and error is used to determine the values
of these weighting factors. The defined S and E functions
are designed to achieve a quick reaction, the least amount
of overshoot and steady-state error, and the least amount of
deviation from a reference. Figure 5 displays the proposed
control scheme for the aggregated IACs.
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Fig. 5. Block diagram of the proposed BEL controller for the aggregated
IACs

C. Control Bounds

This section aims to establish the necessary condition en-
suring that the control command generated by the controller
stays within the allowable boundaries. For a certain set-point
change, this condition estimates the boundaries of the con-
troller parameters and is applicable in all operating scenarios.
The reference is set to a non-zero value, and it is assumed
that the initial status is zero, then ACEIAC = y. In this case,
network A, network O, and Ac outputs are also starting at zero.
However, the S function is non-zero. The first instant’s control
signal is calculated by (43) as [E(0)−A(0)−A0(0)] > 0

uIAC(t) = (α+ β)(φ1 + φ2)2(γ1 + γ2)y3dt (43)

where dt denotes the step-size. At this instant, network A and
network O outputs are written as follows

A(1) = α(φ1 + φ2)2(γ1 + γ2)y3dt (44)

O(1) = −β(φ1 + φ2)2(γ1 + γ2)y3dt (45)

There are two possibilities for the next instant’s control signal.
If [E(1)−A(1)−A0(1)] > 0, then

uIAC(2)=−S(1)2[β((α+β)(φ1+φ2)2(γ1+γ2)y3−E(1))dt]
(46)

And, if [E(1)−A(1)−A0(1)] < 0, then

uIAC(2)=[S(1)2α(E(1)−2α(φ1+φ2)2(γ1+γ2)y3−E(1))dt

−β((α+β)(φ1+φ2)2(γ1+γ2)y3−E(1))dt] (47)

It can be seen that the term (α+ β)(φ1 + φ2)2(γ1 + γ2)y3dt
appears recurrently in consecutive iterations, and thus, main-
taining the control command inside the saturation range is
dependent on this term. Consequently, thanks to (48), the
control command is kept within the saturation boundaries.

uIAC,min ≤ (α+ β)(φ1 + φ2)2(γ1 + γ2)y3dt ≤ uIAC,max

(48)

where uIAC,min and uIAC,max denote the controller output’s
minimum and maximum values.

V. COORDINATION OF IAC AGGREGATOR AND TGU
UNDER COMMUNICATION DELAYS

The main feature of the aggregated IACs in this study is
to contribute to frequency control in case of disturbances
such as a step change in load of power system. However,
as the majority of DR initiatives are contractually based and
voluntary, therefore IAC participation in LFC may change
over time. As a result, in the event of a delayed reaction or
varied interference of IACs, several technical issues may arise.
In other words, if the IAC aggregator’ action is associated
with time latency, TGU starts to restore the power balance
via increasing/decreasing its generation level. Subsequently,
the IAC aggregator is interfered as a supplementary control
to compensate all or part of the power imbalance. In this
case, the contribution of the TGU during the time delay may
result significant frequency changes. In some cases with a
large time delay, this could also impose instability to the
power system performance. In such a condition, even if the
frequency deviations do not jeopardize the power system
performance, the excessive useless power generation by the
TGU would consume a remarkable amount of fuel which
means a substantial CO2 emission.

In this work, a BEL supervisory coordinator is presented to
deal with the time delay in the power system with IACs. In
other words, the BEL is designed to tackle the challenge of the
frequency overshoots/undershoots derived by the inconsistency
between the IAC aggregator and TGU and consequently,
reducing CO2 emission and adjusting the TGU according
to the regulation amount provided by the aggregated IACs.
Hence, the BEL is not only used to produce the control
actions for the IAC aggregator (as discussed in Section III),
but also to coordinate the TGU and IAC aggregator. Figure 6
illustrates how the BEL-based coordinator is used to make
the coordination between aggregator and TGU. As shown,
the coordinator is provided with ∆PIAC and ACEG to
cover the communication delay effect. The outputs are the
parameters of the PI controller in the control loop of TGU.
In other words, the BEL is used for the online tuning of PI
controller parameters. Thus, this control arrangement offers
a smooth execution in starting and unstable conditions. The
input functions used in the BEL coordinator are given as:

S′ = φ′1∆PIAC + φ′2

∫
∆PIACdt (49)

E′ = γ′1ACEG + γ′2

∫
ACEGdt+ γ′3Cs (50)

where S′ and E′ refer to the BEL coordinator’s sensory and
emotional signals, respectively; Cs is the output control signal
of the coordinator; ACEG = λGACE denotes the ACE
signal provided for the TGU; and λG is participation factor
of TGU. The weighting factors φ′1, φ′2, γ′1, γ′2, and γ′3, as in
(49) and (50), are calculated via trial and error. Two scaling
coefficients (SCs) are included in the coordinator structure to
normalize the outputs. The following performance index is
minimized by particle swarm optimization algorithm to tune
the SCs.
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Fig. 6. Schematic of the proposed supervisory coordinator

min

∫ Tsim

0

|∆f(t)| dt (51)

subject to

SCi,min ≤SCi ≤ SCi,max i = 1, 2 (52)

where ∆f represents the system frequency deviation; and Tsim
is the length time of ∆f .

Remark II. Calculating the scaling coefficients and carry-
ing out the coordination are the two steps that make up the pro-
posed BEL supervisory coordinator. Because the coefficients
are adjusted offline, the time and intricacy of the calculations
are not highly valued. The coordination is conducted online,
but it’s a straightforward distribution of the responsive units.
It means that it needs no control and analysis studies, and the
coordination is carried out by using the scaling coefficients
already computed offline.

VI. STABILITY ANALYSIS OF THE PROPOSED LFC
SCHEME

Considering the delays in the IAC aggregator control loop
and neglecting the nonlinearities associated with the GDB and
GRC in the generator control loop, the closed-loop model of
the LFC system with IACs can be expressed from Fig. 2 and
Fig. 3, as follows:

d(x(t))

dt
= Ax(t)+BGugc(t) +BEuIAC(t− ηk) + Fd(t)

y(t) = CTx(t) (53)

where ηk is a time-varying delay limited by

0 ≤ ηk(t) ≤ τk,
d(ηk(t))

dt
≤ γk ≤ 1 k = 1, ..., n (54)

where τ and γ are the upper bound and the
upper variation rate of the time delay; x =
[∆fi ∆Ptie−i ∆Pm,i ∆Pv,i ∆PIAC,T ∆Pa ∆Pb]

T is
the vector of state variables; F = ∆PL,i represents a
system disturbance; and ∆Pa and ∆Pb are presented as
the supplementary variables to derive the system’s linear
state-space model.

A delay-dependent stability criterion is established for the
proposed LFC scheme. This analysis aims at deriving an
admissible delay margin such that the system can remain
asymptotically stable for all time delays less than the admis-
sible delay upper bound. Theorem 1 given in [39] is used to
identify the delay margin.

The detailed execution process for delay margin calculation
is outlined in the following steps.

1) Input the LFC system parameters, as well as the BEL
parameters and initial delays, and compute the state-space
equation given in (53).

2) Use Theorem 1 given in [39] to study the stability of the
LFC system with assigned delays.

3) If the system stability is secured, increase the delays with
a slight increment, and calculate the state-space equation
again, then move to Step 2. Otherwise, the delay in the
last iteration is selected as delay margin.

VII. CASE STUDIES

A. Test System
The simulations are performed in New England 10-

generator 39-bus test system as shown in Fig. 7 [40]. The
test system is divided into three areas for frequency analysis.
The system’s parameters are listed in Table II. The generating
units in each area have been replaced with equivalent single
generating units with equivalent speed regulation parameters
and inertia constants, which are represented as follows

Meqv =
M1S1 +M2S2 + ...+MnSn

Ssystem
(55)

where, Ssystem = S1 + S2 + ...+ Sn

Reqv =
1

1
R1

S1

Ssystem
+ 1

R2

S1

Ssystem
...+ 1

Rn

Sn

Ssystem

(56)

where Si, Ri, and Mi are the individual machine rating, speed
regulation parameter and inertia constant of generator i.

In order to ensure the safe operation of power generation
equipment, the nonlinear generation rate constraint of governor
is considered with rising/falling slew rates, and it is specified
as 10% per minute (0.0017 p.u. MW/s). Also, the upper and
lower bounds of dead zone for ACEG are assumed to be ±
0.01 p.u. It is assumed that two IAC aggregators are included
in areas 1 and 2 containing 30,000 IACs. The IACs available
in each aggregator are assumed to have identical specifications
and initial states. The parameters of the thermal and electric
model of IACs are given in Table III [19]. A generalized LFC
model for area i with the IAC aggregator is shown in Fig.
3. The IACs are all installed in the same area; hence, the
respective area’s tie-lines, frequency deviations, and equivalent
constants are considered. The ACE signal in each area is
allocated to the TGU and IAC aggregator using participation
factors of 0.6 and 0.4, respectively. For the design of both
BEL controller and BEL coordinator, the gains and weighting
factors in (41), (42), (49), and (50) are as follow: α = 0.87,
β = 0.95, φ1 = 1.70, φ2 = 1.40, γ1 = 1.35, γ2 = 1.00,
γ3 = 1.30, α′ = 0.70, β′ = 0.80, φ′1 = 1.70, φ′2 = 1.40,
γ′1 = 1.50, γ′2 = 1.95, γ′3 = 0.95. The values of SCs are
obtained as: SC1 = 0.67 and SC2 = 0.77.
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Fig. 7. Single-line diagram of test system

TABLE II
IEEE 39 BUS SYSTEM PARAMETERS [41]

Area No. Unit No. M R D Tg Tt
1 4 3 0.0083 0.08 0.4

Area 1 2 3.5 3 0.0083 0.08 0.4
3 2.5 1.8 0.0083 0.08 0.4
4 2.5 2.4 0.0083 0.08 0.4

Area 2 5 3 1.8 0.0083 0.08 0.4
6 4 2.1 0.0083 0.08 0.4
7 3 1.8 0.0083 0.08 0.4

Area 3 8 2 1.5 0.0083 0.08 0.4
9 4.5 2.1 0.0083 0.08 0.4
10 5 2.4 0.0083 0.08 0.4

TABLE III
PARAMETERS OF IACS

Parameter Value Unit Parameter Value Unit
Mr 1.005 kJ/(kg.◦C) fmin

IAC 150 Hz
Vr 250 m3 cp1 0.04 kW/Hz
ρd 1.205 kg/m3 cp2 0.02 kW
a 0.52 Hz/◦C cq1 0.12 kW/Hz
b 0.032 Hz/(◦C.s) cq2 -0.05 kW

fmin
IAC 1 Hz θst 25 ◦C

B. Dynamic evaluation of the proposed control scheme

A comparison study is carried out to examine how well
the suggested BEL-based controller performs. To this end, the
controller is compared to a proportional control method for
IACs aggregators reported in [19] and a fuzzy-PI control. To
apply the fuzzy-PI control to IAC aggregators in each area, a
collection of fuzzy rules including 27 rules is utilized in the
fuzzy block. The inputs to the fuzzy block are ACEIAC and
its derivative. The outputs are the parameters of PI controller in
the control loop of IAC aggregator. The membership functions
(MFs) for inputs are the trapezoidal ones to cover a broad
area of changes in ACEIAC and d/dtACEIAC . In addition,

the outputs MFs, which are the gains of PI controller, are
determined based on the triangular form to raise the compu-
tations speed of the fuzzy control. The MFs are presented in
Appendix.

The performance of the controllers is compared for
multiple-step changes in the load as plotted in Fig. 8 (a).
The comparison results of ACE deviations are plotted in Figs.
8 (b)-(d), respectively. As seen, when the IAC aggregators
are equipped with the BEL-based controller, considerable
decreases in the peak value and settling time of dynamic
responses are achieved compared to a proportional control
and a fuzzy PI control. From Fig. 8, it is evident that fuzzy
control also can work. However, its performance may be
affected due to the fixed design of fuzzy rules. Besides, since
proportional control contains a constant gain, the variation in
the operating point and the advent of uncertainties that enter as
additive disturbances to the system dynamic model may lead to
poor presentation in both performance and convergence speed.
Figures 8 (e)-(f) represents the regulation power of the TGUs
and IACs with the proposed controller. As the figure shows,
the TGUs and IACs follow the load variations by changing the
output powers. The IACs yield down-regulation capacity by
increasing the power consumption and provide up-regulation
capacity by decreasing the power consumption. It is also clear
that after the aggregators achieve the necessary peak value,
their regulating abilities start to wane and eventually level
off at zero, which shows that the setpoints of IACs return
to the initial values with the frequency restoration. To study
the robustness of the proposed BEL controller embedded in
the control loop IAC aggregators, uncertainties are included in
the governor time constant (Tg) and the synchronizing torque
coefficient of the tie-line connecting areas 1 and 3 (T13).
The parameters are increased from zero to forty percent of
what they were in the original operational state. The absolute
maximum deviation of frequency responses in all areas is
illustrated in Fig. 9 for varying parameters. As the results
show, the dynamic responses are lightly affected, resulting in
a robust performance in case of the variation in Tg and T13.

C. Efficacy of Supervisory Coordination Scheme on Regula-
tion Performance

This subsection aims to prove how the proposed BEL-based
coordinator scheme faces frequency contingencies impacted
by time delay, which may threaten regulation performance in
case of a high time delay. In order to analyze the effects
of delay, the time delays between the transmission system
operator (TSO), IACs, and control center are grouped together
and recognized as a single delay. Figure 10 shows the absolute
value of the maximum frequency deviations obtained by the
proposed BEL controller under varying delays in the control
loop of both IAC from 0 to 1.5 s. This analysis is conducted
under a 0.25 p.u. load change in both area 1 and area 2.
In Fig. 10, the system stability’s permitted delay boundary
is calculated as τ1 = τ2 = 1.322 s, with the time-varying rate
assumed as γ = 0.5. The change in the frequency of areas
is shown in Fig. 11 for two different time delays (before and
after the delay margin). As seen, the frequency deviation is
unstable for the η2 = η2 = 1.5 s due to the delay margin.
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Fig. 9. Impact of changes of Tg and T13 on the absolute maximum deviation of frequency responses

In continue, the BEL coordinator is included in the control
system. A 0.1 p.u. load change in area 1 and another 0.1
p.u. load change in area 2 are considered. For the rest of
the simulations, the communication delay is 1 s. The ACE
deviation for the BEL controller with the BEL coordinator
between TGUs and IACs aggregators and BEL controller
without coordination scheme are plotted in Fig. 12. The
attained results prove that the proposed BEL-based coordinator
scheme can dramatically mitigate the value of the frequency

and tie-line power overshoots and variations in comparison to
the BEL based aggregation control without the contribution of
the intelligent coordinator and other ones, thus resulting in an
ensured performance of the proposed coordinator scheme in
the presence of time delay.

D. Comparison with Model-based Control Methods

A model predictive control (MPC) and a linear quadratic
regulator (LQR) are used to assess the BEL-based controller
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Fig. 10. Impact of varying time delays on the absolute maximum deviation of frequency responses

 
Fig. 11. Deviation in the frequency of areas considering time delays

performance. The LQR and MPC fall into group of model-
based control algorithms. For the MPC controller design,
the control and prediction horizons are chosen as 3 and 10,
respectively. For the LQR controller, the control command
is generated as uIAC(t) = −KLx

′(t) for a state variable
x′ = [∆fi ∆Ptie−i ∆PIAC,T ∆Pa ∆Pb]

T , where KL is the
gain matrix. The control command is computed as follows:

min

∫ ∞
0

(
x′

T
W1x

′ + uIAC
TW2uIAC

)
dt (57)

where W1 and W2 are symmetric positive definite matrices.
In this scenario, it is intended for the TGU to be worked

so near to the generation restrictions that it cannot provide an

 
Fig. 12. Dynamic performance of the proposed coordinator

appropriate up/down reserve to keep up with the imposed load
change. Model uncertainty is also considered in the tie-line
power flow between area 1 and area 2. A uniform disturbance
models the uncertainty with upper and lower bounds of 2%
to the absolute value of the actual value. The area 1 load
increases by 30 MW at t = 2 s, but the TGU can only
generate an additional 20 MW of power. In Fig. 13 the
results using various control strategies are displayed. As can
be seen, the proposed BEL-based controller presents a superior
performance over the MPC and LQR-based control schemes.
Moreover, nonzero steady-state deviations can be observed in
the responses. This results from the fact that the IAC aggre-
gators’ regulation capabilities are insufficient to balance the
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Fig. 13. Comparison between the proposed controller, MPC, and LQR control

reserve shortage. However, compared to the MPC and LQR,
the suggested controller’s dynamic responses show reduced
steady-state variances. For the frequency deviation in areas 1
and 2, where the IAC aggregators are installed, quantitative
error indices, including the root mean square (RMS) value
and absolute maximum deviation (AMD) are provided. The
results are shown in Table IV. As can be seen, by using the
proposed BEL-based controller, the AMD value of frequency
in area 1 has decreased to 0.5355 Hz from 0.7348 Hz and
0.6105 Hz for the cases that LQR and MPC were used for the
IAC aggregators, respectively. In other words, the percentage
improvement with the proposed controller in comparison with
LQR and MPC is 27.12% and 12.28%, respectively. The table
also suggests that the RMS value of deviation has the lowest
value when the proposed controller is used. Table V shows
the computation time with the applied control methods. Also,
it should be stated that the computation burden required by
fuzzy-PI control method for this scenario is also included in
this table. As the table indicates, the BEL-based controller
requires less computational time than MPC, LQR, and fuzzy
PI control.

E. Real-time Simulation Results

In order to test the specified power system’s applicability
and efficiency in real-time, the proposed control and coordina-

TABLE IV
CHARACTERISTIC COMPARISON OF THE PROPOSED CONTROLLER, MPC,

AND LQR CONTROL

Controller type

AMD (Hz) RMS (Hz)

∆f1 ∆f2 ∆f1 ∆f2
Proposed Controller 0.5355 0.4866 0.1760 0.1759

MPC 0.6105 0.5196 0.1938 0.1922
LQR Control 0.7348 0.5976 0.2116 0.2110

TABLE V
COMPARISON OF THE COMPUTATION TIME

Controllers Proposed controller MPC LQR Fuzzy-PI
Time (s) 14.10 18.32 23.65 32.47

tion systems are implemented in the OPAL-RT-OP5600 real-
time simulator. The general arrangement of the experimental
apparatus is shown in Figure 14. An OPAL-RT and a PC make
up the setup. The console, slave, and master subsystems are the
Simulink model’s three divisions used for RT-Lab simulation.
The BEL controller and BEL coordinator are executed in
the slave subsystem, whereas the master subsystem houses
the power grid model. Scopes can be found in the console
subsystem as well.

Figure 15 shows how three subsystems are created. The
master and slave subsystems are assigned to the same OPAL-
RT target, running on separate cores. The sampling time for
the real-time testing setup execution of the LFC system with
the BEL method is 10 µs. This entails running the test system
model, BEL controller, and BEL coordinator. To enable the
execution of simulations on a real-time platform, RT-LAB
generates the Simulink model’s ”C” code. A real-time scenario
for evaluation of the proposed controller in the control loop
of IAC aggregators is utilized. For the simulations, a 0.2
p.u. load change is considered in area 1. The uncertainty
is also considered in the tie-line power flow between area
1 and area 2. The comparison results of ACE deviation for
the real-time scenario are shown in Fig. 16. The results
indicate that the IAC aggregators with the proposed BEL-
based controller provide a better dynamic response in terms
of peak overshoot and peak undershoot over the fuzzy-PI
controller and the method proposed in [15]. The oscilloscope
results for different controllers are also plotted in Fig. 17 in
a time scale of 20 s. Table VI is also provided to compare
the performance indices obtained by the proposed controller,
fuzzy-PI, and proportional control methods. As shown, the
proposed BEL-based controller provides the lowest values for
the error criteria. For example, the percentage improvement
with the proposed controller in comparison with a proportional
control method reported in [19] in terms of the AMD value
of frequency in area 1 is 30%.

VIII. CONCLUSION

In this paper, a BEL-based controller was proposed to
regulate the power outputs of IAC units for efficient partic-
ipation in the frequency regulation service of a multi-area
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Fig. 14. Real time experimental setup
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Fig. 15. Schematic view of the master, slave, and console subsystems

TABLE VI
CHARACTERISTIC COMPARISON OF THE PROPOSED CONTROLLER AND

FUZZY-PI, AND PROPORTIONAL CONTROL METHODS

Controller type

AMD (Hz) RMS (Hz)

∆f1 ∆f2 ∆f1 ∆f2
Proposed Controller 0.3122 0.3165 0.0652 0.0647

Fuzzy-PI 0.3672 0.3723 0.0767 0.0762
Proportional Controller [19] 0.4223 0.4282 0.0882 0.0876

power system. The controller was developed to deal with the
uncertainties introduced by the system parameters and loads.
Its capability was demonstrated in providing effective control
commands for the IACs over the other controllers examined.
The results showed that the proposed controller performs better
regarding the settling time and peak value of the frequency
and tie-line deviations. A BEL supervisory coordinator was
also developed to overcome the time delay problem in the
power system model, particularly the time delays that occurred
in the control loop of IACs. The BEL coordinator produced
supplementary gains for the PI controller embedded in the
control loop of TGUs. The results confirmed that the proposed
BEL coordinator could reduce the frequency deviations com-
pared to the scheme without adjustment. Finally, the proposed
BEL-based controller was validated by the OPAL-RT real-
time simulator. Although this verification was conducted by
a load disturbance scenario discussed in Subsection VII-D, it

 
Fig. 16. Dynamic performance of the proposed controller in real-time scenario

could be done for other case studies to assess the regulation
performance for different kinds of disturbances in the system
and other possible uncertainties discussed in Section VII. In
future work, to improve the performance of the BEL-based
controller, optimization techniques can be used to specify
control parameters precisely.

APPENDIX

Fig. 18 shows the MFs connected to the inputs and outputs.
The MFs are grouped into the following categories: negative
large (NL), negative small (NS), zero (Z), positive small (PS),
and positive large (PL).
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