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Abstract

Real-world single image Super-Resolution (SR) aims to

enhance the resolution and reconstruct High-Resolution

(HR) details of real Low-Resolution (LR) images. This is

different from the traditional SR setting, where the LR im-

ages are synthetically created, typically with bicubic down-

sampling. As the degradation process for real-world LR

images are highly complex, SR of such images is much

more challenging. Recent promising approaches to solve

the Real-World Super-Resolution (RWSR) problem include

the use of domain adaptation to create realistic training-

pairs, and self-learning based methods which learn an im-

age specific SR model at test time. However, as domain

adaptation is an inherently challenging problem in itself,

SR models based solely on this approach are limited by the

domain gap. In contrast, while self-learning based meth-

ods remove the need for paired-training data by utilizing

internal information in the LR image, these methods come

with the cost of slow prediction times. This paper proposes

a novel framework, Semantic Segmentation Guided Real-

World Super-Resolution (SSG-RWSR), which uses an auxil-

iary semantic segmentation network to guide the SR learn-

ing. This results in noise-free reconstructions with accurate

object boundaries, and enables training on real LR images.

The latter allows our SR network to adapt to the image

specific degradations, without Ground-Truth (GT) reference

images. We support the guidance with domain adaptation

to faithfully reconstruct realistic textures, and ensure color

consistency. We evaluate our proposed method on two pub-

lic available datasets, and present State-of-the-Art results

in terms of perceptual image quality on both real and syn-

thesized LR images.

1. Introduction

Single image Super-Resolution (SR) aims to upsample

a Low-Resolution (LR) image and reconstruct the miss-

ing high-frequency details. SR has been a widely stud-

ied problem for decades, due to its vast number of appli-

Original Zoomed ESRGAN

Ours DA Ours guided Ours combined

Figure 1: Super-resolution (×4) of a real image from the

Cityscapes dataset [11]. By combining domain adaptation

(DA) and guidance by semantic segmentation, our proposed

method reconstructs visually pleasing images. In contrast,

ESRGAN fails to handle the corruptions in the real image,

resulting in many artifacts.

cations in fields such as medical imaging, remote sensing,

and surveillance. In latter, SR are often used to improve

the performance of down-stream vision tasks, such as ob-

ject detection and tracking, by improving the visibility of

the images which often suffer from low-resolution due to

the wide field-of-view and large object to camera distance.

Traditionally, most work has been focusing on improving

the fidelity of the images by minimizing the Mean Squared

Error (MSE). However, recently more focus has been put

into generating realistic High-Resolution (HR) images as

perceived by humans [20]. Current State-of-the-Art (SoTA)

deep learning-based SR methods most often require paired

LR/HR images to be trained by supervised learning. Com-

monly, researchers have been using artificial LR images cre-

ated by downsampling HR images, typically using bicubic

interpolation. However, this strategy changes the natural

image characteristics, such as sensor noise and other cor-
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ruptions, which limits a SR model trained on such data to

perform well on real LR images. Blind SR tries to address

this problem by assuming an unknown downsampling ker-

nel, but it still relies on Ground-Truth (GT) reference im-

ages for supervised learning.

Recent promising approaches to solve the Real-World

Super-Resolution (RWSR) problem, where there aren’t any

LR/HR pairs for training, includes methods based on do-

main adaptation [17, 43, 23], where [17] was the winner of

the NTIRE 2020 Challenge on RWSR [25]. These methods

aim at creating synthetic LR images with similar charac-

teristics as the real LR images. However, SR models rely-

ing solely on this approach are limited by the domain gap,

due to the inherently challenging domain adaptation pro-

cess. Self-learning based methods [3, 30] removes the need

for paired training images, by learning an image specific SR

model at test time, using only internal information available

in the input image. However, this comes with a significant

cost in terms of increased inference time [37].

In this work, we propose a novel framework, Semantic

Segmentation Guided Real-World Super-Resolution (SSG-

RWSR), to handle SR of real LR images without GT refer-

ences or prior knowledge about the image formation model.

We address the lack of training data by a combination of

domain adaptation and guiding the SR learning by the loss

of an auxiliary semantic segmentation network. Semantic

Segmentation (SS) is a computer vision technique that pro-

vides scene understanding by dense labeling of pixels in an

image. We argue that the loss of the SS task provides strong

cues about the fidelity of the images, which can be used to

jointly optimize the SR model towards producing more ac-

curate, and noise-free HR images. The loss of the SS task

also enables training on real LR images, without the need

for GT reference image, which we argue can help the SR

model adapt to the image-specific degradations. To recon-

struct realistic textures, and ensure color consistency with

the LR images, we propose to simultaneously train on syn-

thetically generated LR/HR image pairs. To this end, we

leverage domain adaptation to obtain LR images, with sim-

ilar characteristics and corruptions as the real images. At

test time, we decouple the SS network, which allows for

faster inference times. To the best of our knowledge, we are

the first to propose a framework for RWSR guided by the

loss of a semantic segmentation network. We demonstrate

the effectiveness of our proposed Semantic Segmentation

Guided Real-World Super-Resolution (SSG-RWSR) on two

publicly available datasets, using both real and synthesized

LR images, and show that our method outperforms the ex-

isting SoTA approaches. Visual results of our method can

be seen in Figure 1. In summary, the contributions of our

work are as follows:

• We propose a novel framework for RWSR which al-

lows learning from real LR images without requiring

the corresponding GT images.

• We propose to guide the learning of the RWSR task

with the loss of a semantic segmentation network,

which helps to reconstruct sharp and noise-free HR im-

ages.

• We show that domain adaptation and guidance by the

segmentation loss is complementary to each other, and

improves the texture and fine details of the recon-

structed images, compared to using guidance by the

segmentation loss alone.

• Our method is trained end-to-end without any manual

parameter tweaking.

• We show SoTA results for RWSR on two publicly

available datasets of both real and synthesized LR im-

ages.

2. Related work

2.1. Single image super­resolution

Current SoTA methods for single image SR most often

rely on deep Convolutional Neural Network (CNN) based

SR architectures, which achieve impressive performance

on artificially created LR images. Some of the most re-

cent work includes EDSR [21], which is based on a deep

residual CNN, the ResNet based SRResNet proposed by

[20], and RCAN [42], which employs channel attention to

re-scale features and recover HR details. These networks

are optimized with MSE loss, which leads to good Peak

Signal-to-Noise Ratio (PSNR) values, but fail to preserve

the natural appearance of the images [41]. This problem

is addressed in [20], which presents an SR model based on

Generative Adversarial Networks (GANs), optimized with

a combination of MSE, GAN, and VGG loss [18]. This

approach leads to more photo-realistic images with better

correlation to human perception of good image quality. In

ESRGAN [36] this idea is further developed, mainly by im-

proving the generator and adopting a relativistic discrim-

inator. However, the performance of the aforementioned

methods degrade significantly when used on real LR im-

ages [24]. This is mainly due to the domain gap between

the real and synthetic LR images. To overcome this issue,

ZSSR [29] introduced a zero-shot approach which learns an

image specific SR model at test time. In MSZR [30] this

concept is extended to exploit information from an external

dataset as well. In KernelGAN [3], ZSSR is used together

with a GAN based network for estimation of image-specific

blur kernels. DAN [26] proposed to address both steps in

a single model using an alternating optimization algorithm

that jointly estimates blur kernels and performs SR. How-

ever, these image-specific learning methods come with the

cost of extremely slow prediction times compared to other

450



SR methods [37]. In contrast, the prediction times of our

method are similar to [36]. In [17], a domain adaptation

based approach to RWSR is presented. First, a pool of real-

istic blur-kernels and noise patches is collected. These are

then used to transform clean HR images into realistic LR

images with similar appearance as real LR images. Next, a

SR model is trained on the constructed data. However, since

the domain adaptation is a challenging task in itself, the SR

model is limited by the domain gap between the synthesized

and real LR images. In DPSR [39], de-blurring and de-

noising are combined with SR to deal with blurry and noisy

LR images. However, without sufficient prior information

about the image-specific degradations, the effectiveness of

the method is limited.

2.2. Guided super­resolution

Lutio et al. [12], proposed a method for super-resolution

of depth images guided by RGB images. By consider-

ing it a pixel-to-pixel transformation problem, they learn

a mapping between the LR and HR images that are also

applicable to the depth image. Inversely [10] proposed a

zero-shot approach that extracts LR and HR patches us-

ing corresponding depth maps. Subsequently they train a

GAN that employs SR- and Degredation Simulation Net-

work (DSN)-modules in a cyclical manner that alternates

between LR → HR → LR and HR → LR → HR

mapping. In image generation tasks, such as [16, 45, 9] it

has been shown that semantic information can be utilized

to generate detailed textures and realistic looking images.

In [27], semantic information is used to guide a SR net-

work towards creating textures in areas where this is impor-

tant, and creating sharper lines at object boundaries. Condi-

tion networks that employ SS probability maps to actively

guide the SR network at a feature-map level is proposed

in [35] and [22]. It is shown in [35] that the conditions

can strongly influence the textures generated and result in

much more realistic looking textures that are more semanti-

cally appropriate. While [27] shows that CNNs learn some

categorical information, [28] propose that more categorical

information can be learned by treating SR as a multi-task

problem where a parallel network head that predicts a se-

mantic map is added. The shared backbone is then forced

to learn the categorical information necessary for accurate

segmentation, which benefits the SR head. The work most

closely related to ours is [40], which use multi-task learn-

ing to jointly perform SS and SR, and control the balance

between SS and SR performance by adaptive weighting.

However, when the SR task is given the highest weight,

the performance does not benefit much from the semantic

information, and drops further as more priority is given to

the SS task. Furthermore, a key difference from this, and

all of the existing methods utilizing semantic information

for SR, is that they require paired LR and HR images for

training, which makes them unsuitable for the RWSR prob-

lem. On the contrary, we show that semantic information

can be leveraged to solve the RWSR problem where no GT

reference images are available, making our method applica-

ble to scenarios where real-world images, such as the ones

from surveillance cameras, need to be improved by super-

resolution.

2.3. Semantic segmentation

Much like in SR, SS architectures tends to follow an

encoder-decoder architecture, that first encodes information

with feature extraction network, typically a ResNet variant,

and then decodes it again to recover spatial information and

resolution. Learning to recover spatial information is diffi-

cult [38, 7], and as such SoTA SS methods have tended to-

wards architectures that retain spatial resolution to some ex-

tent. PSPNet [38] proposed using a pyramid pooling mod-

ule where the input feature-map would be pooled across dif-

ferent regions varying from 1 × 1 to 6 × 6 sub-regions, to

get varying degrees of detail in the pooled feature-maps.

They further employ 1×1 convolution to reduce the channel

depth before concatenation. To recover the initial resolution

lost from repeated convolution, the feature-maps are upsam-

pled with bilinear interpolation to match the original input

size. DeepLabv3 [7] proposed using atrous-convolution in

the encoder to create coarse feature-representations before

employing a spatial pooling pyramid to recover informa-

tion at different scales. This was further expanded in [8]

with depth-wise-separable convolutions resulting in the net-

work being able to learn more fine-grained control of the

details in each layer. HRNet [33] proposed an architec-

ture that retains the spatial resolution of one branch, and

parallel branches that perform further convolutions, rather

than sequential repeated convolutions. Retaining the reso-

lution with further convolutions in a parallel branch allows

for the retention of fine-grained detail, while still obtain-

ing deep representational information. However while HR-

Net attempts to keep a higher resolution, the initial convo-

lutions result in an output prediction which is one-fourth of

the size of the input image, which means that the predic-

tion has to be up-sampled to compute the prediction accu-

racy. By super-resolving the input image, the need for up-

sampling of the prediction is avoided, which leads to more

accurate predictions [1], which in turn improves the guiding

of a SR network by the semantic loss. In [34], an auxiliary

super-resolution branch is used to improve the performance

on a semantic segmentation model. The SS model shares

encoder weights with the SR model, which are optimized

during training with MSE loss, before being removed at

test time. The training process requires paired LR and HR

images, and the method is therefore not applicable to real-

world applications.
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Figure 2: Schematic overview of our proposed SSG-RWSR. To learn to perform RWSR we leverage both guiding from an

auxiliary semantic segmentation task and domain adaptation. At test time, the semantic segmentation network is de-coupled,

and as such no semantic labels are required to super-resolve the LR test images.

3. The proposed method

The fundamental challenge in RWSR is the lack of real

natural LR/HR image pairs which can be used to learn a SR

network with supervised learning. Current RWSR methods

often constrain the SR problem by assuming that the LR

image is the result of an imaging model described as:

ILR = (IHR ∗ k) ↓s +n (1)

where k, s, and n denotes blur kernel, scaling factor, and

noise, respectively. However, in reality, the image forma-

tion of real images is much more complicated.

A block diagram of our proposed SSG-RWSR frame-

work can be seen in Figure 2. We propose to combine do-

main adaptation and guiding of the SR learning by the loss

of an auxiliary semantic segmentation network. The ben-

efit of guiding the SR learning by the segmentation loss is

two-fold. First, this helps our SR network to adapt to the

natural image characteristics of the LR images in the source

domain, without the need for GT reference images. This

is important as these can be cumbersome, and sometimes

even impossible to obtain. Conversely, LR images can al-

ways be annotated with semantic labels. Secondly, the loss

of the segmentation task can provide strong cues about the

level of noise in the images, and the quality of object bound-

aries that can help guide the SR network towards producing

more accurate reconstructions. We support the SR learn-

ing by training on image pairs created with domain adapta-

tion. This helps our model to reconstruct realistic textures

and accurate colors. During training, we alternate between

training on real LR images in the source domain X , guided

by SS, and LR images created by our domain adaptation

approach, to leverage information from both domains. Both

concepts are elaborated in the following subsections.

3.1. Guiding with semantic segmentation

We argue that a SS model can benefit from input images

with low noise and high levels of detail, which can be pro-

vided by a carefully trained SR model. Hence the accuracy

of a SS model can be used to guide the SR network towards

producing better image quality. Based on this assumption,

we structure our SSG-RWSR such that the SS network is

fully dependant on the SR output. This is different from

[28], where a separate semantic head is used, as we argue

that for optimal guidance, the two networks should be di-

rectly linked. During training on real images, the input LR

image is sequentially processed by the SR and SS networks.

The SS loss is then used to optimize both the SR and SS

models. This means that the SR model is getting increas-

ingly better at producing HR images that are optimal for the

segmentation task, and in addition, the SS model continu-

ously adapts to the improved input images to further opti-

mize the segmentation accuracy.

3.2. Domain adaptation

To ensure that our SR network learns to reconstruct HR

images with realistic textures and maintain consistency with

the LR input images in terms of color, we also train our SR

model on paired LR/HR images. To obtain LR images with

similar image characteristic as the real LR images in the

source domain X , we utilize domain adaptation [15]. The

procedure is elaborated in the following.

Estimation of degradation parameters We map clean

HR images from the target domain Y to the real LR source

domain X to minimize the domain gap between real and

synthesized LR images. Our approach is based on kernel

estimation and sampling of realistic noise patches [17]. For

estimation of realistic blur kernels, we use KernelGAN [3],

on real LR images in X to build a pool of image-specific

blur kernels that can be used to degrade the clean HR im-
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ages in Y .

To generate artificial LR images which are more similar

to the real LR images we employ the method from [6] to

sample noise from the real LR images in X . This approach

assumes that realistic noise can be obtained from an image

by extracting patches from uniform areas, and then subtract-

ing the mean. To this end, we define two patches pi and qij .

pi is obtained by a sliding window approach across images

in X . Similarly qij is obtained by scanning pi. We consider

pi a uniform patch if the following constraints are met:

|Mean(qij)−Mean(pi)| ≤ µ ·Mean(pi) (2)

and

|V ar(qij)− V ar(pi)| ≤ γ · V ar(pi) (3)

where Mean and V ar denote the mean and variance, re-

spectively, and µ and γ are scaling factors. Different from

[6] we add an additional constraint to ensure that saturated

patches are not extracted:

V ar(pi) ≥ φ (4)

where φ denotes a minimum variance threshold. If all

constraints are satisfied pi is considered a valid noise patch,

from which we subtract the mean value and then add to a

pool of noise patches ni.

Realistic image degradation We degrade clean HR im-

ages from the target domain Y with the estimated blur ker-

nels and noise patches following the image formation model

described in Equation 1. More specifically, we create arti-

ficial LR images ID, by first convolving a HR image in Y

with a randomly selected kernel ki from the pool of esti-

mated blur kernels, followed by a downsampling operation.

The process can formally be described as:

ID = (Yn ∗ ki) ↓s, i ∈ {1, 2 · · ·m} (5)

where ID is the downscaled image, Yn is a HR image, ki
refers to a kernel from the degradation pool {k1, k2, · · ·km}
and s is the scaling factor.

During training of our SR network, we inject noise to

the synthesized LR images by applying a randomly selected

noise patch from the pool of noise patches ni. The pro-

cesses can be described as:

IN = ID + ni, i ∈ {1, 2 · · · l} (6)

where ID is a downscaled image, and ni is a noise patch

from the noise pool {n1, n2, · · ·nl}.

3.3. Backbone networks

Super-resolution Our SR network consist of 23 Residual-

in-Residual Dense Blocks (RRDBs) [36]. To better uti-

lize the semantic information we use a LR patch size of

128 × 128 pixels. We use a combination of L1 pixel

loss, Lpix, and Learned Perceptual Image Patch Similarity

(LPIPS) loss, Llpips, to optimize the network when train-

ing on the domain adapted images. The L1 loss ensures

color consistency between the prediction and the GT image,

while LPIPS loss helps to improve the perceptual quality

with strong correlation to human perception [41]. The to-

tal loss for learning the SR model from the domain adapted

images is defined as:

Ldomain−adapted = λpix · Lpix + λlpips · Llpips (7)

where λpix, and λlpips are scaling parameters.

Semantic segmentation To maintain a high spatial resolu-

tion throughout the segmentation network we use an archi-

tecture with multiple parallel high-to-low resolution subnet-

works with information exchange [33] as our SS backbone.

We optimize the segmentation model with cross-entropy

loss, Lce, which is also used for guiding the SR model. The

loss for guiding the SR learning is defined as:

Lguided = λce · Lce (8)

where λce is a scaling parameter.

4. Implementation details

Similar to recent RWSR literature [24, 5, 25] we perform

our experiments with ×4 scaling factor. For the creation of

realistic training image pairs, as described in Section 3.2,

we use the DF2K dataset as target domain Y of clean HR

images. The DF2K is a merge of 800 and 2650 images from

DIV2K [2] and Flickr2K [31], respectively.

Training details To train our SR and SS backbones, we

initialize from models pre-trained on DF2K and Cityscapes,

respectively. We jointly train both models, alternating be-

tween updating both models based on the cross-entropy

loss, and updating only the SR model based on pixel and

LPIPS loss. We denote the two update cycles as TrainOdd

and TrainEven respectively. We use a batch size of 12 and

train for 100000 iterations on randomly cropped LR patches

and semantic labels using four V100 GPUs. We use the

ADAM optimizer with an initial learning rate of 1 × 10−4

for both models. Through experimentation, we find suit-

able weights for the loss functions and set λpix, λlpips, λce

to 0.01, 0.1, and 0.01 respectively. For extraction of realis-

tic noise patches from X , we set pi to match the LR patch

size and set qij to 32, µ to 0.1, γ to 0.3, and φ to 0.5 which

we find appropriate for real images.

Inference At test time, we de-couple the segmentation net-

work, and as such, semantic labels are no longer required.

We obtain super-resolved images by running our trained SR

on the full LR input image. Hence the inference time of our

SSG-RWSR is similar to [36].
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Original Bicubic ESRGAN[36] MZSR[30] DPSR[39] RealSR[17] DAN[26] Ours

Figure 3: Comparison with SoTA methods for ×4 SR of real images from the Cityscapes dataset. As visible, our method

reconstructs sharper and more visually appealing results compared to the existing methods.

Original Bicubic ESRGAN[36] MZSR[30] DPSR[39] RealSR[17] DAN[26] Ours GT

Figure 4: Comparison with SoTA methods for ×4 of synthetically degraded images from the Cityscapes dataset. As visible,

our method reconstructs sharp images with low noise compared to the existing methods.

Original Bicubic ESRGAN[36] MZSR[30] DPSR[39] RealSR[17] DAN[26] Ours

Figure 5: Comparison with SoTA methods for ×4 SR of real images from the IDD dataset. As visible, our method recon-

structs more detailed images with less artifacts compared to the existing methods.

5. Experiments and results

We compare our proposed method to four recent SoTA

methods for SR of real images, namely MZSR [30], DPSR

[39], RealSR [17], and DAN [26]. We adjust the competing

models for optimal performance for a fair comparison. We

use KernelGAN [3] to estimate blur kernels for use with

MZSR [30]. For DPSR [39] and DAN [26], we set noise

levels as recommended by the authors. With RealSR [17]

we use the degradation framework provided by the authors,
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and re-train the model to the respective datasets. We also

include the ESRGAN [36] in our comparison, to highlight

the effect of applying a SR model trained on bicubically

downsampled LR images on real LR images. For this, we

use the pre-trained weights provided by the authors.

5.1. Datasets

Evaluation on real images For evaluation on real images

we use the Cityscapes [11] and IDD [32] datasets, which

both contain images and appertaining semantic labels. The

Cityscapes dataset has 19 different classes and is divided

into 2975 training, 500 validation, and 1525 test images,

respectively, which have a resolution of 2048×1024 pixels.

We use the validation set to evaluate the performance of

our method. The IDD dataset has 30 different classes and

contains both images of 1920×1080 and 1280×720 pixels.

For our experiments, we use the 1280 × 720 pixels images

from the training and validation set which amount to 1876

and 442 images respectively.

Evaluation on synthesized images To validate the perfor-

mance of the proposed SSG-RWSR on images with known

GTs, we conduct experiments on synthetically degraded LR

images. This allows for evaluation with Full-Reference Im-

age Quality Assessment (FR-IQA) metrics. To simulate re-

alistic LR images we first degrade the images by convolving

an 11 × 11 Gaussian blur kernel with a standard deviation

of 1.5 before downsampling. Following the protocol from

[24], we model sensor noise by adding Gaussian noise, with

zero mean and a standard deviation of 8 pixels. This sim-

ulates real-world LR images acquired with a low-quality

camera, in poor lighting conditions. For consistency, we

also downsample the appertaining semantic labels. During

training, only the degraded LR images and labels are avail-

able, and the degradation process and GTs are kept hidden.

We perform our experiments with synthesized LR images

on the Cityscapes dataset.

5.2. Quantitative Evaluation metrics

Due to the lack of GT reference images, it impossible

to compare the reconstruction performance on real images

with traditional SR FR-IQA metrics. As such we mainly

rely on Mean Opinion Rank (MOR), which is a direct mea-

sure of human perceived perceptual quality [25]. We ask

the participants to rank the super-resolved images based on

overall image quality. We randomly shuffle the presented

images to avoid bias. Readers can refer to our supple-

mentary material for more details about our evaluation with

MOR. Furthermore, we also evaluate the performance us-

ing two SoTA learning based No-Reference Image Qual-

ity Assessment (NR-IQA) methods, namely, NIMA [14]

and MetaIQA [44] as these show a good correlation to hu-

man judgement. For both methods, we use the pre-trained

weights for evaluation of the technical image quality.

For our experiments on synthesized LR images, we use

two traditional SR metrics, PSNR and SSIM, and two per-

ceptually oriented metrics, LPIPS [41], and DISTS [13].

Out of these, we mainly consider the LPIPS and DISTS

metrics as indicators of the image quality due to their high

correlation with human judgement [41]. Note that low dis-

tortion and high perceptual quality are at odds with each

other, making it impossible to two obtain both [4]. With the

use of GAN training and perceptual loss, our method is op-

timized to obtain a good trade-off with a slight bias towards

perceptual quality.

Cityscapes (Real LR images)

Method NIMA ↑ Meta-IQA ↑ MOR ↓

Bicubic [19] 4.62 0.245 -

ESRGAN [36] 4.95 0.247 -

MZSR [30] 4.88 0.231 3.33

DPSR [39] 4.83 0.240 4.41

RealSR [17] 4.87 0.236 2.75

DAN [26] 4.65 0.246 3.47

Ours 5.04 0.254 1.21

Table 1: Quantitative results on the Cityscapes validation

sets. ↑ and ↓ indicate whether higher or lower values are

desired, respectively. As seen, our method obtains both the

best MOR and NIMA and Meta-IQA results.

IDD (Real LR images)

Method NIMA ↑ Meta-IQA ↑ MOR ↓

Bicubic [19] 4.73 0.330 -

ESRGAN [36] 4.94 0.325 -

MZSR [30] 5.00 0.330 2.96

DPSR [39] 4.92 0.330 3.16

RealSR [17] 4.83 0.296 4.88

DAN [26] 4.77 0.330 2.48

Ours 5.03 0.323 1.45

Table 2: Quantitative results on the IDD validation sets. ↑
and ↓ indicate whether higher or lower values are desired,

respectively. As seen, our method obtains both the best

MOR and NIMA results, and the second best Meta-IQA re-

sults.

5.3. Quantitative results

Real images As show in Table 1 and 2 our method re-

sults in the most visually pleasing reconstructions of both

real images from the CityScapes and IDD datasets accord-

ing to the MOR. This is also supported by the NIMA and

Meta-IQA scores, where only the DAN [26] is slightly bet-

ter according to the Meta-IQA scores on the IDD dataset.
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Cityscapes (Synthesized LR images)

Method PSNR ↑ SSIM ↑ LPIPS ↓ DISTS ↓

Bicubic [19] 27.51 0.62 0.64 0.19

ESRGAN [36] 18.17 0.12 1.29 0.20

MZSR [30] 26.68 0.55 0.73 0.16

DPSR [39] 33.11 0.90 0.42 0.13

RealSR [17] 25.88 0.77 0.26 0.10

DAN [26] 27.16 0.58 0.60 0.20

Ours 29.08 0.83 0.19 0.07

Table 3: Quantitative results on the artificially degraded

Cityscapes validation set. ↑ and ↓ indicate whether higher or

lower values are desired, respectively. Our method achieves

a good trade-off between low distortion and high perceptual

quality with the second best PSNR and SSIM results, and

the best perceptual quality as measured by the LPIPS and

DISTS metrics.

However, this is in contrast to the visual appearance of the

images, as the digits on the licence plates shown in Figure 5

are more well defined in the image produced by our method,

compared to the ones produced by DAN.

Synthesized images As shown in Table 3 our method

achieves a good compromise between fidelity and percep-

tual quality, by obtaining the best LPIPS and DISTS scores,

which indicate that our super-resolved images are closer to

the GT in terms of visual quality, and the second best re-

sults on the hand-crafted metrics (PSNR, SSIM). The latter

is expected, as our method is optimized towards perceptual

image quality, which are at odds with a low reconstruction

error [4].

5.4. Qualitative results

Real images In Figure 3 and 5 we visualize super-

resolution results of real LR images. We see that most

methods fail to handle the highly complex degradation pro-

cess present in the real images, which results in many arti-

facts (ESRGAN, MZSR, RealSR) or blurry images (DPSR,

DAN). In comparison, our method generates sharper images

with better visual quality and less noise.

Synthesized images In Figure 4 we see that ESRGAN,

MZSR and DAN cannot properly handle the noisy LR im-

age which causes a high degree of artifacts to be present in

the super-resolved images. DPSR performs better in that re-

gard, but the images appear blurry and lack high-frequency

details. In contrast, both RealSR and our method produces

artifact-free, sharp, and natural appearing images.

5.5. Ablation study

To study the effect of the individual components in our

proposed SSG-RWSR framework we compare ablations of

the framework to the full system. Figure 1 and Table 4

shows the visual difference, and quantitative results for the

different settings, respectively. As seen, training only on

the synthetically created LR/HR pairs results in HR images

with more high-frequency details than the LR image. How-

ever in some areas, the hallucinated details appear to be in-

correct or missing. On the contrary, training only on the real

LR images guided by the SS loss, produces less detailed im-

ages, but the reconstructions are more consistent with the

objects and shapes present in the LR image. In comparison,

our combined SSG-RWSR produces images that are both

sharp, detail rich, and with a photo-realistic appearance.

Method NIMA ↑ Meta-IQA ↑

Ours (DA) 4.33 0.206

Ours (Guided only) 5.00 0.251

Ours 5.04 0.254

Table 4: The effect of the different components in our pro-

posed method on the Cityscapes validation set. ↑ and ↓ in-

dicate whether higher or lower values are desired, respec-

tively.

6. Conclusion

In this paper, we address the RWSR problem where no

ground truth data are available. To this end, we introduce

a novel framework, SSG-RWSR, where the SR learning

is guided by an auxiliary semantic segmentation network.

This enables our SR model to adapt to the image specific

degradations present in real LR images, and enables recon-

struction of sharp object boundaries and noise-free images.

We combine guidance by the segmentation loss with do-

main adaptation, to reconstruct realistic textures and ensure

color consistency. Our experimental results on both real and

synthesized LR images demonstrate a significant improve-

ment over the SoTA methods, resulting in less noise and

better visual quality. This is supported by human ranking of

the super-resolved images, where our method outperforms

other methods by large margins.
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