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a b s t r a c t 

Life support systems (LSSs) are autonomous systems integrating various generation, recycling, and con- 

sumption subsystems with storage capability to maintain the balance of key system compounds. A novel 

hierarchical control is proposed in this paper to operate an exemplary controlled ecological LSS. The study 

focuses on the control of O 2 concentration in the crew compartment, as the main consumer of a LSS, 

while coordinating a network of biological compartments with a variety of generation, consumption, and 

storage capabilities. A concentrated gas buffer tank is included in the system to demonstrate its capability 

to support the system operation flexibility and efficiency. Simulation analyses for changing O 2 demand 

scenarios are carried to assess the proposed control architecture performance. 

© 2021 The Authors. Published by Elsevier Ltd. 
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. Introduction 

Life support systems (LSSs) are designed to provide the re- 

uired environment for human beings to survive in outer space 

r isolated environments ( Jones, 2003 ). The main objectives of 

SSs are to regenerate the atmosphere, recycle water, supply the 

equired amount of edible material to sustain human life, and 

rocess the waste generated in the system to provide maximum 

elf-sustainability. LSSs were initially developed by space agencies 

o enable life in space due to their capability to self-regenerate 

esidues using physicochemical technologies. Current LSSs are par- 

ially Earth-dependent as it happens in the International Space 

tation (ISS), with a scheduled re-supply of food and fresh wa- 

er from Earth based on the crew needs. On average, an astro- 

aut consumes 0.835, 3.909, and 0.617 kg per day of O 2 , water, 

nd food, respectively ( Ehlmann et al., 2005 ). The journey to Mars, 

hich is calculated to last up to 1100 days, makes it impossi- 

le to embark all crew needs due to the associated cargo load 

 Barta, 2017 ). Therefore, the future of space crewed missions, in- 

luding the sustainable and long-term presence on Moon and Mars 

urfaces, will require the capability to sustain life autonomously 

 Gitelson and Lisovsky, 2002 ; Gòdia et al., 2004 ; Nelson et al.,

010 ; Schwartzkopf, 1992 ; Sulzman, 1994 ). LSSs can also pro- 
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ide advanced solutions for the severe challenges faced on Earth 

uch as climate change and CO 2 accumulation, depletion of nat- 

ral resources, clean water scarcity, or food crisis ( Nelson et al., 

003 ). Controlled ecological LSSs (CELSSs) are LSSs driven by the 

se of artificial ecosystems based on advanced control strategies 

o guarantee its long-term operation and including the provision 

f food, which is not possible with purely physicochemical LSSs 

 Schwartzkopf, 1992 ). The most advanced human-made CELSS in- 

lude ALSSTB (Texas, US), Biosphere-2 (Arizona, US), CEEF com- 

lex (Rokkasho, Japan), and MELiSSA (Micro-Ecological Life Support 

ystem Alternative ( Gòdia et al., 2004 )) with a pilot plant facil- 

ty (MELiSSA Pilot Plant) implemented at Universitat Autonoma de 

arcelona, Spain. 

To have an operative CELSS, several complex subsystems need 

o be designed and integrated to achieve an operational loop satis- 

ying many strict requirements. In this sense, a significant concern 

n integrating different biological subsystems is related to design- 

ng an efficient, reliable, and dynamic control system that can ful- 

ll system requirements and guarantee its performance and long- 

erm operation. Among the difficulties presented by this control 

roblem, the different time constants of each compartment, the 

on-linearities found in the models, and especially the high degree 

f coupling between the variables to control are remarkable. 

In 1991, Biosphere-2 experiments proved the importance and 

hallenges of the controllability of CELSSs as microorganisms in 

he soil grew and released CO 2 into the atmosphere in an un- 

ontrolled way, exceeding the capacity of plants to revitalize the 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Nomenclature 

Indexes 

d Phase: gas (g) or liquid (l) 

x Strain (i.e. L. indica, N. winogradskyi, N. europaea) 

y Compound index (i.e. O 2 , CO 2 ) 

z Compartment index (C3, C4a, C5, membrane sepa- 

ration, concentrated gas tank, diluted gas tank) 

n C3 vol section n ε{1..5} 

i, j, m Current sampling point at different control levels 

(3,2,1) 

nom Nominal point 

re f Reference 

p Sensor measurement. Ex. C z y | p d 
represents the mea- 

sured value of C z y | d 
Concentrated Gas Tank Parameters 

S CT, re f Normalized reference level of the concen- 

trated gas tank 

S CT,max / S CT,min Normalized max/min level of the concen- 

trated gas tank 

S CT Normalized level of the concentrated gas 

tank 

P CT, max Total maximum pressure of concentrated gas 

tank [Pa] 

P CT Total pressure of concentrated gas tank [Pa] 

G 

CT /DT Concentrated/Diluted gas tank 

discharging( + )/charging(-) rate [L h − 1 ] 

G 

CT,max / G 

CT,min Maximum concentrated gas tank discharg- 

ing/charging rate [L h − 1 ] 

V CT Volume of the concentrated gas tank 

N Rate of moles [mole h − 1 ] 

T Temperature [K] 

R Gas constant [J K 

− 1 mol −1 ] 

Internal Model Parameters 

f y Dilution factor in the membrane separation for O 2 , 

CO 2 , and N 2 compounds 

All Compartments 

φz 
y | I Rate of reaction of compound y in compartment 

z (subsection I ε{B n } for C3) [g L − 1 h − 1 ] 

φz 
x Growth rate of strain x in compartment z [g L − 1 

h − 1 ] 

F z 
in/out,I 

Input/output liquid volumetric flow in compart- 

ment z. Subindex I ε{A, Bn, C, in, out, r} provides 

information about the flow localization within C3 

reactor [L h − 1 ] 

G 

z 
in/out, I 

Input/output gas volumetric flow in compartment 

z. Subindex I ε{A, Bn, C, in, out, r} provides infor- 

mation about the flow localization within C3 re- 

actor [L h − 1 ] 

M 

z 
y | in/out 

d 
Input/Output mass flow of compoun(4d y in 

phase d in compartment z [g L − 1 h − 1 ]. Ex- 

tra superindex in can be included if referring to 

input mass flow. 

Q 

z 
y Production rate of compound y in compartment z 

[g h − 1 ] 

Q 

z, max/min 
y Max/min production rate of compound y in com- 

partment z [g h − 1 ] 

C z y | d Concentration of compound y in phase d in com- 

partment z [g L − 1 ] 

C z y | I g Concentration of compound y in phase d in in- 

flow/outflow of compartment z. x is used instead 
2 
of y to refer to biomass. Superindex I ε{A, Bn, C, 

in, out, r} provides information about the local- 

ization within C3 reactor [g L − 1 ] 

μz 
x Specific growth rate of strain x [ h − 1 ] in com- 

partment z 

μz, max 
x Maximum value of μz 

x [ h − 1 ] 

K 

y 
x,g/m 

Saturation constant of compound y for strain x. 

Subindex g/m refers to growth/maintenance [g 

L − 1 ] 

d x Death rate of strain x [ h − 1 ] 

m x Maintenance rate of strain x [ h − 1 ] 

ϕ 

z 
y Gas-Liquid transfer rate of compound y in com- 

partment z [g L − 1 h − 1 ] 

K L a 
z Gas-liquid transfer coefficient (reactor design pa- 

rameter) in compartment z [ h − 1 ] 

q y Partition coefficient of compound y 

C z y | d ∗ Saturation concentration of compound y in z (l 

indicates liquid phase) [g L − 1 ] 

Y y 
x , g/m 

Yield of compound y over x. A subindex g/m can 

be included referring to growth/maintenance 

�z 
y Limiting factor associated to substrate y at com- 

partment z 

Compartment C3 Parameters 

ε Bead void volume 

εL Liquid fraction of bed 

εG Gas fraction of bed 

V A/Bn/C Volume of fraction A/ B, section n/C [L] 

f Liquid fraction of flow F back-mixed 

f ′ Gas fraction of flow F back-mixed 

Compartment C4a Parameters 

R Radius of the bioreactor [m] 

W Light intensity [W m 

− 2 ] 

W 

nom 

day/night 
Day/night nominal light intensity [W m 

− 2 ] 

K j Saturation constant for light [W m 

− 2 ] 

α, δ Radiative properties accounting for the absorption 

and scattering cross section of the cells and the 

fraction of radiant backscattered energy 

Compartment C5 parameters 

resp C5 
y Respiration rate of compound y in C5 [mole h − 1 ] 

Controller parameters 

	Q 

C4 a 
O 2 

Span of the C4a production rate [g h − 1 ] 

	C O 2 | z g Span of O 2 concentration in gas phase in com- 

partment z [%] 

	G CT Span of the gas flow from CT [L min 

−1 ] 

ρ Dispatch factor G 

C4 a 
in 

/G 

C5 
out 

ρmax / ρmin Max/min dispatch factor 

λi The i th weighting factor 

D 

z 
O 2 

O 2 consumption rate of compartment z [g h − 1 ] 

N Pi / N Ci Prediction/Control horizon at the i th control level 

T m,PF Ci First order process time constant, i th control level 

PFC [ h − 1 ] 

K m,PF Ci First order process gain, i th control level PFC 

T s,i Sampling time at the i th control level [h] 

CLR T PF Ci Closed loop response time at the i th control level 

PFC 

MV Manipulating Variable 

Acronyms 

CELSSs Controlled ecological LSSs 

HCS Hierarchical control structure 

ISS International Space Station 
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LSS Life support systems 

MELiSSA Micro-Ecological Life Support System Alternative 

MG Microgrid 

MPC Model Predictive Control 

MS Membrane separation 

PFC Predictive functional controller 

VR-MPC Varying-resolution MPC 

PQ Photosynthetic quotient 

ir while making the atmosphere unbreathable for the inhabitants 

 Nelson et al., 2003 ). In one of the longest runs of a CELSS test pro-

oted by NASA in 1998, which included air revitalization coupled 

o food supply from crop culture and waste processing, the need 

or an integrated control system appeared to be essential to reduce 

rew and ground personnel intervention time ( Nelson et al., 1993 ). 

 recent integration attempt in the MELiSSA Pilot Plant succeeded 

o provide revitalized air to the crew compartment solely from a 

hotosynthetic compartment under the control of a Master-slave 

redictive functional controller (PFC) in operation during 50 days 

 Alemany et al., 2019 ). This represents an inspiring basis to de- 

ign an advanced control system to integrate other compartments 

n the loop while supporting its performance. 

Current LSS strategies in ISS does not include the production 

f edible material, but only the environmental control based on 

he O 2 generation and CO 2 removal. However, to improve the recy- 

ling capacity extending it to all metabolic wastes generated by the 

rew, it is mandatory to produce edible material that makes the 

se of photosynthetic compartments essential. This is the strategy 

ollowed by CELSS, which integrates photosynthetic compartments 

roviding high levels of recycling and autonomy. In CELSS, sunlight 

epresents the only fully available external resource, but in terms 

f mass exchange, a full closeness is expected. 

In a CELSS, the limited degree of freedom, reduced size of the 

hysical system, presence of multiple producers and consumers, 

ight technical and operational restrictions, and different dynam- 

cs interacting within and between compartments result in a com- 

lex control problem. However, there are other existing complex 

ystems such as microgrids (MGs) that share similarities with LSSs 

nd can inspire their control design and resource allocation. 

MGs are known as local aggregations of distributed energy re- 

ources, energy storage systems, and loads with the capability of 

perating in both grid-connected and standalone modes. MGs are 

esponsible to locally solve energy balance problems by controlling 

 variety of distributed energy resources and storage systems char- 

cterizing different dynamical behavior. The main goal is to sup- 

ly MGs consumers with sustainable, reliable, and cost-effective 

nergy and ensure optimal resource utilization through solving 

ulti-time scale multi-objective control tasks while considering a 

umber of operational and technical constraints and uncertainty at 

oth demand and supply sides. 

The similarities between MGs and specially islanded MGs and 

ELSS are considerable, including the existence of multiple sup- 

liers and consumers, the uncertainties in the consumption and 

roduction patterns, the need to control optimally the elements 

nvolved in the loop, the importance of storage management as 

ell as the key role of sun-derived energy, among others. The ac- 

umulated experience and success of MGs management offers the 

ossibility to apply their advanced control approaches in CELSSs 

peration as already explored in Ciurans et al. (2021) . A compari- 

on between the two systems is presented in Fig. 1 . In this sense,

his paper extends the hierarchical control ( Vasquez et al., 2010 ) 

nd energy management of MGs to CELSS using the MELiSSA Pilot 

lant, as a case study ( Gòdia et al., 2004 ). The study focuses on de-

eloping a hierarchical control structure (HCS) to control O con- 
2 

3 
entration in the crew compartment ensuring the survivability of 

he crew through coordinating the operation of different available 

esources. A concentrated gas tank is included in the system to 

emonstrate its capability to support the system’s operation flexi- 

ility and efficiency. 

It should be noted that power and thermal subsystems also play 

mportant roles in a CELSS to provide the required energy to sup- 

ort different equipment operations and to maintain the temper- 

ture and humidity of different compartments within the desired 

oundaries. However, this paper only focuses on the mass balance 

nd O 2 control of the CELSS, and integrating energy and thermal 

ubsystems will be a future study of the authors. 

The rest of this paper is organized as follows: Section 2 is de- 

oted to the introduction of the selected case study and mathe- 

atical representation of its different subsystems. The outline of 

he proposed HCS is presented in Section 3 while discussing dif- 

erent control levels and associated methodologies, objective func- 

ions, and constraints. Simulation results are presented and dis- 

ussed in Section 4 . Finally, concluding remarks are given in Sec- 

ion 5. 

. Mathematical representation of the Melissa loop 

MELiSSA is a CELSS made of a network of five biological com- 

artments with limited matter exchange with the outside environ- 

ent ( Fig. 1 ) including an anaerobic reactor that converts resid- 

al wastes into CO 2 and volatile fatty acids called C1; a photo- 

eterotrophic compartment that converts the volatile fatty acids 

nto CO 2 (C2); a nitrification reactor that consumes O 2 to convert 

mmonium and urea into nitrate (C3); a photobioreactor that uses 

yanobacteria to convert CO 2 and inorganic nitrogen into edible 

aterial and O 2 (C4a); and a higher plant chamber that is used 

o grow crops converting inorganic nitrogen and CO 2 into edible 

aterial and O 2 (C4b). All these compartments need to be coor- 

inated to guarantee a safe environment for the crew compart- 

ent (C5) through the supply of O 2 , water, and nutrients, air re- 

italization, and waste processing. MELiSSA loop should also ex- 

loit the sunlight through the biosynthetic reactions, maximize re- 

ction yields, minimize the overall hardware mass and the energy 

xpenditure, and guarantee the crew safety among other life sup- 

ort requirements provided in the ALISSE criteria ( Brunet et al., 

010 ). The part of the process that is studied in this paper is rep-

esented in Fig. 2 , which reproduces the current integration phase 

f the MELiSSA Pilot Plant, comprising C3, C4a, and C5 along with 

wo gas buffer tanks. C3 and C4a are connected through the liquid 

hase while C3, C4a, C5, and the gas storing tanks are connected 

hrough the gas phase. 

As can be seen in Fig. 2 , starting from C5, the gas outflow of

his compartment ( G 

C5 
out ), containing gas compounds with specific 

oncentrations is split into two flows going to C4a ( G 

C4 a 
in 

) and the

embrane separation unit ( G 

MS 
in 

) whose output is a concentrated 

 G 

C ) and a diluted ( G 

D ) O 2 flow. A specific fraction of the concen-

rated gas flow is the input of C3 ( G 

C3 
in 

) that is determined based

n the amount of ammonia to be oxidized in the liquid inflow be- 

ng fed to C3 ( F C3 
in 

). The other fraction ( G 

C − G 

C3 
in 

) is sent back to C5

nd can be used to fill the concentrated gas tank. The gas outflow 

f C3 ( G 

C3 
out ) and C4a ( G 

C4 a 
out ) are sent back to C5 together with the

as flows coming from the membrane separation closing the gas 

oop as shown in the following equations. 

 

C5 
in = G 

C4 a 
out + G 

C3 
out + G rich + G 

D + G 

DT (1) 

 rich = 

(
G 

C − G 

C3 
in 

)
+ G 

CT (2) 

The gas buffer tanks are appropriately sized to satisfy the O 2 

emand of one human for 24 h with a maximum pressure of 
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Fig. 1. An exemplary life support system (left) and a Microgrid (right). 

Fig. 2. The layout of the system under study. 
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0 bar and 10 L of volume. Considering that the MELiSSA Pilot 

lant has not yet integrated the higher plant chamber (C4b), which 

epresents the main producer of O 2 , only 3 rats (out of the max-

mum capacity of C5 of 40 rats, approximately equivalent to one 

uman in terms of physiological needs) are inhabiting C5, which 

ave an O 2 consumption rate that can be supplied solely by C4a. 

urrently, the liquid phase loop is still not closed, but its closure is 

xpected in the upcoming MELiSSA Pilot Plant activities. 

Non-linear mechanistic models are available for each of these 

ompartments validated with massive experimental data obtained 

n the MELiSSA Pilot Plant testing campaigns. C3 model was val- 

dated and calibrated in a 120-day standalone experiment using 

tep changes of ammonium loads (0.3–0.6 g N 

–NH4/L) and resi- 
4 
ence times (5 – 80 h) ( Pérez et al., 2005a ), while C4a and C5

odels were evaluated in two 50 and 30-day integration tests by 

pplying step changes to O 2 setpoints (19–22%) of the crew com- 

artment ( Alemany et al., 2019 ). Interested readers are referred to 

 Cornet et al., 1995 ; Cruvellier et al., 2017 ; Dauchet et al., 2016 ;

oughon et al., 1999 ) for more information. 

The process described in Fig. 2 operates in a continuous mode 

or both the liquid and gas phases. Thus, the law of conservation 

f mass needs to be satisfied in each of the biological compart- 

ents C3, C4a, and C5. Each compartment includes several com- 

ounds from a list of 23 compounds including H 2 O, NH 3 , H 2 SO 4 ,

 3 PO 4 , HNO 3 , HNO 2 , Urea, O 2 , CO 2 , Acetic, Propionic, Butyric, Va-

eric and Caproic Acid, N 2 , H 2 , CH 4 , Inert gases, Organic Matter, Ni-
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Fig. 3. Illustration of the design of Compartment 3. 

m

g

C  

2

V

V

−

−

V

V

V

V

−V C · ( 1 − ε L ) · ϕ (17) 
rosomonas, Nitrobacter, Rhodobacter , and Limnospira Biomass. Ac- 

ordingly, instead of introducing the dynamical equations of in- 

ividual compounds of each compartment, the general governing 

quations of each compartment will be introduced. 

A bioreactor working in continuous mode with a biochemical 

ransformation of compound y can be defined with the following 

eneric form: 

˙ 
 

z 
y | d = M 

z 
y | in d − M 

z 
y | out 

d + φz 
y + ϕ 

z 
y (3) 

z 
x = μz 

x · C z x | l (4) 

z 
x = μz, max 

x · �z 
y − d x (5) 

z 
y = 

C z y | l 
C z y | l + K 

y 
x,g 

(6) 

z 
y = φz 

x · Y y 
x 

(7) 

Notice in (4)-(7), rate of reaction ( φz 
y ) only affects the liquid 

hase, being the rate of reaction zero in the gas phase. According 

o (3), the changes in the concentration of the y th compound ( ̇ C z y | d ) 
n compartment z in phase d (gas/liquid) is specified by the mass 

nflow ( M 

z 
y | in d 

) and outflow ( M 

z 
y | out 

d 
), the rate of reaction ( φz 

y ) and

he phase exchange rate ( ϕ 

z 
y ) in the associated compartment. In 

ase of multiple substrates, (6) is modified to include the product 

f all participating substrates and �z 
�

is defined for N y compounds 

s follows: 

z 
� = 

N y ∏ 

y =1 

C z y | l 
C z y | l + K 

y 
x,g 

(8) 

To obtain the production and consumption rates including 

aintenance costs, expression (7) becomes: 

z 
y = 

(
μz,max 

x · C z y | l 
C z y | l + K 

y 
x,g 

· Y y 
x ,g 

+ 

m x · C z y | l 
C z y | l + K 

y 
x,m 

· Y y 
x ,m 

)
· C z x | l (9) 

The gas-liquid transfer rate defined by ϕ 

z 
y takes the following 

orm: 

 

z 
y = K L a 

z ·
(
C z y | l ∗ − C z y | l 

)
(10) 

 

z 
y | l ∗ = 

C z y | l 
q y 

(11) 

Notice that considering the continuous mode of operation of 

he compartments and assuming that the biochemical transforma- 

ion that takes place does not imply density changes in either of 

he liquid or gas phases, the volumetric input and output flow is 

aintained, i.e. G 

z 
in 

= G 

z 
out and F z 

in 
= F z out . 

.1. C3 Compartment model 

The design of C3 is based on a packed-bed reactor with im- 

obilized cells that carry the oxidation of ammonia to nitrate by 

mmonia-oxidizing Nitrosomonas europaea and nitrite-oxidizing Ni- 

robacter winogradskyi . To capture properly the C3 dynamics, the 

otal module is discretized in seven volumes as shown in Fig. 3 . 

n this figure, V A and V C are the volumes at the top and bottom of

he reactor, which are used for probe location, gas, and liquid inlet, 

ecirculation and outlet flows, but where no reaction takes place. 

 B includes the packed-bed part of the bioreactor where cells are 

mmobilized and the reaction takes place. V B is discretized in five 

arts to cope with the hydrodynamics and to account for non-ideal 

iquid mixing for implementing the reaction kinetics. 
5 
The dynamical evolutions of parts A, B, and C of the compart- 

ent in both liquid and gas phases are derived by the following 

eneral equations where F C3 
int 

/ G 

C3 
int 

is the sum of liquid/gas inflow to 

3 ( F C3 
in 

/ G 

C3 
in 

) and recirculation liquid/gas flux ( F C3 
r /G 

C3 
r ) ( Pérez et al.,

005b ; Poughon et al., 1999 ) : 

Part A 

 A · ( 1 − ε G ) · ˙ C C3 
y | A l 

= F C3 
in 

· C C3 
y | in l 

+ F C3 
r · C C3 

y | r l 
− F C3 

int 
·
(
( f + 1 ) · C C3 

y | A l 
− f · C C3 

y | B 1 l 

)
+ V A · ( 1 − ε G ) · ϕ 

C3 
y 

(12) 

 A · ( 1 − ε L ) · ˙ C C3 
y | A g = G 

C3 
in · C C3 

y | in g + G 

C3 
r · C C3 

y | r g 

G 

C3 
int ·

((
f ′ + 1 

)
· C C3 

y | A g − f ′ · C C3 
y | B 1 g 

)
V A · ( 1 − ε L ) · ϕ 

C3 
y (13) 

Part B 

 Bn · ε · ( 1 − ε G ) · ˙ C C3 
y | Bn 

l = F C3 
int ·

(
( f + 1 ) · C C3 

y | Bn −1 
l 

+ f · C C3 
y | Bn +1 

l 
−

(
( f + 1 ) · C C3 

y | Bn 
l + f · C C3 

y | Bn 
l 

))
+ V Bn · ε · ( 1 − ε G ) ·

(
φC3 

y | Bn + ϕ 

C3 
y 

)
(14) 

 Bn · ε · ( 1 − ε L ) · ˙ C C3 
y | Bn 

g = G 

C3 
int ·

((
f ′ + 1 

)
· C C3 

y | Bn −1 
g + f ′ · C C3 

y | Bn +1 
g 

−
((

f ′ + 1 

)
· C C3 

y | Bn 
g + f ′ · C C3 

y | Bn 
g 

))
−V Bn · ε · ( 1 − ε L ) · ϕ 

C3 
y (15) 

Part C 

 C · ( 1 − ε G ) · ˙ C C3 
y | C l = F C3 

int ·
(
( f + 1 ) · C C3 

y | B 5 l 
− f · C C3 

y | C l 

)
− F C3 

r · C C3 
y | C l − F C3 

out · C C3 
y | C l 

+ V C · ( 1 − ε G ) · ϕ 

C3 
y (16) 

 C · ( 1 − ε L ) · ˙ C C3 
y | C g = G 

C3 
int ·

((
f ′ + 1 

)
· C C3 

y | B 5 g − f ′ · C C3 
y | C g 

)
− F C3 

r · C C3 
y | C g − G 

C3 
out · C C3 

y | C g 

C3 

y 
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.2. C4a Compartment model 

The hydrodynamic pattern of C4a is approximated to a perfectly 

ixed photobioreactor, which is responsible for the conversion of 

O 2 from C5 and nitrate from C3 into O 2 and biomass for human 

onsumption while the reaction is controlled by light when no 

ubstrate is limiting. The reaction is carried by the cyanobacteria 

imnospira indica . The general mass balance equation for this biore- 

ctor is given in (3). The growth rate term in C4a is slightly differ-

nt from (4) as light energy transfer is considered a rate-limiting 

rocess ( Cornet et al., 1992 ). The following equation is used to cal-

ulate the growth rate of L. indica and consumption or production 

ates of compound y : 

C4 a 
x = μC4 a, max 

x · �C4 a 
� · 1 

π · R 

2 

R 

∫ 
Ril 

2 π r 
4 π J r 

K j + 4 π J r 
dr (18) 

C4 a 
y = φC4 a 

x · Y y 
x , g (19) 

In (18), Ril is the illuminated radius defined as the photobiore- 

ctor radius where light reaches the compensation point. In addi- 

ion, J r represents the profile of the light radiant energy and it is 

xpressed as a quotient of the modified Bessel functions of the first 

ind as follows: 

 r = 

W · I 0 ( δ · r ) 

I 0 ( δ · L ) + α · I 1 ( δ · L ) 
(20) 

In (20), α and δ characterize the radiative properties of L. in- 

ica . The term �C4 a 
�

introduced in (8) considers the use of H 2 NO 3 ,

 3 PO 4 , and CO 2 as substrates ( Alemany et al., 2019 ). 

.3. C5 Compartment model 

The dynamical model of compartment C5 takes into account 

he respiration dynamics of the crew ( resp C5 
y ), which, as mentioned 

bove, is simulated by a group of three rats. It should be men- 

ioned that no liquid phase in C5 is considered in the simulation 

resented in this study. The general equation for the respiration 

ynamics in C5 is represented below. 

˙ 
 

C5 
y | g = G 

C5 
in · C C5 

y | in g − G 

C5 
out · C C5 

y | g + resp C5 
y (21) 

In (21), resp C5 
y is assumed to take two values for day and night 

hifts for O 2 and CO 2 . In addition, G 

C5 
in 

is the inflow of C5 coming

rom other compartments as represented in (1), while G 

C5 
out is the 

ompartment outflow that is split between C4a and the membrane 

eparator as shown in Fig. 2 ( Alemany et al., 2019 ). 

.4. Membrane Separation 

In the membrane module, compounds are distributed in a con- 

entrated ( G 

C ) and a diluted ( G 

D ) flow, being the latter higher than

he first, with a concentration of C C y | g and C D y | g respectively: 

 

D 
y | g = 

f y · G 

MS · C MS 
y | g 

G 

D 
(22) 

 

D = 

∑ 

y ∈ { O 2 ,C O 2 , N 2 } 
f y · G 

MS · C MS 
y | g (23) 

 

C 
y | g = 

G 

MS ·
(
C MS 

y | g − f y · G 

MS · C MS 
y | g 

)
G 

C 
(24) 

 

C = 

∑ 

G 

MS · C MS 
y | g −

(
f y · G 

MS · C MS 
y | g 

)
(25) 
y ∈ { O 2 ,C O 2 , N 2 } [

6 
.5. Storage Gas tanks 

The concentrated gas tank can be charged or discharged accord- 

ng to the O 2 needs of the overall system. The mission of the con- 

entrated gas tank is to store concentrated O 2 to support C4a for 

upplying O 2 to the system. The ideal gas law is supposed to apply 

or the gas in the tank to calculate the rate of moles (N) introduced 

r removed during charging and discharging periods as shown be- 

ow: 

 = 

P 

CT · G 

CT 

R · T 
(26) 

The normalized state of storage of the gas tank is calculated as 

ollows: 

 

CT = 

P CT 

P CT,max 
(27) 

To maintain the mass flow in the loop, a diluted gas tank is 

ncluded in the model as can be seen in Fig. 2 , whose function is

o release gas when the concentrated gas tank is filled and to be 

lled when the concentrated gas tank is emptied. 

. Method: HCS of the Melissa pilot plant 

In this Section, the hierarchical control and energy management 

trategies of MGs are extended to CELSS. In general, MGs control is 

rganized in a hierarchical structure including three control levels, 

amely primary, secondary, and tertiary. The primary control level 

s responsible for voltage/frequency regulation and power sharing 

mong distributed resources and features the fastest control re- 

ponse. The secondary controller is responsible for restoring volt- 

ge/frequency to their nominal values while maintaining them in 

he permissible boundaries. Finally, the tertiary control level at the 

op of the hierarchy and with the largest time scale is responsible 

or optimal system operation and guaranteeing long-term efficient, 

conomic, and resilient operation of the system. 

Similarly, in a CELSS, to accommodate different time scales of 

he various processes in the loop and considering the complexity 

f the integrated control problem, different control tasks includ- 

ng mass flow regulation, flow dispatch, and optimal resource uti- 

ization can be distributed in different control levels. Accordingly, 

he proposed control structure is organized into three levels. Since 

ach level of control follows different operating goals and responds 

o different dynamics, different frequencies (clock signals in Fig. 4 ) 

re used for updating the control commands. While Level 3 aims 

t deriving long-term control commands for O 2 supply from C4a 

nd the concentrated gas tank, the lower-level controllers are re- 

ponsible for determining short-term detailed control signals en- 

uring gas balance, and satisfying the system safety requirements. 

n Fig. 4 , a general overview of the proposed control architecture is 

resented. A detailed description of each control level will be given 

n the following parts. 

The main challenge is to design a control architecture that can 

anage the integrated operation of multiple producers and con- 

umers of O 2 . The most important priority of the process under 

tudy is to maintain the O 2 level in the crew compartment at a 

arget level of around 21% at one bar of total pressure without vi- 

lating the critical boundaries for CO 2 . The definition of the up- 

er boundary for carbon dioxide concentration in the crew com- 

artment has been based on the maximum CO 2 concentration of 

% achieved in the MELiSSA Pilot Plant. This is acceptable for a 

est-bed hosting rats, as mock-up crew, whose environment con- 

rol is ruled by the directive 2010/63/EU which suggests minimiz- 

ng toxic pollutants ( European Comission, 2010 ). For future human- 

ased habitats, the environment control will be subject to the con- 

entration range of 0.3–0.7% CO 2 defined by the NASA standard 

V2–6004], which has become more restricted through the years 
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Fig. 4. The proposed hierarchical control structure. 
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ccording to the evidence from operational and research data. This 

an be easily achieved through the inclusion of a higher plants 

ompartment, which have a notably lower photosynthetic quotient 

PQ) for most of the crops under consideration for Life Support 

ystems compared to the PQ of L. indica used in C4a, driving the 

eduction of the overall carbon concentration in the system. This 

s included in the next MELiSSA Pilot Plant integration steps, but 

ot in this study. Regarding oxygen control, NASA standard [V2–

003] requires a mild hypoxia limit of 16% ( NASA, 2019 ) with the

eference established at 21%. 

To achieve these requirements, besides tuning and properly 

caling the process design, appropriate control methods are neces- 

ary at each control level considering the control performance such 

s control functionality or controller response time, among others. 

n this regard, model predictive control (MPC) is adopted at Levels 

 and 3 of the proposed structure taking into account its capa- 

ility to consider for the future predicted behavior of the system, 

ystem constraints, its capacity to deal with non-linear multiple- 

nput multiple-output processes (Michael A.Henson, 1998 ) and to 

xpress the desired performance specifications through adjusting 

ontrol objectives ( Ocampo-Martinez et al., 2012 ). Predictive func- 

ional control (PFC) is also used at Levels 1 and 2 because of its 

implicity, low computational time requirement, and ease of im- 

lementation ( Richalet, 1993 ). 

PFC is a simplified variant of MPC that is characterized by re- 

lacing the control and prediction horizon of MPC with a coin- 

idence point. When only one coincidence point is used, instead 

f minimizing the difference between the predicted output of the 

ystem and the desired trajectory over the desired horizon, the 

oal is to match the model output and the target trajectory at the 

oincidence point by solving a simple algebraic equation. In this 
i

7 
aper, PFC is applied to a simplified first-order approximation of 

ubsystems assuming one coincidence point. 

Considering a first-order difference equation for a given com- 

ound C z y | d and a manipulated variable (MV): 

 

z 
y | d ( k + 1 ) = αm,PF C · C z y | d ( k ) + K m,PF C · βm,PF C · MV ( k ) (28) 

m,PF C = e −Ts/ T m,PFC (29) 

m,PF C = 1 − αm,PF C (30) 

The reference trajectory ( C z y | re f 

d 
) is considered to be of the first- 

rder type whose starting point is equal to the value of the mea- 

ured process output ( C z y | p d 
) at the current time step. Assuming the 

oincidence point equal to one, the predicted value of the process 

utput one step later than the present can be calculated as follows: 

ˆ C z y | d ( k + 1 ) = 

[
C z y | re f 

d 
( k ) − C z y | p d 

( k ) 
]

·
[

1 − e 

(
−3 ·Ts 

CLR T PFC 

)]
(31) 

The parameter CLRT can be used to adjust the speed of re- 

ponse. After some algebraic operations using (28)-(31), it is 

traightforward to obtain the following control law: 

V ( k ) = 

[
C z y | re f 

d 
( k ) − C z y | p d 

( k ) 
]

· l h PF C + βm,PF C · ˆ C z y | d ( k ) 
K m,PF C · βm,PF C 

(32) 

h = 1 −
(
e −3 ·Ts/CLR T PFC 

)
(33) 

In the proposed control structure, PFC is used at Level 2 to ad- 

ust the input gas flow of C3 ( G 

C3 
in 

) according to the amount of am-

onium introduced in C3 that needs to be oxidized to nitrate. PFC 

s also used at Level 1 to adjust the light energy input in C4a. 
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Other primary and device-level controllers are also mostly 

ased on PFC controllers. In the following, the control strategies at 

ifferent control levels along with the associated control objectives 

nd constraints are presented. 

.1. Level 3: Tertiary controller 

This is the system-level controller responsible for designing op- 

imal long-term operating setpoints for the local controllers while 

ptimizing the use of resources and satisfying different technical 

nd operational constraints. To do so, a prediction is made based 

n the optimal operating criteria prescribed by the supervisory 

ontroller. These operating criteria include keeping the level of the 

oncentrated gas tank around a reference level ( S CT, re f ) of 50% 

ver the total volume of 10 L and a maximum pressure of 50 bar 

nd to operate C4a around two nominal light levels for day and 

ight shifts ( W 

nom 

day/night 
). To draw the prediction, measurements are 

btained from the monitoring system and used to initialize the in- 

ernal model described in Section 2 . On the one hand, the upper 

ound of the O 2 production rate of C4a ( Q 

C4 a, max 
O 2 

) is set by run-

ing the internal model using the maximum light intensity tech- 

ically allowed while its reference production rate ( Q 

C4 a,re f 
O 2 

) is de- 

ermined using the nominal light intensity. On the other hand, O 2 

onsumption rates by C3 and C5 ( ̂  D 

C3 
O 2 

and 

ˆ D 

C5 
O 2 

respectively) are 

redicted over the Level 3 prediction horizon. Hence, references 

egarding the predicted O 2 consumption and production rates are 

enerated and used to solve the following optimization problem: 

 T = min 

U 
λ1 J 1 + λ2 J 2 (34) 

 1 = 

N p 1 ∑ 

k =1 

(
ˆ S CT (i + k | i ) − S CT,re f 

)2 
(35) 

 2 = 

N c 1 −1 ∑ 

k =0 

(
Q 

C4 a 
O 2 ( i + k | i ) − ˆ Q 

C4 a,re f 
O 2 

(i + k | i ) 
	 ˆ Q 

C4 a 
O 2 ( k ) 

)2 

(36) 

 = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

Q 

C4 a 
O 2 ( i ) 

G 

CT ( i ) 
. . . 

Q 

C4 a 
O 2 ( i + N p 1 − 1 ) 

G 

CT ( i + N p 1 − 1 ) 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

(37) 

 3 = 

[
Q 

C4 a 
O 2 ( i ) G CT ( i ) 

]
(38) 

Subject to: 

(26)-(27) ∑ 

∈ { C 3 ,C 5 } 
ˆ D 

z 
O 2 

(i + k | i ) = Q 

4 a 
O 2 

( i + k | i ) + 

ˆ Q 

CT 
O 2 

( i + k | i ) (39) 

 

CT,min ≤ G 

CT (i + k | i ) ≤ G 

CT,max (40) 

 

C4 a, min 
O 2 

(i + k | i ) ≤ Q 

4 a 
O 2 

(i + k | i ) ≤ ˆ Q 

C4 a, max 
O 2 

(i + k | i ) (41)

 

CT,min ≤ ˆ S CT (i + k | i ) ≤ S CT,max (42) 

In (39)-(42), k ∈ {0,…,Np 1 –1}. ˆ S CT (i + k | i ) , ˆ D O 2 
(i +

 | i ) , ˆ Q 

C4 a,max 
O 2 

(i + k | i ) and 

ˆ Q 

CT 
O 2 

(i + k | i ) denote the predicted con-

entrated gas tank storage level, the total O 2 demand ( ̂  D 

C3 
O 2 

+ 

ˆ D 

C5 
O 2 

), 

he C4a maximum production rate and the concentrated gas tank 

roduction or consumption rate respectively at time step i + k 

sing the internal model with the information available at time 

tep i. The constraint represented in (39) indicates that the con- 

umption rate expected for the compartments C3 and C5 must be 
8 
atisfied with the production from C4a and the concentrated gas 

ank. The outputs of the tertiary controller stored in U 3 are con- 

idered as the reference for the secondary controller (see Fig. 4 ). 

n (35), S CT,re f represents the reference value for the state of the 

torage in the tank, which in this study is assumed to be fixed 

nd time-invariant. In our future work, the operating criteria are 

xpected to be dynamically adapted by the supervisory controller 

sing a techno-economical and reliability analysis following the 

SSs requirements such as the ALISSE criteria. Range parameters 

re included in the objective functions for normalization purposes 

ue to the different magnitude of process variables. 

.2. Level 2: Secondary controller 

The main functionality of the secondary controller is to keep 

he gas concentration of the crew compartment within a safe 

oundary by manipulating the gas flows and the O 2 concentration 

n C4a. The output of this level of control is provided to local con- 

rollers as the reference trajectory for the following time intervals. 

he secondary controller needs to follow the outcome of the ter- 

iary controller as it accounts for the optimal resource distribution 

nd is based on the long-term prediction of the process. The sam- 

le time of this level is shorter than that of Level 3, in line with

ts scope to correct O 2 concentration deviations in C5. Two inter- 

elated controllers work at the secondary level: (1) a PFC-based 

ontroller (PFC 2) that determines the flow of gas ( G 

C3 
in 

) required 

o oxidize the nitrogen demands according to the ammonia con- 

entration fed to C3 in the liquid phase ( F C3 
in 

, see Fig.2 ), and (2) a

on-linear varying-resolution MPC (VR-MPC) controller that gener- 

tes the reference values for gas flows and the O 2 concentration in 

4a to be followed by the local controllers (see Fig. 4 ). To do so,

he VR-MPC requires the information from PFC-2. 

.2.1. Predictive functional control 

At the secondary level, a PFC-based control strategy is used 

o adjust the flow of enriched O 2 gas to convert ammonium into 

itrate. The internal model used is based on a first-order ap- 

roximation of O 2 concentration of C3 in the liquid phase ( C C3 
y | l ) 

ith the input gas flow ( G 

C3 
in 

) as the manipulated variable. The 

rst order process gain and time constant have been identified 

n Alemany et al. (2019) based on several experimental tests con- 

ucted in the pilot plant. Further details regarding the identifica- 

ion and validation of the first-order models for C3 and C4a con- 

rollers can be found in Alemany et al. (2019) . It is worth mention-

ng that these parameters are assumed to be fixed in this paper. 

owever, as the system operating condition and the plant envi- 

onment are exposed to changes over time, these parameters need 

o be re-tuned. Two different strategies can be followed for re- 

uning of the model parameters, a regular time-based re-tuning 

trategy or an event-based technique continuously monitoring a 

erformance index to trigger the re-tuning process. In the for- 

er strategy, a fixed frequency is determined based on the his- 

orical data and experts’ knowledge to re-tune the model param- 

ters while in the latter, a performance index is defined for the 

odel. Monitoring the performance index and comparing it with 

he desired threshold reflecting the permissible level of perfor- 

ance degradation, the time for triggering the re-tuning process 

s determined. Using the first-order model parameters given in 

lemany et al. (2019) and (28)-(33), the following control law can 

e obtained: 

 

C3 
in ( j ) = 

[
C C3 

O 2 
| re f 

l 
( j ) − C C3 

O 2 
| p 
l 
( j ) 

]
· l h PF C2 + βm,PF C2 · ˆ C C3 

O 2 
| l ( j ) 

K m,PF C2 · βm,PF C2 

(43) 

 

C3 ( j ) ≥ 0 (44) 
in 
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In (43), C C3 
O 2 

| re f 

l 
is the reference of the O 2 concentration of C3 in

he liquid phase, which is obtained from the O 2 demand predicted 

y the prediction system at the tertiary level. Hence, at the current 

ime step of the tertiary and the secondary controllers: 

 

C3 
O 2 

| re f 

l 
( j ) = 

ˆ D 

C3 
O 2 

V C3 · K L a C3 
(45) 

.2.2. Varying-Resolution MPC 

The output of this controller includes the gas flows to C4a 

 G 

C4 a 
in 

) and to the membrane separation unit ( G 

MS 
in 

), the gas flow to

dd or retrieve from the concentrated gas tank ( G 

CT ) and the di- 

uted gas tank ( G 

DT ) and the O 2 concentration in the outflow of 

4a ( C C4 a 
O 2 

| g ). The prediction and control horizons are set to one 

our and the sample time is set to 6 min. However, using a 6- 

in time resolution over the entire horizon of 1-hour results in a 

0-step problem, which cannot be efficiently solved in a reason- 

ble time. Hence, a homogeneous time resolution is not appro- 

riate over the 1-hour time span. While in the first next steps, a 

igher resolution is preferred due to more accurate information, in 

he later steps, with fewer certain scenarios, the resolution can be 

ecreased ( Olivares et al., 2014 ). Accordingly, five time steps with 

ifferent time resolutions are considered: 2 × 6-min, 2 × 12-min, 

nd 1 × 24-min time-steps. The multi-objective control problem 

t the secondary level is summarized below where λi represent 

eighting coefficients: 

 S = min 

Y 
( λ3 J 3 + λ4 J 4 + λ5 J 5 + λ6 J 6 + λ7 J 7 ) (46) 

 3 = 

N p 2 ∑ 

k =1 

( 

ˆ C C5 
O 2 

| g ( j + k | j ) − C C5 
O 2 

| re f 
g 

	C C5 
O 2 

| g 

) 2 

(47) 

 4 = 

N c 2 −1 ∑ 

k =0 

(
G 

CT ( j + k | j ) − G 

CT,re f ( j + k | j) 
	G 

CT 

)2 

(48) 

 5 = 

N c 2 −1 ∑ 

k =0 

(
ˆ Q 

C4 a 
O 2 ( j + k | j ) − Q 

C4 a,re f 
O 2 

( j + k | j) 
	 ˆ Q 

C4 a 
O 2 

( j + k | j) 
)2 

(49) 

 6 = 

N c 2 −1 ∑ 

k =0 

( ρ( j + k | j) − ρ( j + k − 1 | j) ) 2 (50) 

 7 = 

N c 2 −1 ∑ 

k =0 

( 

ˆ C C4 a 
O 2 

| g ( j + k | j) − ˆ C C4 a 
O 2 

| g ( j + k − 1 | j) 
	C C4 a 

O 2 
| g 

) 2 

(51) 

 = 

⎡ 

⎣ 

y 1 
. . . 

y N p 2 −1 

⎤ 

⎦ (52) 

 1 = 

[ 

ρ( j ) 
G 

CT ( j ) 
C C4 a 

O 2 
| g ( j ) 

] 

; y N p 2 −1 = 

[ 

ρ( j + N p 2 − 1 ) 
G 

CT ( j + N p 2 − 1 ) 
C C4 a 

O 2 
| g ( j + N p 2 − 1 ) 

] 

(53) 

 2 = 

[
ρ( j ) G CT ( j ) C C4 a 

O 2 
| g ( j ) ]

(54) 

Subject to : 

ystem dynamics ( 21 ) − ( 27 ) (55) 

 

C5 
out ( j + k − 1 | j ) = G 

C4 a 
in ( j + k | j ) + G 

MS 
in ( j + k | j ) (56) 

( j + k | j ) = 

G 

C4 a 
in ( j + k | j ) 

G 

C5 ( j + k | j ) (57) 

out 

9 
 

CT,min ≤ G 

CT ( j + k | j) ≤ G 

CT,max (58) 

 

CT,min ≤ ˆ S CT ( j + k | j ) ≤ S CT,max (59) 

 

C5 
O 2 

| min 
g ≤ ˆ C C5 

O 2 
| g ( j + k | j ) ≤ C C5 

O 2 
| max 
g (60) 

 

C5 
C O 2 

| min 
g ≤ ˆ C C5 

C O 2 
| g ( j + k | j ) ≤ C C5 

C O 2 
| max 
g (61) 

 

C4 a 
O 2 

| min 
g ≤ C C4 a 

O 2 
| g ( j + k | j ) ≤ C C4 a 

O 2 
| max 
g (62) 

min ≤ ρ( j + k | j ) ≤ ρmax (63) 

The cost function (46) is the weighted sum of the normalized 

ost functions associated with the deviation of O 2 concentration 

n C5 from the reference as represented in (47), the deviation of 

he O 2 provided by the concentrated gas tank and C4a from the 

eferences scheduled at the tertiary level represented in (48) and 

49) and the rate of change of manipulated variables represented 

n (50)-(51). 

It is worth mentioning that due to the restricted computation 

ime of the secondary controller, the dynamic equations corre- 

ponding to the evolution of O 2 and CO 2 in C3 and C5 have been

educed to fixed consumption rates. In addition, an empirical ap- 

roximation has been used to estimate CO 2 concentration in C4a 

iven the decision variable C C4 a 
O 2 

| g . Hence, all the models are dis- 

retized to be used in the above-mentioned MPC framework. The 

utputs of the secondary controller stored in U 2 , together with the 

utput of PFC2, become the references for the controllers at Level 

. 

.3. Level 1: Local controllers 

At this level, primary controllers, which receive the setpoints 

rom the secondary controllers and send control actions to the 

rocess actuators are defined. Considering the need for a high- 

peed actuation and low computation time, a PFC-based (PFC1) 

ontrol strategy has been chosen to control the O 2 concentra- 

ion in C4a by adjusting the light intensity. The control law is 

erived based on the first-order model parameters identified in 

lemany et al. (2019) and using (28)-(33) as follows: 

 ( m ) = 

[
C C4 a 

O 2 
| re f 
g ( m ) − C C4 a 

O 2 
| p g ( m ) 

]
· l h PF C1 + βm,PF C1 · ˆ C C4 a 

O 2 
| g ( m ) 

K m,PF C1 · βm,PF C1 

(64) 

Level 1 is triggered every 36 s (fast clock in Fig. 4 ) to respond to

 2 fluctuations in the gas outflow of the C4a compartment ( C C4 a 
O 2 

| g ). 
he constraints are related to the lower W 

min and upper W 

max 

ounds of the light intensity. A summary of the proposed HCS is 

epresented in Fig. 4 . 

. Simulation results 

.1. Simulation Plan 

In this section, the performance of the proposed control method 

s evaluated using the MELiSSA Pilot Plant as a test case under dif- 

erent operating scenarios. The time interval used for simulation 

s 120 days. Simulations are conducted in MATLAB environment 

nd Parallel computing Toolbox and Aalborg University cloud ser- 

ice (CLAAUDIA) are employed for parallel computations. Different 

ontroller specifications that are considered for the simulations are 

iven in Table 1 . 
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Fig. 5. Evolution of (a) O 2 and (b) CO 2 in the gas phase of C5. 

Table 1 

Controller’s specifications. 

Par Value Par Value 

S CT , ref 0.5 W 

nom 
day 

/ W 

nom 
night 

225/84 Wm 

−2 

S CT , min / max 0/1 Np 3 = Nc3 6 

W 

min / W 

max 10/364 

Wm 

−2 

Np 2 = Nc 2 5 

G CT , min / max −10/10 Lh −1 λ1 5 

P CT , max 50 ×10 5 Pa λ2 = λ3 1 

V CT 10L λ4 , . . . , λ7 0.1 

C C5 
O 2 

| ref 
g 21% T S , 3 1h 

C C4a 
O 2 

| min / max 
g 18/24% T S , 2 0.1 T S , 3 

C C5 
O 2 

| min / max 
g 0/3% T S , 1 0.1 T S , 2 

ρmin / max 0.1/0.9 
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As mentioned in Section 3 , the parameter identification of the 

FC first-order models has been inferred based on the MELiSSA Pi- 

ot Plant experimental data, which has also represented a test-bed 

or the control implementation and large-scale validation. The con- 

roller parameters regarding PFC 2 and PFC 1 are listed in Table 2 . 

The data required for modeling the MELiSSA Pilot 

lant can be accessed in Pérez et al. (2005a) for C3 and 

lemany et al. (2019) for C4a and C5. A simulation with changing 

itrogen load (ammonium load is also used indistinctively) in 

he input of C3 has been performed. By changing the nitrogen 

oad, the overall demand of O 2 changes, and the response per- 

ormance of the proposed HCS can be assessed. The details of 

he simulation schedule are given in Table 3 . As the nitrogen 

nflow increases/decreases, the required O 2 by C3 ( ̂  D 

C3 
O 2 

) to oxidize 

t, also increases/decreases. The control system is responsible to 

oordinate all O 2 producer and consumer compartments as well 

s the concentrated gas tank to satisfy the main requirements of 

he loop. 

.2. Results 

Main Outcome - As the main outcome of the study, Fig. 5 a 

emonstrates that O 2 in the crew compartment is appropriately 

aintained within the required limits while following the desired 

eference of 21%. 

The reason for this fluctuation, which evolves according to the 

itrogen load, lies in the fact that in the secondary controller, the 
10 
 2 reference-tracking requirement in C5 defined in (47) is intro- 

uced in the optimization problem as a soft constraint. Therefore, 

eviations from the reference are allowed under a penalization de- 

ned by the weight factor λ3 , without violating the limits as de- 

ned in (60). From a process point of view, when O 2 demand is 

igh (for example when nitrogen load is at its highest point af- 

er 50 days), the concentration of O 2 in C5 decreases. The reason 

or this behavior is that the optimization problem in Level 3 and 

evel 2 controllers provide a compromise between the precision 

f the reference tracking in C5 and the deviation of the operating 

onditions from the desired nominal operating points defined by 

arameters S CT,re f and W 

nom 

day 
/ W 

nom 

night 
in Table 1 . In opposite, when 

he process operates at its nominal condition, the concentration of 

 2 in C5 can track the reference with high precision. In this study, 

O 2 is not controlled, but with the operating conditions used, it 

an be kept below a critical level of 3% as can be seen in Fig. 5 b.

he already mentioned high degree of coupling between variables 

akes it necessary to design a CO 2 trap or buffer tank, which in- 

roduces a degree of freedom in the system to be able to control 

O 2 . 

Level 3- In Fig. 6 , the optimal resource allocation scheduled by 

olving (34)-(42) is represented. Essentially, Level 3 is constrained 

y the mass balance in (39) considering a list of technical restric- 

ions and operating criteria. If the process is operating in nomi- 

al conditions (Load 1 in Table 3 ), O 2 is supplied mainly by C4a 

hrough adjusting light intensities close to the nominal values. It 

s important to notice that the oscillations of the system are due 

o the day-night dynamics of the mock-up crew respiration. Dur- 

ng the nighttime, rats consume O 2 and produce CO 2 at a reduced 

ate in relation to the day shift causing the repeated oscillation ob- 

erved in most of the variables represented in this section. This is 

lso the reason why two nominal points of light intensity are used 

n C4a, so that the resource utilization can be optimized. In Fig. 6 ,

t can be observed how the concentrated gas tank is coordinated 

ith C4a to handle the excess and deficit of O 2 in the system. Thus, 

hen the consumption rate of C3 and C5 exceeds C4a production 

apacity (from 25 to 30 days in Fig. 6 b), the concentrated gas tank 

s mainly discharged (red area in Fig. 6 b). On the contrary, if C4a 

as enough production capacity (from 30 to 38 hr in Fig. 6 b), the

oncentrated gas tank is mainly charged (purple area in Fig. 6 b). 

Level 2- Once Level 3 has determined the resource allocation in 

erms of O 2 production rates from C4a and the concentrated gas 
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Table 2 

Predictive functional controllers’ parameter. 

Name Control command Time constant ( h ) Gain Coincidence point (h) Closed loop response time (h) Reference HCS level 

PFC 2 G C3 
in 

0.01 0.0459 0.1 0.03 C C3 
O 2 

| re f 

l 
2 

PFC 1 Light intensity (W) 0.15 0.007% O 2 /W/m 

2 0.01 0.45 C C4 a 
O 2 

| re f 
g 1 

Table 3 

Simulation Schedule. 

Step Inlet Flow (mL/min) [NH 4 ] (mg/L) N Load (mg N l 
-1 day -1 ) Time Interval (day) 

Load1 ∗ 20.8 128.6 435 0–10 

Load2 16.4 128.6 343 10–30 

Load3 27.8 128.6 580 30–50 

Load4 33.5 128.6 700 50–70 

Load1 20.8 128.6 435 70–120 

∗ Nominal operating condition. 

Fig. 6. a) Overall demand of O 2 from C3 and C5 and the optimal resource allocation of C4a; b) Concentrated gas tank charging(-)/discharging( + ) rates according to tertiary 

level decisions; c) and d) are zoomed plots of a) and b) respectively from day 25 to 38. 
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ank, references are sent to the secondary controller, which gen- 

rates reference signals to be tracked by local controllers through 

olving the control problem presented in (46)-(63). In Fig. 7 , where 

he output of the secondary controller is represented, a high per- 

ormance can be observed in terms of precision in the tracking of 

he references received from Level 3. PFC2 performance will be as- 

essed in the next section. 

.2.1. Local controllers and process performance 

According to Table 3 , Load 2 corresponds to the lowest Nitro- 

en load in C3 which carries the lowest O 2 demand. Nevertheless, 

t is also observed in Fig. 6 b that with this low amount of nitrogen

oad, the concentrated gas tank needs to be discharged to satisfy 

he overall O 2 demand. The reason for this apparent contradictory 

henomenon about low O 2 demand and discharging of the con- 

entrated gas tank can be explained by the resource limitation in 

4a. According to (4)-(8), when the substrate y concentration de- 

reases, the associated limiting factor decreases �z 
y < 1, hence, cell 

rowth and productivity of O 2 also decrease. In Fig. 8 a, �z 
y is repre- 
11 
ented for CO 2 and HNO 3 , demonstrating that when nitrogen load 

s decreased in Load 2 scenario, C4a receives less nitrate and its 

 2 productivity is threatened. It is also important to highlight that 

ccording to Table 3 the concentration of NH 4 in the input of C3 is 

ot changed, but the flow of input liquid ( F C3 
in 

) is changed. Hence,

he concentration of nitrate in the input of C4a is time-invariant, 

onsidering that C3 operates at full nitrification. The cause of the 

imitation is that reducing the flow involves increasing the resi- 

ence time in the photobioreactor C4a, increasing its biomass con- 

entration (increasing the population) until the consumption rate 

f nitrate crosses a boundary that implies nitrogen (resource) lim- 

tation (see Fig.8 b). This is a paradigmatic example of the degree 

f interdependency between variables involved in biochemical re- 

ctions. 

The control system proposed in this study can overcome this 

ype of limitation by deploying efficient predictions. The tertiary 

ontroller uses the measurements obtained from the plant, which 

n combination with the internal model presented in Section 2 , can 

nticipate some of the negative phenomena that the process can 
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Fig. 7. a) Concentrated gas tank charging (-)/discharging( + ) rate; b) Oxygen production rate of C4a; c) and d) are zoomed plots of a) and b) respectively from day 25 to 38. 

Fig. 8. a) Substrate limitation in C4a associated to Carbon and Nitrogen sources b) Concentration of compounds in the liquid phase in the output of C4a. 
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ace as long as they are properly considered in the internal model. 

hen the nitrogen load is at its highest level (Load 4), it can be

bserved in Fig. 6 b that the concentrated gas tank needs to be dis-

harged, not because of a nitrogen limitation in C4a, but because of 

he high O 2 demand in the system. At this point, C4a approaches 

ts maximum production capacity, which is penalized by the ob- 

ective function. As can be observed, the HCS defines an optimal 

trategy for charging and discharging the concentrated gas tank for 

ompensating, either the default of nitrogen availability or the ex- 

ess in O 2 demand of the system. 

According to the diagram in Fig. 4 , the secondary controller re- 

uires information about the gas inflow in C3 to be able to gen- 

rate the rest of the control references. By applying the PFC in 

43), the gas flow is determined based on the expected O 2 demand, 

hich is predicted at the tertiary level. Fig. 9 a demonstrates that 
12 
henever nitrogen load is increased, so does the reference dis- 

olved O 2 in C3 following (45). To track these reference changes, 

he input gas flow ( Fig. 9 b) is modified to inject more concen- 

rated O 2 from the membrane separation unit when more nitrogen 

s loaded in C3. As it can be seen in Fig. 9 c, PFC is proven to be

ery efficient in guaranteeing that no NH 4 is sent to C4a. 

Regarding the output of the secondary controller, the concen- 

rated gas tank flow ( Fig. 7 a) can be directly sent to the local con-

roller, but the O 2 production rate assigned to C4a ( Fig. 7 b) de-

ends on the C4a gas flow and the O 2 concentration in the output 

f C4a. Thus, secondary controller determines optimal flows and 

oncentration setpoints to be tracked by the local controllers Given 

he flow rate generated by Level 2, the control of O 2 concentra- 

ion in C4a is performed by adjusting the light intensity in the pri- 

ary controller. As mentioned, the operating criteria for C4a is to 
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Fig. 9. Summary of oxygen controller in C3. a) Dissolved oxygen tracking to guarantee ammonia oxidization to nitrate b) C3 Gas inflow representation as a control command 

in response to varying nitrogen load c) Distribution of nitrogen compounds of C3 in the liquid phase. 

Fig. 10. Performance of the controllers in Level 1: a) Oxygen reference tracking in C4a, b) C4a light adjustment, c) Concentrated gas tank level. 
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ork with two nominal levels of light intensity. In Fig. 10 a, it can

e observed that the O 2 concentration in C4a follows with good 

recision the reference received from Level 2. The performance of 

he PFC controller has been already validated in the MELiSSA Pi- 

ot Plant. In Fig. 10 b it is shown that when the process operates

t the nominal operating condition (Load 1) the light intensity is 

lose to the day and night nominal points (225 and 84 W/m 

2 re- 

pectively), while in scenarios when different nitrogen loads are 

pplied, light intensity tends to deviate from the nominal levels 

ollowing the priority given to different objective functions of the 

econdary controller. Fig. 10 c shows the evolution of the concen- 

rated gas tank storage level over the simulation time, tracking the 

esired reference imposed by the supervisory controller at a value 

f 50%. As the reference for concentrated gas tank is set to 50%, 
13 
s soon as the production capacity of C4a can satisfy the overall 

 2 demand, the tank is charged to restore its desired level. This 

s observed in Fig. 10 c when the nominal operating conditions are 

estored from day 70 until the end of the simulation. Hence, the 

ight intensity profile in C4a is never saturated as it stays around 

he nominal point and similarly, the concentrated gas tank level 

uctuates around 50%. 

Satisfactory results have been achieved regarding both the oper- 

tion of the system following the desired references guaranteeing 

 safe environment for the crew and the achievement of a high de- 

ree of resilience to changes. The computational time required at 

ifferent levels in the proposed HCS is also satisfactory, given the 

omplexity of the MPC used for Levels 3 and 2. Details about the 

omputational cost of different controllers can be found in Table 4 . 
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Table 4 

Controllers Computational Cost. 

Level in HCS Maximum ( sec ) Minimum ( sec ) Mean ( sec ) 

Prediction 122.15 65.74 70.06 

Level 3 2.72 0.55 0.62 

Le v el 2 9.38 1.07 2.065 

Level 1 < 0.1 < 0.1 < 0.1 
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. Future works 

In Section 4 , the proposed HCS has been applied to an exem- 

lary LSS, MELiSSA Pilot Plant, in MATLAB environment using its 

ell-tested and validated models. According to the results, the pro- 

osed controller has a satisfactory performance to achieve the op- 

rating goals of the system while satisfying the main requirements 

etermined in LSS standards. It is worth mentioning that, as the 

ain focus of this paper is to demonstrate the potential of a hier- 

rchical control strategy for operation management of a LSS with a 

ariety of constraints and operating goals, analyzing the effects of 

ncertainty on the controller performance is proposed as an im- 

ortant future research direction. Mitigating model uncertainties 

nd sensor noise caused by the uncertain behavior of the crew 

re among the main issues that necessitate the deployment of ad- 

anced robust and stochastic control strategies. Besides, this paper 

ocuses on the mass balance and oxygen control of the CELSS and 

nly the gas phase loop is considered for a mock-up crew of three 

ats. Integrating energy and thermal subsystems as well as the liq- 

id phase loop are also of vital importance to have a coordinated 

ramework to control a human-rated regenerative life support sys- 

ems that will be followed by the authors in their future research. 

. Conclusions 

In this paper, HCS and energy management strategies of MGs 

re extended to control ecological LSSs, which have a very com- 

lex nature reflected in the mathematical modeling and present 

any challenges including non-linearities, interrelated system dy- 

amics, hard constraints, scarce resources, and degrees of freedom, 

nd especially a high degree of variable and functions coupling. 

ll this requires a HCS with different levels to supervise (Supervi- 

ory Level), manage (Level 3), adjust (Level 2), and execute (Level 

) control commands. The platform presented will be used in the 

uture to adapt the proposed HCS to further integration steps pur- 

ued in the MELiSSA Pilot Plant. Increasing the number of com- 

artments will naturally increase the control complexity. Among 

thers, it will force to include water and edible material produc- 

ion for the crew, to assess the use of buffer elements to ensure 

ptimal control of the plant, as well as to appraise the control ar- 

hitecture resilience and robustness. 
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