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Stabilization of DC Microgrids Under Cyber
Attacks – Optimal Design and Sensitivity Analysis

Minrui Leng, Subham Sahoo, Senior Member, IEEE and Frede Blaabjerg, Fellow, IEEE

Abstract—Due to increased efforts on digitizing the modern
power electronic systems and microgrids, their operational relia-
bility and stability are prone to the risk of cyber attacks. In this
paper, we inspect the overlooked stability issues caused by cyber-
attacks, and present an overall design insight for stabilization of
microgrids under cyber attacks. Firstly, we shed light on the
optimal design policy and sensitivity aspects of the solution for
microgrids under cyber-attacks. These results are based on a
describing function-based modeling method to map the stability
region. Secondly, the sensitivity impact due to system parameter
variations and stabilization gains on stability is theoretically
investigated. In addition, the range of sensitivity of parameter
variations with respect to cyber attacks are calculated. Based on
different design requirements, optimal values are theoretically ob-
tained and then tested on microgrids having different parameters
in a simulation environment, which justifies the ruggedness of the
proposed design approach. We provide a generalized philosophy,
which can be easily extended to the overall design, stability and
parameter sensitivity of cyber-physical energy systems.

Index Terms—Cyber-attacks, microgrids, stability, optimal de-
sign, sensitivity analysis.

I. INTRODUCTION

D ISTRIBUTED controllers have emerged as a reliable
prospect for networked control of microgrids because

of high reliability and scalability within a fairly economic
communication infrastructure [1]. Distributed controllers equip
neighboring information exchange between local controllers to
achieve a global control objective [2], which can be regarded
as a good compromise between centralized and decentralized
control. In DC microgrids, secondary controllers can achieve
average voltage regulation, energy balancing and proportional
load sharing by updating the voltage references for the pri-
mary controllers. Then, the droop control is used in primary
controller to regulate the output voltage for each converter.

In distributed controllers, communication channel is essen-
tial for exchange of information, which makes them vulnerable
to cyber attacks by third-party adversaries. Several reports of
cyber-attacks on power grids, PV farms, data centers, electric
vehicles [3]-[6] are recorded. There are many kinds of cyber-
attacks, including false data injection attacks (FDIA), denial
of service (DoS) [7], replay attacks [8], etc. These attacks
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are capable of compromising the confidentiality, integrity, and
availability of information in energy systems, which may result
in disrupting the control objectives [9] and possibly shutdown,
which mandates essential conduct.

Current research on cybersecurity primarily focus on the
evaluation of cyber attack effect, detection and mitigation
strategies have been well discussed. The detection problem
can be summarized by identifying a change in sets of inferred
candidate invariants. Detection theories for detecting FDIAs
on the current sensors, communication networks in the control
architecture, as well as sensors and communication channels
have been developed in [10]-[11]. Although many work pro-
vide promising choices in improving the resiliency of power
grids against cyber attacks from an ultimate perspective of grid
outage and partial/full blackouts, its impact on destabilizing
the system as an intermediate stage is completely ignored.
Instilling instability can be another viable arrangement by the
adversary, which challenges the traditional stability principles
in power electronic systems. This can be caused either by trig-
gering instability via cyber attacks either in the cyber/physical
layer or both simultaneously.

In connection with this, [12]-[13] reveal the stability is-
sues caused by cyber disturbances, paying more attention on
instability due to communication delays and cyber network
topologies. Moreover, the steady-state analysis and stochastic
small-signal stability related to cyber-physical dynamics of
DC microgrid under cyber attacks are given in [14] and
[15]. In [16], the presence of unknown nonlinear constant
power loads is determined and a distributed nonlinear adaptive
observer is proposed to address the security and stability
issues. However, these studies fail to quantify the impact of
cyber attack on the system stability. Recently, the instability
phenomena caused by stealth cyber attacks is introduced
briefly in [17]. Further in [18], an abstract modeling principle
of the impact of cyber attacks on stability of microgrids is
provided alongside a solution to address the instability issues.
In our previous studies [19]-[20], we demonstrate that our
proposed event-driven detection and mitigation strategy allows
best reported resiliency of N − 1, given that N − 1 converters
are attacked in a system with N converters. In [18], it is
revealed that the oscillations caused by cyber attacks will not
only affect the reliability of operation, but will also forbid
the operation and decision of the abovementioned event-driven
cybersecurity strategies. This can be explained owing to the
lack of a formidable design approach in the selection of control
quantities hi and li as well as their impact on the effectiveness
of detection being unclear. In addition, the design of the
pinning gain and coupling gain are not well addressed in
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presence of cyber attacks. Carrying over our previous work
on design of a stabilization method of DC microgrid under
cyber attacks [18], the selection of an optimal stabilization
gain is critical for the dynamic performance of the system.
As a result, the optimal design of parameters of an attacked
system albeit the uncertainty in the type and magnitude of
cyber attacks with a primary focus on the system performance
is still an open research question. This study is significant as
all the stability and design principles are manifested based
on physical disturbances, but is worthy of extension into
disturbances from the cyber layer.

To fill this gap, this paper provides an optimal design
framework for power electronic systems for the first time
in the realm of power electronics and extends the modeling
prophecies to decipher sensitivity analysis of different system
parameters with respect to multi-valued cyber attacks. We
expand on our modeling principles and cyber-physical stability
analysis in [18] to provide a formal relationship of system
response with respect to different values of cyber attacks. The
said relationship is achieved using a stabilizing gain in [18].
Considering DC microgrids as the test system in this paper, a
describing function-based method is firstly applied to derive
the stable region, wherein the effects of parameter variations
and stabilization gains on stability are investigated.

II. STABILITY ARRANGEMENT FOR MICROGRIDS
AGAINST CYBER ATTACKS

A. System Description

Fig. 1 shows a single-line diagram of networked dc micro-
grid with N agents consisting of renewable energy sources and
DC/DC buck converters, which are connected by transmission
lines to each other. Apart from the physical connection, these
agents are linked by communication network to exchange in-
formation. The communication network receives and delivers
data among agents, providing information for each controller.
Each DC/DC converter is managed by inner voltage and
current controllers, as shown in Fig. 1. On top, the secondary
controller, comprising of an average voltage regulator and
current regulator, is used to ensure global voltage regulation
and proportionate load sharing by imposing voltage offsets
from each layer, respectively.

In Fig. 1, an undirected cyber graph is considered, where
each node represents an agent, also denoted as x =
{x1, x2, . . . , xN} and are linked by edges via an associated
adjacency matrix, AG = [aij ] ∈ RN×N , where the com-
munication weight aij (from node j to node i) is modeled
using the specified law: aij > 0, if (ψi, ψj) ∈ E, where E
is an edge connecting two nodes, with ψi and ψj being the
local and neighboring node, respectively. It should be noted
that if there is no cyber link between ψi and ψj , then aij
= 0. Any given agent at ψi node share current and voltage
information with neighbors Ni = {j | (ψj , ψi) ∈ E}. The
matrix representing incoming information can be given as,
Din = diag{dini }, where dini =

∑
j∈Ni

aij . Similarly, the
matrix representing outcoming information can be given as,
Dout = diag{douti }, where douti =

∑
i∈Nj

aji. Assembling
the sending and receiving end information into a single matrix,

we obtain the Laplacian matrix L = [lij], where lij are its
elements designed using, L = Din–AG.
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Fig. 1. Cyber-physical DC microgrid with N agents – a stabilization scheme
proposed in [18] is equipped to mitigate unstable instances due to cyber
attacks.

The objective of cooperative control is to regulate the global
average voltage and realize load current sharing proportionally.
In order to achieve this, a voltage reference is generated
using two voltage correction terms, which are responsible
for average voltage regulation and proportionate load sharing,
respectively and can be given by:

∆V1i(t) = KH1

P (Vdcref − V̄i(t))

+KH1

I

∫
(Vdcref − V̄i(t))dt

(1)

∆V2i(t) = KH2

P δi(t) +KH2

I

∫
δi(t)dt (2)

where, V̄i is the estimated average voltage at ith agent; Vdcref
is the nominal voltage; δi is the current mismatch error (in
(4)) for ith agent between the local per-unit and neighbors’
per-unit output current. The output from voltage observer and
current regulator in Fig. 1 can be mathematically represented
as:

V̄i(t) = Vdci(t) +

∫ ∑
j∈Ni

aij(V̄j(t− τ)− V̄i(t− τ))dt (3)

δi(t) =
∑
j∈Ni

caij

(
Idcj (t− τ)

Imax
dcj

− Idci(t− τ)

Imax
dci

)
(4)

where, τ represents the communication delay between ith & jth

agent and c is the coupling gain. Moreover, Idci and Idcj , Imax
dci

and Imax
dcj

are the measured and maximum output currents for
ith agent and jth agent, respectively.

As a result, the local reference voltage V ∗
i for ith agent

considering the two voltage correction terms in (1)-(2) can be
given by:

V ∗
i (t) = Vdcref +∆V1i(t) + ∆V2i(t). (5)
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For a well-connected cyber graph in a DC microgrid,
according to the cooperative-based consensus algorithm, the
global control objectives can be given by:

lim
k→∞

V̄i(t) = Vdcref , lim
k→∞

δi(t) = 0. ∀i ∈ N (6)

B. Solution for Instability in DC Microgrids Caused by Cyber
Attacks [18]

For a well-planned set of balanced attacks injected into
multiple sensors or links, (6) will still be satisfied. This aspect
has already been theoretically validated in [18]. The balanced
attacks can be modeled by:

ua(t) = LV̄(t) + κWXa (7)

where, ua, V̄ denote the vector representation of the attacked
control input and the average voltage, respectively. κ is a
binary variable, which denotes the presence of cyber attack
element by 1, or otherwise. Moreover, Xa = [λi]∀i ∈ N ,
is a matrix with the false data λi for ith agent. It is worth
notifying that the system is not under attack, when Xa = 0.
More details about W matrix can be obtained from [18]. Ref.
[21] provides a cooperative vulnerability factor Ci to detect
the attacked voltage sensors, which can be represented as:

Ci = hi

∑
j∈Ni

aij(∆V1j(t− τ)−∆V1i(t))


∑
j∈Ni

aij(∆V1j(t− τ) + ∆V1i(t))

 (8)

where, hi is a positive constant. As shown in Fig. 1, the
detection criterion can be given by:

Ci =

{
> 0, if κ = 1

0, else (9)

The attacked voltage sensors can be distinguished by (9). It
is worth notifying that with different values of attacks, Ci is
different, which means that a large value of attack indicates
larger Ci and vice-versa. As a result, Ci can be regarded as
an adaptive variable according to different value of attacks. In
order to reduce the effects of smart attacks on the stability, an
adaptive solution is presented, as shown in Fig. 1.

As it can be seen in Fig. 1, Ci is introduced in the secondary
controller and is used to modify the proportional coefficient
in sublayer II, thereby changing the voltage correction term
only during attacks. Hence, a novel adaptive gain mechanism
is proposed in [18], which exploits the positive-definiteness of
the cooperative vulnerability factor Ci in (8) during attacks.
As a result, when a stealthy group of cyber attack elements
of any magnitude in (7) is injected into DC microgrid, the
adaptive proportional gain of the current regulator damps out
the unstable modes, given by:

KH2

P = KH2

Pin
+KaF (10)

where, Ka is a positive gain and KH2

Pin
is the previously set

value of the proportional gain in the current regulator. As
a result, a feedforward input from (9) is introduced as an
adaptive term to solve stability issues in microgrids arising
from cyber attacks.

III. OPTIMAL DESIGN UNDER CYBER ATTACKS

A. Stable Regions

Based on the cyber graph model, the converter model, the
controller and the transmission line model, the small-signal
model for the DC microgrid including the adaptive terms from
(10) is expressed below:

˙̄̂
V(t) = ˙̂Vdc(t)− LV̂(t− τ ) + ˙̂ua

δ̂(t) = −L
Î(t− τ )

Irated

∆ ˙̂V1(t) = −KH1
p

˙̂Vdc(t)−KH1

I
ˆ̄V(t)

+KH1

P Lˆ̄V(t− τ )

∆ ˙̂V2(t) = −KH2

P L˙̂I(t− τ )−KH2

I LÎ(t− τ )

V̂∗(t) = ∆V̂1(t) +∆V̂2(t)

˙̂I(t) =
V̂in(t)

Lf
− V̂dc(t)

Lf
+

Vdcd̂(t)

Lf

+
DonV̂dc(t)

Lf

˙̂Vdc(t) =
Î(t)

Cf
− DonI(t)

Cf
− Id̂(t)

Cf
− Îload(t)

Cf

V̂br(t) = MV̂dc(t)

˙̂Ibr(t) =
V̂br(t)

Lbr
− RbrÎbr(t)

Lbr

d̂(t) =
KI

P(̂Iinref (t)− Î(t)) +KI
IΞ̂(t)

TsFm

˙̂Ξ = Îinref (t)− Î(t)

(11)

where, {Hv
PI, Hi

PI}, {HPIV, HPII} are transfer functions
of the average voltage regulator, proportionate current sharing,
inner voltage and current loop PI compensators for different
agents in diagonal matrix form, respectively. On the other
hand, Gid and Gvd represent the plant transfer function of
inductors and capacitors for different agents in diagonal matrix
form, respectively.

As it can be seen from Fig. 2, the overall model of the DC
microgrid with the proposed stabilization method includes a
non-linear part and a linear part. Henceforth, a describing func-
tion (DF) [22] based stability method is adopted to investigate
the stability of the system.

Denoting the approximate transfer function of the nonlinear
part as NA, the whole system can be roughly transformed into
a linear system in the frequency domain with a variable gain
amplifier NA, as shown in Fig. 3. Using (9), we can employ
the sign function to represent a balanced set of zero sum
attacks, which is given by:

ua = λ[sgn(f1), sgn(f2), . . . , sgn(fN )]T (12)

where, ua ∈ RN×1 denotes the input attack vectors. Accord-
ing to the definition, the DF of the sign function can be
calculated as:

NA =
4

πA
(13)
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non-deterministic disturbance.

Moreover, according to the small signal diagram shown in Fig.
2 for a system of N = 6 agents, the transfer function of the
linear part can be deduced and given by:

G =
(e−sτAGλ− e−sτDinλ)H

v
PIG1

(1+Θ−Ω)G1 +HPIVHPIIGvdGKHv
PI

(14)

where, G1 = Fm +HPIIGid +HPIVHPIIGvd +HPIV

HPIIGidr+HPIVHPII(
cAGe−sτ

Irated
− cDine

−sτ

Irated
)GidH

i
PI

and K = 2(AGe
−sτ +Dine

−sτ ), GK = (1−KKa).
Moreover, Ω = e−sτAG

s and Θ = e−sτDin

s .
The stability region for the system can be given by:{

GIm = 0,
GRe = − 1

NA

(15)

where, GIm and GRe are the imaginary part and the real part
of G in (14), respectively.

Using (15), the relationship between λ and Ka for dif-
ferent voltage/current regulator characteristics, parameters for
DC/DC converters and loads are investigated, with the stability
regions shown in Fig. 4-5. Fig. 4 indicates that with smaller
KH1

P and larger KH1

I for voltage observer in the secondary
layer, the considered system in Fig. 1 with the proposed
stabilization method is more likely to be stable against the
stealth attacks. While for the current regulator, the stable
region of λ - Ka with larger KH2

P and smaller KH2

I will
be wider. Furthermore, it can be seen from Fig. 5(a) that the
stabilization method can be applied for DC/DC buck converter
and boost converter, while it will take larger λ to destabilize
a buck converter than for a boost converter. Consequently,
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Fig. 3. Equivalent control diagram of Fig. 2 using the DF method.

the stability region of λ - Ka for buck converter is wider.
Fig. 5(b) indicates that with the decrease of the load, DC
microgrids are more vulnerable to instability due to stealth
cyber-attack, requiring larger Ka to make the system stable.
Moreover, the stability regions related to λ and Ka with
the change of the global voltage reference is shown in Fig.
5(c). It can be seen that when the global voltage reference
increases, the value of λ, which disturbs the system stability
will decrease, indicating that the stability margin of the system
operating with a larger global voltage reference is reduced.
However, with the introduction of the stabilizing gain Ka,
the stability region will be widened. Moreover, the system
trends to be stable with smaller output voltage, larger input
voltage and larger line resistance. In conclusion, the stability
of DC microgrid under stealth attacks are affected by different
factors, which creates a multi-dimension design challenge.

B. Multi-Objective Design
According to the previous analysis, the selection of param-

eters is very important to ensure the whole performance of
the microgrid. The purpose of this subsection is to shed light
on the optimal design of the solution for microgrids under
cyber-attacks. A sequential multi-objective design method is
proposed here, in order to obtain an optimal stabilization gain
in view of the desired steady-state and transient properties.
Steady-state convergence given by voltage regulation, current
sharing and transient properties given by settling time and
overshoot, are the indices that need to be minimized through
a design process, as shown in the flowchart in Fig. 6. The
design framework is summarized below:

Step 1: Determine the stability regions, as per (15). Then,
define the stable range (α1, α2) with different system param-
eters.

Step 2: Determine the optimal design of steady-state per-
formance using (16) to minimize the voltage regulation and
the current sharing error. Comparing g1 with the steady
state design performance, an optimal range of steady-state
performance (β1, β2) ∈ (α1, α2) can be obtained.
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g1 =W1 (Vrefi − v̄i)
2
+W2δ

2
i (16)

Step 3: Determine the optimal design for transient per-
formance using (17) to minimize the overshoot and tune to
the desired setting time. In (17), the resonant peak of the
magnitude Mr can represent the overshoot while the phase
margin φm can indicate the setting time. Comparing g2 with
the transient design performance, an optimal stabilization gain
for the considered system can be obtained.

g2 =W3

(
Mr

Mmax

)2

+W4

(φm

π

)2
(17)
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Fig. 4. Stability region: Relationship between λ – Ka with change of the
voltage/current regulator characteristics: (a) voltage regulator proportional
gain, (b) voltage regulator integral gain (c) current regulator proportional gain,
(d) current regulator integral gain.

Since the unit and value of Mr and φm are totally different,
it is necessary to make a normalization. In this paper, a
maximum resonant peak of the magnitude Mmax is introduced
to normalize the overshoot while the setting time is normalized
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Fig. 5. Stability region for different cases: (a) converter types, (b) load values,
(c) voltage references, (d) input voltages, and (e) line parameters.
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by introducing π. It is worth notifying that Mmax and π are
deciphered based on the design requirements.

For Ka = α1: s1: α2

Minimize g1 in (14)

Steady state Design 
requirements?

For Ka = β1: s2: β1

Minimize g1 in (15)

Optimal Ka

Selection (β1, β2)

(α1, α2)

System Parameters

Stable Regions

Transient Design 
requirements?

Fig. 6. Flow chart of the sequential multi-objective design method for DC
microgrids considering FDI attacks at vulnerable points.

Define the design requirements as D (δv, δi, ts,∆ip), where
δv denotes the voltage regulation error, δi denotes the current
sharing error, ts describes the setting time and ∆ip indicates
the overshoot of current in DC microgrid. By constraining
the design requirements D (δv, δi, ts,∆ip) as (δv ≤ 0.05 V,
δi ≤ 0.01 A, ts ≤ 0.3 s, ∆ip ≤ 2 A), Ka can be optimized
by the sequential multi-objective design method. According
to the flow chart of the proposed method, the optimal Ka is
found out to be 5.2. In order to analyze the steady state and
transient performance with the variation of Ka, time-domain
and frequency-domain results are presented, as shown in Fig.
7 and Fig. 8. It can be seen that the voltage regulation and
current sharing error is quite small, when Ka is larger than
0.3. With the increase of Ka, the overshoot decreases with
the increase in setting time. The resonant peak and phase
margin shares similar trends with that of overshoot and setting
time, respectively when Ka changes. It should be noted that
the stabilization gain Ka is optimized for DC microgrids in
this paper, however the framework can be generalised for
optimization of other system parameters.

(a) (b)

Fig. 7. Steady-state performance results on the impact of stabilization gain
Ka on current sharing and average voltage regulation error.

(a) (b)

(c)
(d)

Fig. 8. Analytical results of transient performance on the impact of Ka on
time-domain and frequency-domain metrics.

IV. SENSITIVITY ANALYSIS UNDER CYBER ATTACKS

A. Sensitivity Framework

A sensitivity analysis based on DF stability method is pro-
posed to intuitively and quantitatively investigate the influence
of the paramters in DC microgrid in Fig. 15 under cyber
attacks. The DF-based stability method is described in [22],
which is shown in Fig. 9(a). After that, the Nyquist plot of
G(s) is manifested into the frequency domain plot, as shown
in Fig. 9(b). In Fig. 9(a), if the setpoint –1/NA is not encircled
by the contour of G(s), the system is stable otherwise it
will be unstable or critically stable. The real part and the
imaginary part of Curve 1 and Curve 2 shown in Fig. 9(a) can
be equivalently manifested into Fig. 9(b). Curve 1 encircling
the –1/NA can be converted as an equivalent condition in Fig.
9(b): in the frequency range where the real part Re1 is less than
–1/NA, the imaginary part X crosses the frequency axis once,
and the crossed frequency is noted as f0. While for Curve 2,
since it does not encircle the –1/NA, the real part Re2 is larger
than –1/NA at the crossed frequency f0. Hence, the stability
criteria for Fig. 9(b) is that the imaginary part does not cross
the frequency axis in the frequency range where the real part
is less than –1/NA , denoted as X(f0) = 0, Re(f0)> –1/NA.

oA

Curve 1

Curve 2

Re

Im

(a) (b)

X
R2

R1 f

R2(f0)>0

R1(f0)<-1/N(A)f0

o

G(s)

Fig. 9. Stability certificates in: (a) Nyquist plot, and (b) frequency domain
plot of G(s).

The sensitivity of the key transfer function G(s) to the
system parameters α can be described as:

Se (α) =
∂GRe

∂α
+ j

∂GIm

∂α
(18)

The absolute value of the sensitivity of the linear part trans-
fer function G(s) to any given parameter α represents how a
change in that parameter affects the magnitude of G(s). If the
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sign of sensitivity is positive, it means that as the parameter
increases or decreases, the linear part of G(s) increases or
decreases, and vice versa. The sensitivity calculation results
can therefore be used to know which parameters of the system
have a greater impact on the system stability, and to enhance
the system stability by adjusting the corresponding parameter
accordingly.

We illustrate the response of G(s) in the frequency domain
with respect to a change in the parameter α in Fig. 10. The
solid line in Fig. 10 indicates that for the current value, X(f0)
= 0, Re(f0)<–1/NA, indicating that the system is unstable.
From here, the system stability can be improved by adjusting
the parameter accordingly. The ideal way is to increase the
real part while its imaginary part decreases, which means that
the frequency range of Re(f0)<–1/NA is reduced with the
frequency of X(f0) = 0 moving towards the right, as shown
by the dashed lines. The system amplitude margin increases as
the intersection of the dashed lines and the real axis is shifted
to the right.

A large absolute value of sensitivity indicates that the
parameter has a large effect on the correlation function, so
it is more efficient to preferentially adjust those parameters
having a large absolute value of sensitivity.

Increases

Decreases

f0

Re[Se(α)]

Im[Se(α)]

f
o

Se(α)

-1/N(A)

Fig. 10. Frequency domain plot of G(s) with the change of system parameters
– the stability margin increases with the increase of real-part and decrease of
the imaginary part of the sensitivity function.

B. Sensitivity Analysis

The sensitivity analysis for different parameters is shown
in Fig. 11-14, where the solid lines represent the real part
and the dashed lines represent the imaginary part. In Fig. 11,
with the increase of Ka, the real part is decreased, whereas
the imaginary part is increased. When Ka is larger than 0.2,
there are no interactions between zero and the imaginary part,
which indicates that the system operates in a stable manner.
Conversely, when Ka is smaller than 0.2, there are interactions
between zero and imaginary part. Moreover, at the frequency
range of the imaginary part, the real part is smaller than zero,
indicating that the system operates in an unstable manner.

In Fig. 12, the sensitivity analysis for the proportional gain
KH2

P and integral gain KH2

I in current regulator is presented.
With the increase of KH2

P , the imaginary part is increasing,
and the frequency region of interactions between zero and the
imaginary part is decreased, whereas the real part is larger than
zero, indicating that the DC microgrid is stable. As for KH2

I ,
the considered DC microgrid is unstable when KH2

P is smaller

than 30 because the real part is smaller than zero. Based on the
stability boundaries, the system stability is hereby improved
by either increasing KH2

P or decreasing KH2

I . However, the
proportional gain and integral gain in the voltage regulator has
the opposite stability trends with that of the current regulator,
as shown in Fig. 13. Moreover, the sensitivity of load is
shown in Fig. 14, where the real part and the imaginary part
are increased with an increase in Rload. Especially when the
overall load Rload is smaller than 50 Ω, DC microgrid is prone
to instability under cyber attacks due to the very small real part
at the frequency region of interaction between the imaginary
part and the zero.

Upon analyzing Fig. 11-14, the sensitivity of Ka, KH2

P

and KH2

I are larger than others which indicates that these
parameters have a higher impact on the stability of the con-
sidered system than KH1

P , KH1

I and Rload. According to the
sensitivity analysis, it is more efficient to improve the system
stability by increasing Ka, KH2

P as well as by decreasing KH2

I .

Ka = 0

Ka = 0.1

Ka = 0.2

Ka = 0.3

Ka = 5

Ka = 15

Fig. 11. Sensitivity analysis for G(s) (Fig. 15) to the stabilization gain Ka

– the solid lines represent the real part whereas the dashed lines represent the
imaginary part.
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=32H2
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=30H2
IK
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IK
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IK

(a)

(b)

=27H2
IK

Fig. 12. Sensitivity analysis for G(s) (Fig. 15) to the PI controller gains
across voltage observer: (a) KH2

P , and (b) KH2
I .

V. RESULTS AND DISCUSSIONS

The simulated system is shown in Fig. 15 with the controller
for each converter being presented in Fig. 1. We analyze the
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Fig. 13. Sensitivity analysis for G(s) (Fig. 15) to the PI controller gains
across current regulator: (a) KH1

P , and (b) KH1
I .

=10R 

=30R 

=50R 

=100R 

=150R 

=200R 

Fig. 14. Sensitivity analysis for G(s) (Fig. 15) to Rload.

impact and sensitivity analysis of different system parameters
on the stability of DC microgrid under cyber attack(s). Al-
though our previous solution proposed in [18] can be used to
eliminate the oscillations, it is equally crucial to formulate a
design philosophy of an optimal stabilization gain Ka, which
can be accommodated into any system with considerable
parameter variations. Simulations have been carried out to
test the effectiveness of the multi-objective design of Ka.
Different cases with variation parameters are presented and
the simulation results are concluded in Table I. To verify the
optimal Ka for different cases, both the simulation results
using optimal Ka and parameters closed to optimal Ka are
also shown in Fig. 16–19.

In Table I, for each case, the optimal Ka is obtained
as per the optimal design method in Fig. 7. Formal design
specifications have been provided for each case. In Case I &
II, constraining the design requirements D (δv, δi, ts,∆ip) as
(δv ≤ 0.05 V, δi ≤ 0.01 A, ts ≤ 0.3 s, ∆ip ≤ 2 A), we
obtain an optimal Ka of 5.2 and 3.3 with different system
parameters, respectively. It is worth notifying that the only
difference between Case I & II is the value of KH2

I and Rload.
Furthermore, in Case III & IV, upon changing the design
requirements as (δv ≤ 0.05 V, δi ≤ 0.01 A, ts ≤ 0.35 s,
∆ip ≤ 1 A), we obtain the optimal Ka to be 6.5 and 4.5 with
different system parameters, respectively. It is worth notifying
that the differences between Case III & IV is that the former

TABLE I 

DIFFERENT CASES WITH VARIOUS PARAMETERS 

 Case I Case II Case III 
Case 

IV 

Parameters 

1H

PK  0.5 0.3 0.4 0.5 

1H

IK  0.00001 0.00005 0.00002 0.00005 

2H

PK  1 1 1 1 

2H

IK  68 65 65 65 

Vg 220 V 220 V 220 V 190 V 

Vo 315 V 315 V 340 V 315V 

Rload 60 Ω 24 Ω 38 Ω 30 Ω 

λ ±20 ±20 ±20 ±20 

Optimal Ka 5.2 3.3 6.5 4.5 

Design 

requirements 

D (0.05 V, 0.01 A, 

0.3 s, 2 A) 

D (0.05 V, 0.01 A, 

0.35 s, 1 A) 

D (δv, δi, 

ts, Δip) 

δv 0.02 V 0.009 V 0.011 V 0.006 V 

δi 0.005 A 0.007 A 0.005 A 0.008 A 

ts 0.29 s 0.289 s 0.34 s 0.342 s 

Δip 1.95 A 1.93 A 0.94 A 0.96 A 

 

operates with a different output voltage reference, whereas the
latter operates with a different input voltage. The correspond-
ing measured steady-state and transient performance metrics
are also shown in Table I.

We now validate the quantitative results of our proposed
design framework to monitor the specifications for steady-state
and transient performance in time-domain simulations. As it
can be seen in Fig. 16, with the increase of Ka, the setting
time will rise and the overshoot is reduced. When Ka = 5, Ka

= 5.2, Ka = 5.4, the setting time is 0.285 s, 0.029 s and 0.315 s
while the overshoot is 2.1 A, 1.95 A and 1.93 A, respectively.
The design requirements are only satisfied with Ka = 5.2,
which validates the ruggedness of the proposed multi-objective
optimal design method. Similarly in Case II, when the system
parameters are changed, i. e., PI controller gains for voltage
regulator and current regulator, the stabilization gain Ka is
optimized to meet the same design requirements, which is
different from that of Case I. It can be seen in Fig. 17 that Ka =
3.3 comes out as the optimal value for Case II, by which both
the steady-state performance and the transient performance of
the attacked DC microgrid holds good.

Similarly, we test a new design specification D (δv ≤
0.05 V, δi ≤ 0.01 A, ts ≤ 0.35 s, ∆ip ≤ 1 A) in Case
III & IV. Based on the design requirements, we obtain an
optimal stabilization gain Ka of 6.5 and 4.5 for case III &
IV, respectively. The choice of Ka is validated through time-
domain simulations carried out in Fig. 18 and 19, respectively.
It can also be seen that even a small change of Ka (within ±
5%) incurs a trade-off in its performance, where either the
steady-state or transient performance metric is not met.

In conclusion, under different circumstances, the stabiliza-
tion gain Ka should be considered carefully to ensure good
dynamic performance of the attacked system. By using the
proposed design method, an optimal stabilization gain Ka with
minimum sensitivity and maximum robustness for stability
under cyber attacks can be obtained. It should be further



9

L2

S12
Co2

iL2

Vin2
Ro2

S22

L1

S11

Co1

iL1

Vin1 Ro2

S21

L3

S13
Co3

iL3

Vin3
Ro3

S23

L4

S14
Co4

iL4

Vin4Ro4

S24

L5

S15

Co5

iL5

Vin5Ro5

S25

L6

S16

Co6

iL6

Vin6Ro6

S26

R12

R23 R34
R45

R56

R61

Load

Networked MG

Cyber Graph
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In represent the measured capacitor voltage and inductor current, respectively for agent n.
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Fig. 16. Time-domain waveforms of Case I with design requirement D (δv ≤ 0.05 V, δi ≤ 0.01 A, ts ≤ 0.3 s, ∆ip ≤ 2 A): (a) Ka = 5, (b) Ka = 5.2,
(c) Ka = 5.4. As calculated in Table I for Case I, only Ka = 5.2 complies with the said requirements of the overshoot and settling time bounds.

noted that the proposed design method can be extended to
any system with defined stability bounds.

VI. CONCLUSIONS

This paper proposes a novel design philosophy and sen-
sitivity analysis by mapping the stability of DC microgrids
under cyber attacks to the dependence of system parameters
for different cyber attack values. Firstly, a describing function
based stabilization method is designed using a cyber attack
detection metric as an adaptive feedforward to enhance the
damping under stealth cyber attacks. Then, the stability re-
gions of the microgrid under cyber attacks are investigated.
Considering them as inputs, an optimal design philosophy is
proposed considering the steady-state stability and transient
performance of microgrids for quantitative formulation of the
stabilization gain for a given system. The sensitivity of the
stability approach is carried out to analyze the parameter
sensitivity with respect to system stability. Finally, different
case studies are carried out to validate the optimal calculation
of the stabilization gain for microgrids having varying design

requirements. It turns out that the small stabilization coefficient
will lead to faster transient performance but larger overshoot
voltage while large stabilization coefficient will get the oppo-
site results. Moreover, it also provides an empirical idea on the
critical parameters from a cyber-physical perspective, which
will affect the overall system stability. Based on this study,
we argue that the proposed mechanism will broadcast new
manifestations on stability and modeling of microgrids not just
being limited to physical disturbances, but also needs more
analysis from an uncertain input in the cyber layer. Moreover,
the proposed design philosophy can also be applicable for
system designers with different design requirements to model
against the cyber-physical interactions and prevent their impact
on the operation of microgrids.

APPENDIX

Simulation Parameters

It is to be noted that the line parameter Rij is connected
from the ith converter (each of 10 kW) to the jth converter.



10

2.07 A

0.283 s

Stealth attack 
initiated

1.93 A

0.289 s

1.84 A

0.31 s

C#1
C#2
C#3
C#4
C#5
C#6

Stealth attack 
initiated Stealth attack 

initiated

Load 
change

(a) (b) (c)

Fig. 17. Time-domain waveforms of Case II with design requirement D (δv ≤ 0.05 V, δi ≤ 0.01 A, ts ≤ 0.3 s, ∆ip ≤ 2 A): (a) Ka = 3.1, (b) Ka = 3.3,
(c) Ka = 3.5. As calculated in Table I for Case II, only Ka = 3.3 complies with the said requirements of the overshoot and settling time bounds.
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Fig. 18. Time-domain waveforms of Case III with design requirement D (δv ≤ 0.05 V, δi ≤ 0.01 A, ts ≤ 0.35 s, ∆ip ≤ 1 A): (a) Ka = 6.3, (b) Ka = 6.5,
(c) Ka = 6.7. As calculated in Table I for Case III, only Ka = 3.3 complies with the said requirements of the overshoot and settling time bounds.
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Fig. 19. Time-domain waveforms of Case IV with design requirement D (δv ≤ 0.05 V, δi ≤ 0.01 A, ts ≤ 0.35 s, ∆ip ≤ 1 A): (a) Ka = 4.3, (b)
Ka = 4.5, (c) Ka = 4.7. As calculated in Table I for Case IV, only Ka = 3.3 complies with the said requirements of the overshoot and settling time bounds.

Moreover, the controller gains are identical for each converter.
Plant: R12 = 1.5 Ω, R23 = 1.2 Ω, R34 = 0.8 Ω, R45 = 0.3 Ω,
R56 = 0.5 Ω, R61 = 0.6 Ω
Converter: Lsei= 3 mH, Cdci= 250 µF, Idcmin

= 0 A, Idcmax

= 28 A, Vdcmin
= 270 V, Vdcmax

= 360 V
Controller: Idcref = 0, Kv

P = 5, Kv
I = 100, Ki

P = 2.5, Ki
I =

0.05, hi = 2.5.
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