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Real-Time Transient Instability Detection in the
Power System With High DFIG-Wind Turbine

Penetration via Transient Energy
Hamid Reza Shabani , Mohsen Kalantar , Member, IEEE, and Amin Hajizadeh , Senior Member, IEEE

Abstract—By increasing the penetration of wind power in the
modern power systems, to investigate transient stability is of special
importance. This article presents an innovative index based on the
concept of the potential energy boundary surface along with kinetic
energy, which aims to detect the transient instability of a power
system comprising doubly fed induction generator (DFIG)-based
wind farms. Accordingly, transient instability detection (TID) is
performed without directly calculating the unstable equilibrium
point and thus the computational load is decreased. Since the
proposed approach requires only the postfault data that can be
easily measured by the phasor measurement units, it is suitable for
real-time applications. Therefore, the proposed approach can be
applied as a general tool to any power system with any change in
topology and operating conditions. Moreover, considering that the
current-balance form is the preferred industry model for the imple-
mentation of transient stability simulation, the network equations
in the current-balance form are extracted for grid-connected DFIG
and synchronous generators. Different scenarios are simulated in
the Western System Coordinating Council 3-machine, 9-bus sys-
tem, and the 10-generator New England system. To validate the new
index for TID, simulation results are compared with the transient
stability index and out-of-step distance relay. The obtained results
validate the correctness and effectiveness of the presented new
index.

Index Terms—Kinetic energy (KE), potential energy boundary
surface (PEBS), transient energy function (TEF), transient
instability detection (TID), wind farm.

NOMENCLATURE

Abbreviations
DFIG Doubly fed induction generator.
TID Transient instability detection.
CCT Critical clearing time.
SG Synchronous generator.
T-D Time-domain.
TEF Transient energy function.
UEP Unstable equilibrium point.
SEP Stable equilibrium point.
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SNR Signal-to-noise ratio.
KE Kinetic energy.
PE Potential energy.
SI Simultaneous implicit.
TSA Transient stability assessment.
DAE Differential-algebraic equation.
PEBS Potential energy boundary surface.
NPI New PEBS-based index.
RSC Rotor side converter.
GSC Grid side converter.
NAE Nonlinear algebraic equations.
NDE Nonlinear differential equations.
TSI Transient stability index.
OOS Out-of-step.
PMU Phasor measurement unit.

Parameters and Variables
η TSI symbol.
ρmax Maximum angle separation.
T ′
d0 d-axis open circuit time constant.

T ′
q0 q-axis open circuit time constant.

E ′
d d-axis transient voltage of SG.

E ′
q q-axis transient voltage of SG.

Xd d-axis synchronous reactance.
Xq q-axis synchronous reactance.
X ′

d d-axis transient reactance.
X ′

q q-axis transient reactance.
Id d-axis current of SG.
Iq q-axis current of SG.
Efd Voltage applied to the SG field winding.
δ Rotor angle.
ω Rotor velocity of SG.
ωs Synchronous speed.
M Inertia constant of SG.
TM Mechanical torque of SG.
TE Electromagnetic torque of SG.
TA Exciter time constant.
Vref Reference voltage of the excitation system.
KA Gain of excitation system.
Vt Magnitude of terminal voltage.
θt Angle of terminal voltage.
Ptw Extracted wind turbine power.
ρ Air density.
R Blade length.
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Cp Performance coefficient.
λ Tip speed ratio.
β Blade pitch angle.
Vw Wind speed.
ωt Wind turbine speed.
ωelB Electrical base speed.
ωr Rotor speed of DFIG.
tcl Fault clearing time.
D Damping term of SG.
IqtD q-axis total output current of DFIG.
IdtD d-axis total output current of DFIG.
IGSC Current of grid-side convertor.
α Reactive power sharing between stator and grid-side

convertor.
Qs Stator reactive power of DFIG.
Qtot Total reactive power of DFIG.
QGSC Reactive power of grid-side convertor.
Pr Rotor active power of DFIG.
PGSC Active power of grid-side convertor.
θtD Angle of DFIG terminal voltage.
VtD Magnitude of DFIG terminal voltage.
C Drive-train damping coefficient.
K Drive-train shaft stiffness.
θtw Twist angle of drive-train shaft.
Tsh Shaft torque.
Te Electrical torque of wind turbine.
Tt Mechanical torque of wind turbine.
Hg Generator inertia of DFIG.
Ht Wind turbine inertia.
Lss Stator inductance of DFIG.
Lrr Rotor inductance of DFIG.
Lm Mutual inductance of DFIG.
rs Stator resistance of DFIG.
rr Rotor resistance of DFIG.
Vds d-axis stator voltage of DFIG.
Vqs q-axis stator voltage of DFIG.
Vdr d-axis rotor voltage of DFIG.
Vqr q-axis rotor voltage of DFIG.
e′q q-axis internal voltage of DFIG.
e′d d-axis internal voltage of DFIG.
ids d-axis stator current of DFIG.
iqs q-axis stator current of DFIG.
δsi Stable equilibrium points for postfault system.
k Number of machines (SGs and DFIGs).
Y ′
ije

jα′
ij Reduced network-admittance matrix.

I. INTRODUCTION

IN RECENT years, renewable energies and their integra-
tion into the power systems have gained significant global

attention. Meanwhile, power generation from wind energy is
one of the leading technologies in renewable energy alterna-
tives. According to the latest report of the Global Wind Energy
Council, wind energy capacity installed globally was equal to
60.4 GW in 2019. Also, 2020 was a record year for wind power
growth in both North and Latin America, with nearly 22 GW
of capacity installed despite COVID-19 impacts, demonstrating

the incredible resilience of the wind industry and solidifying
its crucial role in the region [1]. With the high penetration of
wind power, one of the most important challenges facing the
power system is the transient stability analysis [2]. Therefore,
in this article, the transient stability of modern power systems
is discussed. To do this, an aggregated model of doubly fed
induction generator (DFIG)-based wind farm is used that it is
integrated into the power system.

Transient stability is concerned with the ability of the power
system to maintain synchronism when subjected to a severe
disturbance [3]. Traditionally, transient stability assesses with
monitoring of the speed and rotor angle of the synchronous
generators (SGs) [4]. Also, transient stability study is generally
of two types: evaluation and detection or prediction [3], [5]. In
transient stability evaluation, the critical clearing time (CCT)
is a very important parameter and is defined as the maximal
fault duration for which the system remains transiently stable
[3], [6]. But for transient instability detection (TID), the CCT is
not of interest. In this aspect, the aim is to monitor the transient
behavior of the power system when a disturbance occurs [3], [7].
The important point in this field is that fast prediction or detection
of transient stability makes it possible to take emergency control
measures efficiently.

A considerable literature has been conducted on TID of
the traditional power systems under various conditions in the
presence of SGs [8]–[11]. Time-domain (T-D) simulation and
transient energy function (TEF) methods are playing a more
important role in TID [5]. In the work [8], a new criterion is
proposed to quickly evaluate the online TID based on the TEF
method. Study [9] proposes a novel self-tuning algorithm that
estimates the generator instability. The proposed algorithm uses
the unstable equilibrium point (UEP) that is estimated by the
least-squares curve fitting technique on the power-angle plane.
In [8] and [9], classical model (simplified model) has been used
for SGs. The proposed approach in [10] is based on the corrected
kinetic energy (KE) and also a new concept of the equal area
that calculates UEP, which is applied for estimating CCT. In
[11], TEF and the maximum potential energy (PE) are used
to evaluate critical energy for TID. One of the most important
issues that limit the use of TEF methods for TID is the need to
calculate directly the UEP or the value of critical energy, which
results in a large computational load [12]. Also, today intelligent
methods based on fuzzy systems, neural networks, and pattern
recognition algorithms are used more frequently for real-time
TID [5], [7]. However, all of these methods are highly dependent
on power system parameters and are not a general tool to be used
in all grids with different parameters [13]. As mentioned above,
the literature on TID methods has some defects and limitations.

When wind power penetration in the power system is low,
wind turbines do not mainly interfere with voltage and frequency
control and are disconnected from the grid in the event of the
fault [14]. However, as the penetration of wind farms is high, it
seems necessary to study their impact on the dynamic behavior
of the modern power system. One of the first studies conducted
in this field aimed to show the impact of the integration of
a wind power plant on the oscillation damping caused by a
disturbance [15]. Also, the work [16] investigates the impact
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of power system strength and phase-locked loop parameters on
the stability of grid-connected DFIG-based wind farms. Some
other types of research conducted in this field have focused on
how to model and provide an equivalent circuit of DFIG for the
dynamic studies in the power systems. The study in [17] provides
a suitable model to study the transient stability of DFIG and
uses the simultaneous implicit (SI) method for T-D simulation.
Other studies have compared the impact of different types of
wind turbine generators on evaluating the transient stability of
the power system [18], [19]. In these studies, a new quantitative
transient stability assessment (TSA) is conducted using the
transient energy margin based on TEF for a power system with a
high penetration of DFIG-based wind farms. In [20], the impact
of high penetration of wind power on the transient stability of
a multimachine system is discussed and a new index based
on DFIG terminal voltage sensitivity is proposed to evaluate
the transient stability margin. The work in [21] also presents
a novel approach for real-time TSA based on corrected KE,
which aims to assess transient stability by calculating the CCT
in a power system consisting of wind turbines. Considering the
studies reviewed above, it can be observed that a small number
of the works have presented new indexes for real-time TID in the
power systems with the high penetration of DFIG-based wind
farms.

In this article, a new approach is presented for real-time
TID and is investigated for traditional and modern power sys-
tems. To do this, the SI method is used for T-D simulation.
At first, the differential-algebraic equation (DAE) model with
the network equations in the current-balance form is extracted
for grid-connected DFIG and SGs. The current-balance form
is the preferred industry model since the network-admittance
matrix has to be refactored only when a disturbance is occurring
[22]. In this way, transient stability simulation is simplified and
computational load is decreased. Actually, using the concept of
the potential energy boundary surface (PEBS) along with KE, the
new PEBS-based index (NPI) for TID is presented. Despite using
the concepts of the TEF and the characteristics of the UEP in this
article, there is no need to directly calculate the UEP. Therefore,
the computational load is greatly decreased and can be suitable
for real-time applications. To validate the new approach for
TID, different scenarios are simulated in the Western System
Coordinating Council (WSCC) 3-machine, 9-bus system, and
the 10-generator New England system. The obtained results
approve the efficiency of the proposed approach.

II. MODEL OF THE POWER SYSTEM

A. Modeling of the SG

In a power system with m machines, the equations of the
two-axis model of the SG with a static excitation system can be
defined as follows [22]:

T ′
d0i

d

dt
E ′

qi = − E ′
qi − (Xdi −X ′

di) Idi + Efdi (1)

T ′
q0i

d

dt
E ′

di = −E ′
di +

(
Xqi −X ′

qi

)
Iqi (2)

d

dt
δi = ωi − ωs (3)

Mi
d

dt
ωi = TMi − TEi −Di (ωi − ωs) = fi(δ) (4)

TAi
d

dt
Efdi = −Efdi +KAi (Vrefi − Vti) (5)

E ′
di − Vti sin (δi − θti)−RsiIdi +X ′

qi Iqi = 0 (6)

E ′
qi − Vti cos (δi − θti)−RsiIqi −X ′

di Idi = 0 (7)

where

TEi =
[
E ′

diIdi + E ′
qiIqi +

(
X ′

qi −X ′
di

)
IdiIqi

]
i = 1, 2, . . . , m. (8)

B. Modeling of the DFIG-Based Wind Turbine

In power system stability studies, a static model is typically
used for the aerodynamic system of the turbine [18]

Ptw = (0.5) ρπR2Cp (λ, β)V
3
w . (9)

Also, the drive-train system is represented by the two-mass
model [23] as shown in the following:

d

dt
ωt =

1

2Ht
(Tt − Tsh) (10)

d

dt
ωr =

1

2Hg
(Tsh − Te) (11)

d

dt
θtw = ωelB (ωt − ωr) (12)

Tsh = Kθtw + C
d

dt
θtw. (13)

The dynamic equations of the DFIG in the synchronous
reference frame as a voltage source behind a transient reactance
can be represented as (14)–(18) [23]

L′
s

ωelB

diqs
dt

= −R1iqs − ωsL
′
sids + kmrrVqr

+
1

Trωs
e′d − Vqs +

(
ωr

ωs

)
e′q (14)

L′
s

ωelB

dids
dt

= −R1ids + ωsL
′
siqs + kmrrVdr

− 1

Trωs
e′q − Vds +

(
ωr

ωs

)
e′d (15)

1

ωsωelB

de′d
dt

= R2 iqs − 1

Trωs
e′d

+

(
1− ωr

ωs

)
e′q − kmrrVqr (16)

1

ωsωelB

de′q
dt

= −R2ids − 1

Trωs
e′q

−
(
1− ωr

ωs

)
e′d + kmrrVdr (17)
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where

Te = e′dids + e′qiqs (18)

kmrr =
Lm

Lrr
; L′

s = Lss − L2
m

Lrr
; Tr =

Lrr

rr
; R2 = k2mrr rr

R1 = rs +R2; e
′
q = kmrr ωsλdr; e

′
d = − kmrrωsλqr.

The equations of the DFIG exact model are not suitable for
transient stability studies because the interface with the grid volt-
age and current phasors is not easy to implement in this case [14],
[17]. Accordingly, in this article, stator transients in the DFIG
dynamic model are ignored ( diqs

dt = dids
dt = 0). Additionally,

since the current controllers on power electronic converters are
much faster than the studied electromechanical transients, they
do not have a significant impact on the transient stability of the
power system [14]. Accordingly, the converters are considered
ideal and the rotor side converter (RSC) is modeled as the voltage
source and the grid side converter (GSC) as the current source.
Also, the classical vector control method [24] is applied and the
wind farm is represented by an aggregated model.

C. External Grid

The power system is represented by a set of nonlinear al-
gebraic equations (NAEs) in two classifications: the NAEs
in power-balance and current-balance form. For the NAEs in
power-balance form, the Jacobian of the network equations con-
tains the power flow Jacobian, and thus it is useful in small-signal
analysis and voltage collapse studies. On the other hand, for the
NAEs in current-balance form, since the network-admittance
matrix has to be refactored only when a disturbance is occurring,
it is the preferred industry model and, in this way, transient
stability simulation is simplified [22]. Accordingly, the NAEs
in the current-balance form are extracted for the grid-connected
DFIG and SG. In this way, there are only injected currents at the
generator buses and thus the load buses can be eliminated from
the network equations. Also, the loads are assumed to be constant
impedance models. This model is widely used in first-swing
transient stability analysis [8], [22]. Accordingly, the complex
NAEs in current-balance form for the reduced-order model of
the power system is shown as follows:

(Idi + jIqi) ej(δi−
π
2 ) =

m∑
k=1

[
Y ′
ike

jα′
ik ][Vtke

jθtk
]
. (19)

By simplifying (19), the NAEs in current-balance form can
be obtained for SG as follows:

[Idi sin(δi) + Iqi cos(δi)]

=

m∑
k=1

[VtkG
′
ik cos (θtk)− VtkB

′
ik sin (θtk)] (20)

[Iqi sin(δi)− Idi cos(δi)]

=
m∑

k=1

[VtkG
′
ik sin (θtk) + VtkB

′
ik cos (θtk)] . (21)

Similarly, the NAEs in the current-balance form can be ob-
tained for DFIG. To exchange power between the DFIG and the
power system, it is necessary to determine the interface between
DFIG and the grid. The equation of the terminal voltage of DFIG
can be expressed in terms of the common reference frame as
follows:

VtD ejθtD = (Vds + jVqs) e
j(δ−π

2 ). (22)

According to the classical vector control method, the active
and reactive powers of the stator are controlled independently
in DFIG using the q-axis and d-axis currents, respectively [24].
Since the stator flux vector is aligned with the d-axis of the
synchronous reference frame, the terminal voltage vector is
aligned with the q-axis of the machine. Thus, ( Vds = 0, Vqs =
VtD and θtD = δ). On the other hand, the GSC is modeled
as a current source and it is assumed that the reactive power is
exchanged with the grid only by the DFIG stator

PGSC = Pr = (Vqr iqr + Vdridr); QGSC = αQtot

α = 0 ⇒ QGSC = 0 ⇒ Qs = (1− α)Qtot = Qtot.

Therefore, the current of the GSC can be expressed as follows:

IGSC =
PGSC − jQGSC

−jVqs
= j

Pr

Vqs
. (23)

According to the above-mentioned points, injected current to
the grid at the DFIG bus is obtained as follows:

(IdtD + jIqtD) =

(
ids + j

(
iqs +

Pr

Vqs

))
. (24)

Hence, by combining (19) and (24), the complex NAEs in
current-balance form for DFIG can be obtained as follows:

(IdtD + jIqtD) ej(θtD−π
2 ) =

m∑
k=1

[
Y ′
ike

jα′
ik ][Vtke

jθtk
]
.

(25)
By simplifying (25), the NAEs in current-balance form can

be rewritten as (26) and (27)[
ids sin (θtD) + ((iqs +

Pr

Vqs
) cos (θtD))

]

=

m∑
k=1

[VtkG
′
ik cos (θtk)− VtkB

′
ik sin (θtk)] (26)

[
((iqs +

Pr

Vqs
) sin (θtD))− ids cos (θtD)

]

=
m∑

k=1

[VtkG
′
ik sin (θtk) + VtkB

′
ik cos (θtk)] . (27)

III. TSA USING T-D SIMULATION

According to Section II, the dynamic modeling of the power
system can be represented using a set of DAEs. When analyzing
the transient stability using the T-D simulation, the DAEs should
be solved step by step in the time domain. One of the most
effective methods for this purpose is the SI method [22]. In this
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Fig. 1. Flowchart of the T-D simulation.

method, using trapezoidal numerical integration at any time step,
nonlinear differential equations (NDEs) are converted to NAEs,
and the set of equations is solved using the Newton–Raphson
method. A flowchart addressing the step-by-step procedure of
the T-D simulation is shown in Fig. 1. Calculating the initial
conditions of the system variables is the first step for transient
stability studies that are obtained by load flow. The DFIG is
considered as a PQ bus because it works at a specified power
factor (this case is in most applications [17]). Then, by adjusting
the time step, the T-D simulation is started. As can be observed
that in any three study periods (prefault, fault, and postfault), the
simulation process is the same, and only when a disturbance is
occurring or is removed, Y ′

ije
jα′

ij has to be refactored.

IV. PROPOSED APPROACH FOR TID

A. Concept of Transient Energy and PEBS

Whenever a fault occurs in a power system, there is some
extra energy at the moment of clearing the fault that should
be absorbed by the grid to keep the power system stable. This
energy is called transient energy. Transient energy is the extra
KE injected into the power system during a fault. The ability
of the grid to absorb the extra energy depends largely on its
ability to convert this energy into PE, and this, in turn, depends
on the structure of the power system after clearing the fault.

Fig. 2. PE well.

For a given structure of the power system, there is a critical or
maximum value of transient energy that the system can absorb or
convert into other forms of energy. If the extra transient energy
injected into the system at the moment of clearing the fault is less
than the value of critical energy, the machine rotor will oscillate
and extra energy will be absorbed by the system, in which case
the system is stable [8], [22]. This can be explained using the
concept of the PE well, which is shown in Fig. 2.

A ball is shown inside the PE well that indicates a stable
equilibrium point (SEP) of the steady-state of the system. The
edges of the PE well include several saddle points and extremum
points, which are called UEPs. These points are connected at the
edges of the PE well by the PEBS [22].

B. Proposed Approach

The sum of the KE and PE is equal to TEF and it is considered
for the postfault system. The KE is defined as follows [22]:

VKE =

m∑
i=1

1

2
Mi(ωi − ωs)

2. (28)

Thus, the derivative of the KE is obtained as follows:

dVKE

dt
=

m∑
i=1

Mi
dωi

dt
(ωi − ωs) . (29)

According to (4), (29) can be written as follows:

dVKE

dt
=

m∑
i=1

fi (δ) [ωi − ωs] . (30)

TEF remains constant with the fault clearance if the system
is assumed to be conservative [22]

dVPE

dt
+

dVKE

dt
= 0. (31)

Accordingly, the first important point is that the peak PE and
minimum KE occur at the same time [8], [22]. Therefore, instead
of calculating the value of the critical energy that is equal to
the peak PE, the minimum KE can be calculated. In the stable
condition, all of the KE injected into the system is converted
into PE and nothing remains. Thus, the value of minimum KE
is close to zero. However, the value of KE in this state is not
exactly equal to zero [8]. On the other hand, in the unstable
condition, the trajectory of the system crosses the PEBS at a
UEP and the minimum value of KE is such that a part of it is
not absorbed by the system after clearing the fault. As a result,
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Fig. 3. Curve of KE for the stable and unstable condition.

the minimum KE is increased and is nonzero in this state [8],
[22]. This has been shown in Fig. 3 by simulation. Therefore,
the second important point is that in the unstable condition, the
trajectory of the system crosses the PEBS at a UEP and the KE
is minimum at this moment.

According to (30) and (31) and combined with (3), the deriva-
tive of the PE is obtained as follows:

dVPE

dt
= −

m∑
i = 1

fi (δ)

[
dδi
dt

]
. (32)

By simplifying (32), the expression of PE is obtained as
follows:

dVPE

dδ
= −

m∑
i = 1

fi (δ) . (33)

According to (33), the PEBS function is also defined as
follows [22]:

PEBS function =
m∑
i=1

fi (δ) [δi − δsi ] . (34)

Whenever the PEBS function is equal to zero, it means that
the trajectory of the system has crossed the PEBS. Accordingly,
when the sign of the PEBS function is changed from negative
to positive, the power system is unstable [22]. Also, as can be
observed, dVKE

dt , dVPE

dt , and PEBS function are proportional to
fi(δ). Thus, when the trajectory of the system crosses the PEBS
and (34) is equal to zero, the derivative of the KE and PE is
equal to zero according to (30) and (32). Therefore, the PE is
maximum and the KE is minimum at this moment.

Thus, according to what is said above, the following three
important points for the unstable conditions can be expressed.

1) The system trajectory crosses the PEBS at an UEP.
2) KE is minimum at the UEP. Therefore, due to being

conservative, the value of PE is maximum and equal to
the critical energy at this moment.

3) The PEBS function changes from negative to positive.
It is clear that the UEP plays an important role in TID.

However, the computational load and complexity of calculating
the UEP, especially in multimachine power systems, is one of
the most important problems in this field. The main idea in
this article is TID without directly calculating the UEP. In the
new proposed approach, the stable and unstable conditions are
identified according to the characteristics of the UEP and the

behavior of KE and the PEBS function. In fact, after clearing
the fault, if the system trajectory reaches the UEP and crosses the
PEBS, the system will be unstable so that the KE is minimum
and the sign of the PEBS function changes from negative to
positive at that moment. Accordingly, the proposed NPI for TID
can be represented as follows:

NPI =⎧⎪⎪⎨
⎪⎪⎩

Stable, If for t > tcl :
VKE = VKE(min) ≈ 0 PEBS function < 0, �= VKE(min)

Unstable, If for t > tcl
VKE = VKE(min) > 0 PEBS function > 0,= VKE(min)

⎫⎪⎪⎬
⎪⎪⎭

.

KE is always positive and the PEBS function is negative in the
stable condition [22]. Therefore, if the curves of the KE and the
PEBS function are monitored for the duration of the postfault
system, the two curves will not intersect when the system is
stable. However, if the system is unstable, especially in the case
of the transient instability of the first-swing, on the one hand, the
PEBS function must change the sign to exceed zero and become
positive, and on the other hand, KE is minimum and nonzero
at this moment. In other words, in the unstable condition, the
moment when the PEBS function is to exceed zero and change
the sign is exactly the moment when the KE curve is nonzero
and has a minimum value. Therefore, according to the NPI, an
important index for detecting definitely instability is that the
curve of the PEBS function that is on the negative side and close
to zero crosses the curve of the KE that is on the positive side
and significantly increases. In such a condition, one can be sure
that the PEBS function is positive and the system is unstable.
Therefore, using the NPI for TID, it is necessary to measure
the rotor angle, velocity, and output power of the generator to
monitor the PEBS function and KE immediately after clearing
the fault.

V. NUMERICAL SIMULATION RESULTS AND DISCUSSION

The WSCC 3-machine, 9-bus system [22], and the 10-
generator New England system [18] are utilized to verify the
effectiveness and correctness of the proposed approach. All of
the numerical simulations are conducted on MATLAB environ-
ment and the sampling rate for calculation of the variables is
chosen 1 ms (Δt = 0.001 s).

A. WSCC 3-Machine, 9-Bus System Case Study

In this section, the WSCC 3-machine, 9-bus system is used
as a test power system for validation of the proposed approach.
Also, to evaluate the proposed approach for transient stability of
the modern power system, an aggregated model of DFIG-based
wind farm is integrated to the test power system. According to the
power system modeling in Section II, transient stability studies
are performed using T-D simulation by the SI method. The time
response of the system dynamics is simulated to be 10 s in the
operating conditions of the steady-state and then the fault occurs.
The fault type is a three-phase short circuit and is occurring
in all buses. For generation buses, the fault is cleared without
removing the line and for other buses, it is cleared by removing a
line. Actually, an N-1 contingency level [25] is considered. The
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TABLE I
UNDER STUDY SCENARIOS

TABLE II
COMPARISON OF THE NPI WITH TSI AND OOS FOR TID

indexes of CCT, transient stability index (TSI), and out-of-step
(OOS) are considered for comparative studies. TSI is defined in
(35) [26]. The power system is considered stable if the value of
η is greater than zero

η =
360− ρmax

360 + ρmax
× 100. (35)

Also, the OOS criterion is the rotor angle exceeding 180
degrees and it is based on OOS distance relay operation [4].
Accordingly, the factors considered for the investigation of the
effectiveness of the proposed approach are listed in Table I.

1) Scenario 1: In this section, the base case of the WSCC
3-machine, 9-bus system is used to evaluate the effectiveness
of the NPI for TID. To do this, the N-1 contingency level is
applied and the CCT is calculated using the T-D simulation for
all cases. Then, for any cases, the fault clearing time is set to be
equal to the CCT in the unstable condition, and TID is performed
using the proposed approach. In this way, the NPI is used for
TID and the results obtained are compared with those from TSI
and OOS index. Accordingly, the simulation results are listed in
Table II. As can be observed, the NPI has been able in all cases
to correctly recognize instability in a shorter period than the TSI
and OOS. Based on the results, the NPI can detect instability
earlier than the TSI and OOS, respectively, by 414.1 and 224.3
ms on average.

Additionally, to demonstrate how operating the proposed ap-
proach, for instance, the fault occurrence on bus 8 is considered.
According to the CCT in Table II, the system is stable when the
fault clearing time is set to be 0.259 s. Thus, the fault is occurring
on bus 8 and is cleared at the 0.259 s by removing line 8–7. If the
curves of the KE and the PEBS function are monitored for the
duration of the postfault system, the two curves will not intersect
because the system is stable. This is shown by simulation in
Fig. 4.

Fig. 4. KE and PEBS function in the stable condition.

Fig. 5. KE, TSI, PEBS, and rotor angle of SGs in the unstable condition.

For unstable conditions, the T-D simulation is repeated with
the fault clearing time is set to be 0.26 s. Fig. 5 shows TID using
NPI and its comparison with TSI and OOS.

In unstable conditions, the PEBS function crosses the curve
of the KE, and its sign changes from negative to positive and
increases. Therefore, using the NPI, the transient instability can
be detected correctly and it detects instability earlier than TSI
and OOS. In fact, the sooner the transient instability is detected,
the more time is left to take corrective and preventive measures
to prevent total instability and blackouts in the power system.
As a result, the important point that can be said concerning the
TID is that in addition to accuracy, instability can be detected
earlier by the NPI than the TSI and OOS. Thus, this approach is
suitable for real-time applications.

2) Scenario 2: This section generally focuses on the high
penetration of DFIG-based wind farms. To investigate the pro-
posed approach for TID of the modern power systems, an aggre-
gated model of DFIG-based wind farm is used for integrating
to the test power system. Accordingly, a DFIG-based wind farm
is integrated into the test power system in parallel with SG2 at
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Fig. 6. Comparison of the NPI with TSI and OOS for TID.

TABLE III
COMPARISON OF THE NPI WITH TSI AND OOS FOR TID

bus 7. (It does not replace SG2.) In Case A, the capacity of the
DFIG-based wind farm is set to be 100 MW (constructed from
20 individual units with a nominal capacity 5 MW [27]). Here,
it is assumed that the generated power from the DFIG-based
wind farm is 63 MW, which is accounted for 20% of the total
consumed power of the test power system. Also, the penetration
of wind power is increased to 40% by increasing the capacity of a
DFIG-based wind farm to 200 MW in Case B. The conditions of
the fault occurrence are the same as in the previous section. Here
too, for all of the cases, the fault clearing time is set to equal to
the CCT in the unstable condition, and the NPI is used for TID.
In this way, T-D simulation based on the proposed approach is
performed and the simulation results are shown in Fig. 6.

The situation is the same in this scenario and the NPI has a
significant performance for TID. In Case A, the NPI can detect
instability earlier than the TSI and OOS, respectively, by 354.4
and 151.1 ms on average and for Case B, these values are equal
to 385.3 and 135.2 ms, respectively.

3) Scenario 3: Finally, in scenario 3, the influence of differ-
ent access locations of the integrated DFIG-based wind farm on
TID using NPI is investigated. Accordingly, in Cases A and B, a
100-MW DFIG-based wind farm is integrated at bus 9 and bus
4, respectively, with no SG replaced. It is assumed here that the
generated power from the DFIG-based wind farm is accounted
for 20% of the total consumed power of the test power system.
Also, the conditions of the fault occurrence are the same as in
the previous sections. T-D simulation is performed and NPI is
used for TID. The simulation results and comparison with TSI
and OOS for all cases are listed in Table III.

TABLE IV
COMPARISON OF THE NPI WITH TSI AND OOS IN WIND OPERATION

As can be observed, the TSI and OOS need more time to
detect instability after clearing the fault in all cases. Therefore,
in Case A, NPI detects transient instability earlier than TSI by
429.5 ms on average, and OOS by 198.6 ms on average. Also,
these values for Case B are 432 and 195 ms, respectively. So
here too, the effectiveness of NPI for TID in a shorter time is
approved.

B. 10-Generator New England System Case Study

In this section, for more validation of the NPI, the 10-
generator New England system is also used for TID. When all
the SGs are used in the test power system, it is referred to as
“base case.” Moreover, to investigate the proposed approach
for TID of the modern power systems, SG10 is replaced with
an aggregated model of DFIG-based wind farm with the same
capacity that it is referred to as “wind operation.” Unlike the
previous section, here an aggregated model of DFIG-based wind
farm is considered as replacing SG10. (It does not parallel with
SG10.) After the simulation in the steady-state conditions, the
time of the fault occurrence is set equal to 10 s and the fault
type is also considered as three-phase at different buses. In this
way, TSA is performed and CCT is estimated for all scenarios.
Accordingly, as in the previous section, for any scenarios, the
fault clearing time is set to be equal to the CCT in the unstable
condition, and TID is performed using the NPI. Then, to show the
effectiveness of the proposed approach, the results obtained are
compared with the result of a conventional OOS distance relay
and TSI. Some chosen scenarios from hundreds of simulations
have been presented in Table IV.

As can be observed, the NPI has been able in all scenarios to
correctly recognize instability in a shorter period than the TSI
and OOS. The NPI can detect instability earlier than the TSI
and OOS, respectively, by 2077.2 and 1679.2 ms on average.
Additionally, for instance, the fault occurrence on bus 37 is
considered. According to Table IV, the system is stable when the
fault clearing time is set to be 0.125 s. In this state, if the curves
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Fig. 7. KE and PEBS function in the stable condition.

Fig. 8. KE, TSI, PEBS, and rotor angle of SGs in the unstable condition.

of the KE and the PEBS function are monitored for the duration
of the postfault system, the two curves will not intersect because
the system is stable (see Fig. 7). For unstable conditions, the T-D
simulation is repeated with the fault clearing time is set to be
0.126 s. Fig. 8 shows TID using NPI and its comparison with
TSI and OOS. Therefore, using the NPI, the transient instability
can be detected correctly and it detects instability earlier than
TSI and OOS.

1) Impact of Voltage Sag: Generally, voltage sags are the
most significant power quality problem faced by industrial cus-
tomers and large commercial customers. The level of voltage
sags at the bus terminal depends on the magnitude and duration
of the fault and the sensitivity of the equipment [18]. To inves-
tigate the effectiveness of the NPI, simulation is performed for
different voltage sag values in two case studies (Base case and

TABLE V
COMPARISON OF THE NPI WITH TSI AND OOS FOR TID

Wind operation). For example, simulation results for different
voltage sag values are shown for SG8 and DFIG in Table V.
As can be observed, the TSI and OOS need more time to detect
instability after clearing the fault in all scenarios. Accordingly,
in the Base case, NPI detects transient instability earlier than
TSI by 996 ms on average, and OOS by 687.4 ms on average.
Also, these values for Wind operation are 1843.2 and 1476.2 ms,
respectively. So here too, the effectiveness of NPI for TID in a
shorter time is approved.

2) Impact of Changing the Operating Conditions and DFIG
Location: In this section, the influence of the different access
locations of the integrated DFIG-based wind farm and changing
the operating conditions on the effectiveness of the NPI is
investigated. Accordingly, a 250-MW DFIG-based wind farm
is integrated at bus 38, and it is replaced with SG9. In addition,
to change the operating conditions, it is assumed that the system
generation/load pattern is set to 88% level of the Base case
operating condition. Accordingly, the corresponding operating
point is obtained by running the power flow program and then
TSA is performed. In this section, it is assumed that the fault
occurs at bus 13 and is cleared by removing the line (13-14). To
evaluate the effectiveness of the proposed approach, the NPI
is used for TID and simulation results are compared to TSI
and OOS.

According to the simulation result, the CCT obtained is
0.169–0.17 s. As Fig. 9 demonstrates, when the fault clearing
time is 0.17 s, the grid is unstable and the NPI correctly rec-
ognizes the transient instability. Also, compared to the TSI and
OOS, the NPI detects transient instability earlier than TSI by
1836 ms on average, and OOS by 1291 ms on average. As a
result, the effectiveness of the NPI in a shorter time can also be
approved here.

3) Discussion: Many studies have been conducted on tran-
sient stability analysis. Generally, it has been shown that Lya-
punov’s method based on TEF takes up 8% of material published
about TSA [4]. Some conducted studies have been provided
indices for TID that have been selected for the analysis and
comparison in this section. The results of this comparison have
been summarized in Table VI. Accordingly, the important points
and characteristics of the proposed algorithm compared to other
methods can be expressed as follows.

1) In this article, a two-axis model with the static excitation
system is used for the SGs and the fifth-order model is
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TABLE VI
COMPARISON OF THE PROPOSED ALGORITHM WITH PUBLISHED METHODS

N = Not mentioned, C = Classic, T = Two axis, E = Excitation system, F = Fifth order, BFC = Before fault clearing, AFC = After fault clearing

Fig. 9. KE, TSI, PEBS, and rotor angle of SGs in the unstable condition.

used for DFIG. Also, T-D simulation is used by the SI
method.

2) In recent years, the use of the phasor measurement units
(PMUs) has added new dimensions to wide-area measure-
ments in the power systems [28]. The KE and the PEBS
function in the postfault period are used in this article so
that the required quantities can be easily measured by the
PMU [8]. Therefore, the proposed algorithm is suitable
for real-time applications.

3) The complexity and computational load of determining
the UEP or the value of the critical energy, especially in
multimachine power systems, is one of the most important
problems in TID. In the proposed algorithm, considering
the characteristics of the UEP, there is no need to calculate
it directly for TID. However, in [9], [13], and [18], there
was a need to calculate the UEP or the value of critical en-
ergy. In such conditions, the computational load increases,
and the use of the method for the real-time applications is
questioned.

4) All of the intelligent methods for TID are highly dependent
on power system parameters and are not a general tool to be
used in all grids with different parameters [13], whereas
the proposed algorithm can be applied as a general tool
to any power system with any change in topology and
operating conditions.

5) In a stable condition, the minimum value of KE is very
close to zero. However, the value of KE is not exactly
zero in this state [8]. Accordingly, the assumption that
the minimum KE is equal to zero in this state, which
has been considered in some previous studies [10], is not
accurate.

6) For the real-time validation of the scheme, the pro-
posed method has been applied with consideration of
the effect of measurement errors using PMUs. Accord-
ingly, simulations were performed with consideration the
signal-to-noise ratio (SNR) equal to 60–100 dB for two
scenarios. It is shown that the measurement errors us-
ing PMUs have no significant effect on the proposed
algorithm.

7) According to the simulation results in the 10-generator
New England system case study, the NPI can generally de-
tect accurately instability earlier than the OOS by 1283.45
ms on average.

In [21], only one simulation has been performed to show the
effectiveness of the presented method in real-time applications,
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in which the transient instability was detected earlier by 165 ms.
Also, in studies [29] and [30], limited simulations have been
represented that only analyze the status of the SG9. As can be
observed, the early detection time of them has been obtained
491.11 and 491.87 ms on average, respectively.

In [32] is proposed that the maximum time, which the reme-
dial actions are effective and can prevent the instability in the
power system, be defined as the worst state. As this parameter
varies for different networks, it must be calculated based on the
simulation results. According to simulations on the 10-generator
New England system, which is used as a benchmark, this time
is calculated to equal to 800 ms for this network. Considering
200 ms for delay of receiving data from PMUs and sending
the commands, 200 ms for the execution of remedial action
scheme program the remaining time for execution of prediction
program is 400 ms [32]. For the 10-generator New England
system case study, as can be observed, the early detection time
is more than 400 ms in all of the sections. Therefore, according
to the simulation results, the effectiveness of the NPI for TID in
a shorter time is approved for all states, and thus, adequate time
for the remedial actions is available.

VI. CONCLUSION

This article presents a new index for TID by using the concept
of the PEBS along with KE. In fact, the stable and unstable
status is identified according to the behavior of KE and the PEBS
function for postfault period and without directly calculating the
UEP. The effectiveness of the proposed approach is evaluated in
the WSCC 3-machine, 9-bus system, and the 10-generator New
England system by simulating different scenarios. The sooner
the transient instability is detected, the more time is left to take
corrective and preventive measures to prevent total instability
and blackouts in the power system.

According to the simulation results, in all studied cases of the
10-generator New England system, the NPI can detect accurately
instability earlier than the OOS by 1283.45 ms on average. In
this way, the effectiveness of the NPI for TID in a shorter time
is approved for all states. Usage of the fundamental concepts,
fast calculation, capability of the real-time application, and
postfault data dependence are some advantages of the proposed
approach.
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