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Abstract

Orthogonal Frequency Division Multiplexing (OFDM) and Orthogonal Frequency Division Multi-
ple Access (OFDMA) have been selected by several standardization bodies for the implementation
of next generation broadband wireless packet data systems. WiMAX and UTRAN Long Term
Evolution (LTE) are examples of wide coverage and high mobility radio communication stan-
dards that employ these technologies. One of the reasons behind the popularity of OFDMA is that
it facilitates frequency-domain adaptation and scheduling (FDAS). In this study, FDAS implies
cross-layer optimization, as Physical layer measurements are used in resource allocation decisions
at the MAC layer. Further, it involves multi-user packet scheduling, and link adaptation based
on bandwidth and/or power adaptation as well as adaptive modulation and coding (AMC). These
techniques can boost spectral efficiency by exploiting the frequency-selective fading experienced
over the mobile multipath channel.

Two general FDAS scenarios have been investigated in this study: Frequency-Domain Link
Adaptation (FDLA) and Frequency-Domain Packet Scheduling (FDPS). FDLA refers to the sce-
nario where only a single user is selected for transmission in each scheduling interval, and both
bandwidth and power can be adapted in frequency. The scheduler can exploit available multi-user
diversity in time only. FDPS refers to user multiplexing in the frequency-domain, and here the
scheduler can exploit multi-user diversity in frequency as well as in time. Both FDLA and FDPS
are compared to a reference scheme based on full-bandwidth transmission, together with AMC,
where the scheduler can exploit multi-user diversity in time only. In order to reduce the channel-
quality feedback required to support FDAS a novel threshold-based reporting scheme has been
proposed.

In contrast to known optimum adaptation algorithms, which allocate resources on sub-carrier
level, we propose sub-optimal FDAS algorithms that are suitable for practical implementation and
designed to interact with relevant system-level entities such as HARQ. A detailed system-level
analysis of the practical FDAS algorithms has been performed, based on the 3GPP LTE Downlink
cellular system framework. In the first part of the study we investigate the potential of available
adaptation mechanisms such as bandwidth adaptation only, joint bandwidth, power and AMC
adaptation, etc., using a simplified single-cell model. Extensive Monte Carlo simulations based on
diverse operating conditions such as different multipath channel profiles, antenna configurations,
bandwidths, etc., have been performed during the preliminary analysis. The FDAS algorithms
with the largest potential were short-listed and further evaluated by using a state-of-the-art multi-
cell system simulator in the final part of the study. As a result, realistic estimates of the FDAS gain
potential at the system-level over time-domain only adaptation and scheduling have been obtained,
which include the impact of limited and noisy channel-quality feedback.

The most important FDAS design parameter is the granularity of adaptation in frequency-
domain, where generally an increase in the scheduling resolution leads to an improvement in
spectral efficiency. The study has shown that it is sufficient to keep the scheduling resolution
in the order of coherence bandwidth, i.e., around 350 kHz for the typically experienced channel
profiles. FDLA is mainly a coverage enhancing mechanism, and equal-power distribution can
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achieve most of the potential. Depending on the presence of receive antenna diversity, FDLA
can provide a coverage gain of 10% - 40% over reference at 3 km/h, in the 3GPP Macro-cell
scenario. Under similar assumptions, FDPS based on equal-power transmission can provide a cell
throughput gain of 40% - 80%, and a coverage gain of 45% - 70%. The recommended strategy for
HARQ management is to reserve adequate resources for retransmissions, while giving maximum
flexibility to first transmissions. The results have been obtained for a 10 MHz system, using the
best-effort traffic model and periodic channel-quality reporting (threshold-based) at the rate of 6
kbps. The FDAS gain potential is optimal below 10 km/h, while it cannot provide any gain beyond
30 km/h.



Dansk Resumé 1

Orthogonal Frequency Division Multiplexing (OFDM) og Orthogonal Frequency Division Multi-
ple Access (OFDMA) er valgt af flere standardiseringsorganer til realiseringen af næste genera-
tions trådløse bredbånds pakkedatasystemer. WiMAX og UTRAN Long Term Evolution (LTE)
er eksempler på mobilkommunikationsstandarder, der benytter disse teknologier. OFDMA er
populært, bl.a. fordi det muliggør frekvensdomæne adaptering og skedulering af pakkedata-
trafikken. Konceptet, benævnt i dette studie som FDAS, indebærer krydslagsoptimering, idet
fysiske målinger benyttes i MAC-laget til resurseallokering. Det indebærer også multi-bruger
pakkeskedulering, linkadaptering baseret på tilpasning af båndbredde og/eller transmitteret ef-
fekt, såvel som adaptiv modulation og kodning (AMC). Disse teknikker kan forøge spektralef-
fektiviteten ved at udnytte den frekvensselektive fading der opstår ved flervejsudbredelse i ra-
diokanalen.

Der er undersøgt to generelle FDAS scenarier i studiet: Frekvensdomæne linkadaptering (FDLA)
og Frekvensdomæne pakkeskedulering (FDPS). FDLA hentyder til scenariet, hvor kun en enkelt
bruger transmitterer i hvert skeduleringsinterval, med tilpasning af båndbredde og transmitteret ef-
fekt over frekvensdomænet. FDLA kan kun udnytte multi-bruger diversitet i tidsdomænet. FDPS
derimod muliggør multiplexing af brugere i frekvensdomænet og kan dermed udnytte multi-bruger
diversitet i frekvens- såvel som tids-domænet. Både FDLA og FDPS sammenlignes i afhandlin-
gen med et referencescenarie baseret på transmission i den fulde båndbredde med AMC, i hvilket
det kun er muligt at udnytte multi-bruger diversitet i tidsdomænet. For at begrænse mængden af
channel-quality feedback til at supportere FDAS foreslås en ny tærskelbaseret rapporteringsme-
tode.

I modsætning til kendte optimale adapteringsmetoder, der tildeler resurser på sub-carrier niveau,
foreslår vi sub-optimale FDPS algoritmer, der er anvendelige for praktisk implementering, og de-
signet til at virke sammen med relevante system-enheder såsom HARQ. Der er foretaget en detal-
jeret system-niveau analyse af de praktiske algoritmer baseret på 3GPPs LTE downlink setup. I
den første del af studiet undersøger vi potentialet i de tilgængelige adapteringsmekanismer såsom
tilpasning af båndbredde eller for eksempel samtidig tilpasning af båndbredde, effekt og AMC,
og i alle tilfælde med brug af en simplificeret enkeltcelle model. Der er foretaget omfattende
Monte Carlo simuleringer baseret på forskellige systembetingelser, herunder forskellige flervej-
sudbredelsesprofiler, antennekonfigurationer, båndbredder, etc. De mest lovende algoritmer var
yderligere analyseret i den sidste del af studiet vha. en state-of-the-art mutlicelle systemsimulator.
Det har dermed været muligt at give realistiske estimater af potentialet af FDPS på systemniveau i
sammenligning med scenariet hvor adaptering og skedulering kun foregår i tidsdomæne, bl.a. ved
at inkludere indvirkningen af begrænset og støjfyldt channel-quality feedback.

Den mest betydningsfulde FDAS designparameter er granulariteten i frekvensdomænet, for
hvilken spektraleffektiviteten generelt forbedres ved at mindske skeduleringsenheden. Resul-
taterne har vist, at det er tilstrækkeligt at benytte en mindste skeduleringsenhed, der modsvarer
kohærensbåndbredden, dvs. omkring 350 kHz for de typisk forekommende kanalprofiler. FDLA

1Translation by Troels B. Sørensen, RATE Section, CTIF, Aalborg University, Denmark.
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er hovedsageligt en mekanisme til forbedring af radiodækning, hvor forbedringen kan opnås uden
avanceret vægtning i frekvens af den transmitterede effekt. Afhængig af tilstedeværelsen af an-
tennediversitet i modtageren kan FDLA give en forbedring i dækning på 10% - 40% i forhold til
referencen ved 3 km/h i 3GPP Macro-celle scenariet. Under tilsvarende antagelser kan FDPS
forbedre cellekapaciteten med 40% - 80%, og dækningen med 45% - 70%. For en effektiv
samvirkning med HARQ anbefales det at reservere tilstrækkeligt med resurser til retransmis-
sioner, og maksimal fleksibilitet til de første transmissioner. De angivne resultater er for et 10
MHz system med periodisk (tærskelbaseret) channel-quality feedback ved en rate på 6 kbps, og
best-effort trafik. Potentialet for FDAS er optimalt ved mobilitet under 10 km/h, og ubetydeligt
ved hastigheder over 30 km/h.
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Notation

Abbreviations and mathematical conventions used in the thesis are listed below for quick refer-
ence. The abbreviations are additionally defined at their first occurrence.

Abbreviations
1G First Generation

16QAM 16 Quadrature Amplitude Modulation

2G Second Generation

3G Third Generation

3GPP 3rd Generation Partnership Project

4G Fourth Generation

64QAM 64 Quadrature Amplitude Modulation

AC Admission Control

AMC Adaptive Modulation and Coding

AMPS Advanced Mobile Phone Services

AT Allocation Table

AWGN Additive White Gaussian Noise

BER Bit Error Rate

BLER BLock Error Rate

BPSK Binary Phase Shift Keying

CC Chase Combining

CDF Cumulative Density Function

CP Cyclic Prefix

CQI Channel Quality Information

CSI Channel State Information

DL Downlink

DL-SCH Downlink Shared Channel

eNode-B E-UTRAN Node B

EESM Exponential Effective SINR Metric

E-UTRA Evolved Universal Terrestrial Radio Access

E-UTRAN Evolved Universal Terrestrial Radio Access Network
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xii Notation

FCF Frequency Correlation Function

FDAS Frequency-Domain Adaptation and Scheduling

FDD Frequency Division Duplex

FDLA Frequency-Domain Link Adaptation

FDM Frequency Domain Multiplexing

FDPS Frequency-Domain Packet Scheduling

FEC Forward Error Correction

FFT Fast Fourier Transform

FL Fractional Load

GSM Global System for Mobile Communication

HARQ Hybrid Automatic Repeat reQuest

HSDPA High-Speed Downlink Packet Access

HSPA High-Speed Packet Access

HSUPA High-Speed Uplink Packet Access

IFFT Inverse Fast Fourier Transform

ICI Inter-Carrier Interference

IR Incremental Redundancy

ISI Inter-Symbol Interference

KPIs Key Performance Indicators

LA Link Adaptation

LTE Long Term Evolution

MAC Medium Access Control

MCS Modulation and Coding Scheme

MIMO Multiple Input Multiple Output

MRC Maximal Ratio Combining

OFDM Orthogonal Frequency Division Multiplexing

OFDMA Orthogonal Frequency Division Multiple Access

OLLA Outer Loop Link Adaptation

PAPR Peak-To-Average Power Ratio

PF Proportional Fair

PHY PHYsical Layer

PS Packet Scheduler

QAM Quadrature Amplitude Modulation

QoS Quality of Service

QPSK Quadrature Phase Shift Keying

RLC Radio Link Control

RB Resource Block

RRM Radio Resource Management



Notation xiii

SFTD Space-Frequency Transmit Diversity

SINR Signal-to-Interference-plus-Noise Ratio

SISO Single Input Single Output

SNR Signal-to-Noise Ratio

TDD Time Division Duplex

TTI Transmission Time Interval

TU Typical Urban

UDO User Diversity Order

UE User Equipment

UL Uplink

UMTS Universal Mobile Telecommunications System

VoIP Voice Over Internet Protocol

WiMAX Worldwide Interoperability for Microwave Access

WCDMA Wideband Code Division Multiple Access



xiv Notation

Mathematical Conventions

The following mathematical conventions are used throughout the thesis:

ä, Ä Bold upper or lower case with double dots indicates a matrix.
ȧ, Ȧ Bold upper or lower case with a dot indicates a vector.
A Blackboard bold upper case denotes a set.
a, A Non-bold indicates a scalar.(
Ä

)
[:,1:4]

Indexing notation, e.g. the first to fourth columns of A.

(ȧ)[2] Indexing notation, e.g. the second element of a.
Re { · } Real component of complex number.
d·e Rounding up to the nearest integer.
| · | Absolute.
pr (x) Probability density function of x.
Pr (x) Cumulative probability density function of x.
x Short notation for the mean of x.
Var {x} Variance of random variable x,

Var {x} = E
{

(x− E {x})2
}

.

Std {x} Standard deviation of random variable x,
Std {x} =

√
Var {x}.
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Chapter 1

Thesis Introduction

1.1 Trends in Adaptive Resource Allocation for Mobile Communica-
tion Systems

Link Adaptation (LA) and smart packet scheduling are the key spectral efficiency enhancement
techniques associated with radio resource allocation in mobile communication systems [1]. LA
refers to techniques employed at the Medium Access Control (MAC) layer with the purpose to
improve throughput over the radio-link, e.g., Adaptive Modulation and Coding (AMC) and power
control [2]. The Packet Scheduler (PS) is employed to regulate the sharing of radio resources
between users over a shared data channel, and it is usually applied at the MAC layer.

Mobile communication systems are usually classified into generations to reflect the evolution
in technology, operating bandwidth as well as in the service capability [3]. Figure 1.1 illustrates the
cellular system generations, their capabilities, as well as a few examples of relevant wireless stan-
dards. The First Generation (1G) radio systems such as Advanced Mobile Phone Services (AMPS)
employed analog communication techniques to transmit mainly voice over radio. These systems
were deployed in the 1970s and 1980s [4] and are characterized as narrowband on the basis of
transmission bandwidth. They supported only circuit switched (CS) transmission, implying that
the packet scheduling functionality was not required. Further, they employed very basic LA func-
tionality such as fixed modulation scheme, open loop power control, etc. Multiple access was
based on Frequency Division Multiple Access (FDMA), where users are differentiated on the ba-
sis of the transmission frequency. Due to narrowband transmission and basic LA the data rate was
limited to around 2 kbps [3].

The Second Generation (2G) mobile communication systems such as the Global System for
Mobile Communication (GSM), IS-54, IS-95, ushered the digital communications era. GSM is
the most popular wireless standard globally. It employs a mixture of FDMA and Time Division
Multiple Access (TDMA) to facilitate multiple access. In TDMA non-overlapping time-slots are
allocated to the users. In terms of LA, GSM employs advanced channel coding techniques that can
be combined with source coding to improve the cell range [6], [7]. However, the packet scheduling
functionality is not required as only CS transmission is supported. GSM is usually classified as
a narrowband system with a transmission bandwidth in the order of 200 kHz [8], [9]. Apart from
supporting voice communications GSM can also provide limited data rates, in the order of several
tens of kilobits per second [10]. The 2G systems were built and deployed in the 1980s and 1990s.

1



2 Chapter 1

Figure 1.1: Evolution of cellular systems illustrating the shift in terms of service capability, from voice-
only traffic in the past to multimedia services in the future. Note that all the wireless standards that constitute
a particular wireless generation are not listed here. Further, PS denotes packet switching in the figure. It has
been prepared by using material in [3], [5] and internal slides prepared by P. E. Mogensen.

Wideband Code Division Multiple Access (WCDMA) based radio networks whose specifi-
cations were developed by the 3rd Generation Partnership Project (3GPP) belong to the Third
Generation (3G) of cellular systems [11]. It employs Code Division Multiple Access (CDMA),
where users are differentiated on the basis of orthogonal spreading codes. WCDMA systems were
launched in 2002 [1] and are classified as wideband systems with a transmission bandwidth of
around 5 MHz. The first Release of WCDMA (Release-99) can provide data rates up to 2 Mb/s,
384 kb/s and 144 kb/s in Pico, Micro and Macro environments respectively [3]. WCDMA employs
advanced LA techniques such as channel coding, variable spreading factor and closed-loop power
control [1]. The aim of these features is to enable provision of multiple data rates with differ-
ent reliability requirements. The PS entity was also introduced in WCDMA as it supports packet
switching. The task of the PS functionality is to divide code and power resources between CS and
packet switched services [1]. The PS entity is not located in close proximity of the radio channel,
and as a result its decisions are updated at a slow rate, e.g., in the order of 100 ms to 1 s [12].

WCDMA evolution is denoted as High-Speed Packet Access (HSPA), and it is usually clas-
sified as 3.5 G. It consists of High-Speed Downlink Packet Access (HSDPA) and High-Speed
Uplink Packet Access (HSUPA). Based on CDMA technology the first commercial HSDPA net-
works were available at the end of 2005, and the commercial HSUPA networks are expected to be
available in 2007. The HSDPA peak data rate available in the terminals can potentially be beyond
10 Mbps, while the HSUPA peak data rate is expected to be in the order of 3-4 Mbps [2]. The
LA functionality has been evolved to support advanced features such as AMC and physical layer
Hybrid Automatic Repeat reQuest (HARQ). The PS entity has a significant role in HSPA, and it
is located close to the radio channel, in the base station. Thus, it can operate at a fast rate, e.g., in
HSDPA the scheduling decisions can be updated every 2 ms. Further, as the PS and LA entities
are co-located in the base station, they can interact to improve utilization of radio resources [2].

In terms of switching technology radio systems are moving away from CS and towards the
packet switching paradigm. Further, in terms of service capability modern wireless systems are
primarily designed to support multimedia applications instead of just plain voice. Next generation
of wireless systems are expected to support a wide range of high data rate multimedia applications,
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with varying delay and reliability requirements. In order to meet the future demand for wireless
broadband access 3GPP has launched the Study Item (SI) on the evolution of 3G and HSPA, termed
as Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Ra-
dio Access Network (E-UTRAN) [13]. The purpose of the SI is to investigate technical solutions
that can fulfill the performance targets of the Long Term Evolution (LTE) of Universal Mobile
Telecommunications System (UMTS).

The commercial deployment of LTE (denotes E-UTRA & E-UTRAN henceforth) is expected
to be around 2010. Long term goals for LTE include support for high peak data rates, 100 Mbps
in the Downlink (DL) and 50 Mbps in the Uplink (UL), low latency (10 ms round-trip delay), im-
proved system capacity and coverage, reduced operating costs, multi-antenna support, efficient
support for packet data transmission, flexible bandwidth operations (up to 20 MHz) and seamless
integration with existing systems [5]. LTE is usually referred to as 3.9 G and it will only support
packet data transport over radio, which will require further refinements in LA and PS functionali-
ties in comparison to HSPA. The most significant enhancement is expected to be the possibility to
adapt transmission parameters in both time and frequency domains [14]. The thesis will primarily
focus on the design of advanced LA and packet scheduling algorithms that can facilitate adaptation
in time and frequency domains, within the framework of a modern cellular system such as LTE.

Fixed Worldwide Interoperability for Microwave Access (WiMAX) based on the IEEE 802.16-
2004 Air Interface Standard is emerging as the key technology in the area of fixed broadband wire-
less metropolitan area networks [15]. It can support peak DL data rates up to 63 Mbps and peak
UL data rates up to 28 Mbps in a 10 MHz channel. Mobile WiMAX, denoted as IEEE 802.16e, is
an amendment to the original standard, and it can support mobility. WiMAX also supports scal-
able channel bandwidth from 1.25 MHz to 20 MHz. Further, smart antenna technologies such as
beamforming and spatial multiplexing are also supported [15]. As LTE and WiMAX have several
features in common, most of the findings of this study can be applied to WiMAX.

The Fourth Generation (4G) cellular systems are expected to support reliable transmissions
with high peak data rates ranging from 100 Mbps for high-mobility applications to 1 Gbps for
low-mobility applications. The spectrum efficiency is expected to be as high as 10 b/s/Hz in 20-
100 MHz bandwidth [4], [16]. 4G is expected to be available around 2012-2015. Although we
will not consider such a system explicitly in the analysis it is likely that some of the thesis findings
can be applied to 4G systems.

1.2 Introduction to UTRAN LTE

With a view to maintain WCDMA competitiveness in the long-term future as well as to meet
increasing user demands 3GPP has initiated the SI titled “Evolved UTRA and UTRAN” [13]. The
aim of this SI is to propose technical solutions which can provide additional substantial leaps in
terms of service provisioning and cost reduction over HSPA [17]. 3GPP has concluded on a set
of targets and requirements for the LTE, which are enumerated in [18]. Important parts of such
a long-term evolution include reduced latency, higher user data rates, improved system capacity
and coverage, and reduced cost for the operator. In order to achieve this, an evolution of the radio
interface as well as the radio network architecture is being considered.

One of the important requirements of LTE is spectrum flexibility, enabling deployment in
many different spectrum allocations. Support for wide transmission bandwidth, up to 20 MHz,
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Figure 1.2: The E-UTRA standards timeline [5].

is envisaged in order to support the high data rates. At the same time support for much lower
transmission bandwidths, less than 5 MHz, is also under investigation. The important targets for
evolution of the UMTS radio-interface and radio-access network architecture are as follows [18]:

• Peak data rates exceeding 100 Mbps in the Downlink (DL) direction and 50 Mbps in the
Uplink (UL) (in 20 MHz bandwidth).

• Improvement in average user throughput by factors of 2-3 and 3-4 in UL and DL respec-
tively, over Release 6 HSDPA.

• Improvement in “cell edge bit rate” by a factor of 2-3 over Release 6 HSDPA, whilst main-
taining the current inter-site distance.

• Significantly improved spectral efficiency, e.g., a factor of 3-4 times Release 6 HSDPA in a
loaded network. Similarly the target for the UL is 2 to 3 times Release 6 Enhanced Uplink.

• Significantly reduced control-plane latency as well as user plane latency (10 ms round-trip
delay [5]).

• Scalable bandwidth operation, i.e., 1.25, 2.5, 5, 10, 15 and 20 MHz.

• Reduced cost for operator and end user.

• Enhanced support for end-to-end QoS.

LTE will only support packet switching. Therefore, the overall goal is to develop an optimized
packet based radio access system with high data rate and low latency. Examples of intended
services include High Definition TeleVision (HDTV) broadcast, movies on demand, interactive
gaming, and Voice Over Internet Protocol (VoIP) [5].

The E-UTRA standards timeline is shown in Figure 1.2. The first phase of the physical layer
specification was completed in May 2006 with the conclusion that E-UTRA physical layer perfor-
mance requirements are achievable. Complete specifications are then expected to be ready by the
end of 2008. By 2009, trial E-UTRA systems are expected with commercial deployment by 2010
[5].
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1.3 OFDM Transmission Technology for Wireless Broadband Com-
munications

The wireless systems up to 3G are based on single-carrier transmission techniques. It is well
known that the peak data rate of such a scheme is limited by the Inter-Symbol Interference (ISI)
impairments that are experienced over a practical propagation channel [19]. As a result the provi-
sioning of high date rates with reasonable reliability requires complex and expensive equalization
at the receiver [20]. In order to overcome this limitation the research community has been focusing
on multi-carrier transmission techniques. Here, the principle idea is to split the incoming high rate
serial data stream into relatively low rate parallel streams, which modulate a group of orthogonal
sub-carriers.

Among the contending multi-carrier transmission schemes Orthogonal Frequency Division
Multiplexing (OFDM) has emerged as the strongest candidate for the provisioning of next gener-
ation wireless broadband communications in various standardization bodies, e.g., LTE, WiMAX
and WLAN. It has been known since the sixties that OFDM can provide efficient high data rate
communications over time-dispersive media, e.g., see [21], [22] and [23]. However, large scale
production of OFDM transceivers at a feasible cost has only become possible in recent times.
Apart from robustness against multipath the advantages of OFDM include inherent scalability
in terms of bandwidth support, efficient modem implementation through the use of Fast Fourier
Transform (FFT) and Inverse Fast Fourier Transform (IFFT), ease of combining with Multiple In-
put Multiple Output (MIMO) techniques, and flexibility in terms of adaptive resource allocation
[23].

Figure 1.3 illustrates the time-frequency representation of an OFDM signal. The total sys-
tem bandwidth is divided into a large number of spectrally overlapping, but mutually orthogonal
non-frequency selective narrow-band sub-channels. ISI can be completely avoided by introduc-
ing an additional guard interval into each OFDM symbol [23], [25]. The purpose of the guard
interval is to absorb all the ISI components prior to the start of the useful symbol. The time do-
main waveforms of the OFDM sub-carriers are orthogonal, yet the signal spectra corresponding
to the different sub-carriers overlap in frequency, providing efficient utilization of the available

Figure 1.3: Time-frequency representation of an OFDM signal. Each OFDM symbol begins with a guard
interval which is kept longer than the maximum excess delay experienced in the radio channel. At the
receiver side the guard interval is discarded [24].
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Figure 1.4: Illustration of the OFDMA multiple access scheme investigated in the thesis. It is based on
block transmission (time-slotted), and the different UEs can be assigned flexibly to the sub-carriers. A
single OFDM block consists of N sub-carriers transmitted over k OFDM symbols. Ts denotes the OFDM
symbol duration.

bandwidth [4].

The main disadvantage of OFDM is the high Peak-To-Average Power Ratio (PAPR), due to
multi-carrier transmission. As the amplitude of the time-domain signal is dependent on hundreds
of sub-carriers, large signal peaks will occasionally reach the amplifier saturation region, resulting
in non-linear distortion [4]. This will lead to both in-band and out-of-band emissions. PAPR can
be reduced by e.g., use of data spreading techniques [25]. Further, OFDM is very sensitive to time
and frequency synchronization errors [4]. Similarly, channel fading and narrowband co-channel
interference can deteriorate the performance of OFDM. As a result channel coding (forward error
correction) and interleaving are usually employed in conjunction with OFDM.

1.3.1 OFDMA Radio Access Scheme

In a multi-user scenario the system performance is highly dependent on the multiple access tech-
nique. As a result considerable research has been devoted to the investigation of a suitable access
technique for the OFDM radio interface. The combination between the classical multiple access
schemes TDMA, FDMA, CDMA and OFDM has been investigated in literature, e.g., in [26] and
references therein. The performance of the schemes is compared in terms of flexibility with regard
to data rate and radio channel adaptation, implementation complexity, signalling overhead and
link-level performance. Studies show that the combination of OFDM and FDMA, denoted as Or-
thogonal Frequency Division Multiple Access (OFDMA), provides the best overall performance.
It has also been selected for the DL of LTE [14].

Figure 1.4 illustrates the OFDMA scheme that is considered in the thesis. OFDM is a block
modulation scheme [27], where a block of k information symbols are transmitted over N sub-
carriers in parallel. Each of the N sub-carriers in Figure 1.4 is considered as a time-frequency
resource. The figure illustrates possible user multiplexing scenario within a single OFDM block,
where 3 UEs have been used as an example. Note that we do not consider the combination of
TDMA and FDMA within a single OFDM block for complexity reasons. The OFDMA scheme
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shown in Figure 1.4 has also been selected for the implementation of LTE [14].

It is clear that OFDMA supports adaptive resource allocation in the multi-user scenario. In
principle, a fully flexible allocation of the sub-carriers to N users can be supported within a single
OFDM block. However, sub-carrier level granularity in resource allocation is difficult to achieve
in practice due to practical system constraints such as complexity. The objective of the thesis is to
investigate the practical design of adaptive resource allocation algorithms for the OFDMA based
air interface. Further, we will evaluate the gain potential of time-frequency domain adaptation over
the simpler time-domain only adaptation (e.g., similar to HSDPA).

1.4 Recapitulation of Time-Domain Adaptation Techniques

In a real propagation environment the received radio signal strength experiences rapid fading, due
to the presence of numerous scatterers along the transmission path. Further, the signal strength
also changes with location. A typical example of the distribution of variation in signal envelope is
Rayleigh fading, where the signal strength can easily vary by 5-10 dB [28]. Moreover, burst errors
occur due to the correlated nature of channel fading. Such errors severely reduce the throughput
at the higher-layer protocols such as TCP [29].

In order to provide reliable data communications over the fading radio channel the non-
adaptive transmission scheme needs to be designed for the worst case channel conditions. For
example, a more robust, but lower order modulation scheme will be employed in order to main-
tain an acceptable link-level performance when the channel quality is poor. This results in under
utilization of the available channel capacity [30].

Adapting the transmission scheme to the signal fading on a fast basis allows for a more efficient
use of the channel, as favorable channel conditions can be better exploited. As an example adjust-
ing the modulation format according to the prevailing channel conditions has significant potential
to improve the link-level throughput. Adaptive transmission was first proposed in the late 1960’s
[31]. Since then the topic has been widely researched, and a variety of adaptive schemes have
been proposed that can exploit both narrowband and wideband fading behavior. Until recently
time-domain adaptation was primarily in focus, as the 2G, 3G and 3.5G radio systems supported
this adaptation mode. The basic idea behind adaptive transmission or LA is to maximize the link
throughput under the given operating constraint, such as the Bit Error Rate (BER), total transmit
power, data rate, etc.

The block diagram of the adaptive transmission scheme is illustrated in Figure 1.5, focusing on
a single radio link. In a Frequency Division Duplex (FDD) system adaptive transmission requires
feedback of the channel quality information [32]. The measurement of Channel State Information
(CSI) is performed at the receiver, and it is fed back on the reverse control channel, e.g., in HSDPA
periodic Channel Quality Information (CQI) reporting is supported with a time resolution of up to
2 ms [2]. The term CQI is used in 3GPP, and it denotes formatted CSI, e.g., in HSDPA it indicates
the currently supported data rate estimated by the User Equipment (UE). We will use this term
to denote CSI. Packet scheduling as well as adaptive modulation at the transmitter are based on
the received CQI reports, e.g., in HSDPA the LA entity selects suitable number of DL orthogonal
codes and a single Modulation and Coding Scheme (MCS) for each transmission [2]. Similarly,
the PS dynamically allocates the shared data channel to a subset of UEs, on a fast basis.

In literature there are several flavors of time-domain adaptation algorithms in terms of which
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Figure 1.5: The block diagram illustrating the functional blocks of a general purpose adaptive transmission
scheme, including HARQ combining and error detection. A single radio link has been shown for the sake
of clarity.

parameters can be adjusted, e.g., transmit power level [31], symbol transmission rate [33], con-
stellation size [34], coding rate/scheme [35], or any combination of these parameters [36]. It is
reported that the adaptive schemes can provide high spectral efficiency by transmitting at high
data rates under favorable channel conditions, while reducing the data rate as the fading becomes
severe, e.g., see [30], [37], [38]. Apart from modern cellular systems adaptive transmission in
time-domain has also been implemented in newer WLAN standards such as IEEE 802.11g [39].

1.5 Advanced Multi-Domain Adaptation and Packet Scheduling

The next generation wireless systems will be optimized for packet data transfer, e.g., LTE. In
such a scenario the PS entity plays a key role in overall system performance. It is the network
entity responsible for the allocation of system resources to users over the shared data channel
[12]. The goal of the scheduler is to maximize spectral efficiency, while guaranteeing Quality
of Service (QoS) [2]. The QoS requirements can vary from real-time conversational traffic, e.g.,
VoIP, characterized by stringent delay constraints, to best-effort traffic, e.g., email delivery and
web browsing. The scheduler interacts with the LA functionality during the processing of the
scheduling algorithm. The role of adaptive LA is to determine the optimal transport format that
satisfies the reliability constraint, under fading channel conditions [12].

In a scenario where multiple users are sharing the same wireless media the PS can improve the
spectral efficiency by utilizing the statistical behavior of the radio channel as well as that of traffic
arrival [16]. The scheduler requires a priori knowledge of the prevailing channel conditions, in
order to facilitate channel-aware scheduling. The aim is to exploit the available time, frequency,
space and multi-user diversities in the system to improve spectral efficiency. For example, the
scheduler can utilize time diversity by deferring the transmission on the radio links that are in
a deep fade until the link quality recovers. Multi-user diversity exploits the independent channel
fading statistics experienced by different users within the same coverage area. Similarly, frequency
diversity refers to the uncorrelated fading statistics experienced on frequencies that are separated
widely enough, and space diversity refers to the uncorrelated signals generated by a transmit or
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receive antenna array when the spacing of the antennas has been selected carefully [28].

Packet scheduling for wireless systems has been investigated extensively in literature and
several algorithms have been proposed. It was first applied to CDMA systems, e.g., in [40],
[41] and [42] the authors have proposed channel-aware opportunistic scheduling schemes for the
CDMA/High-Data-Rate (HDR) system. The term “opportunistic” implies that the scheduler picks
those users for transmission that are experiencing fading peaks. In [29] the author has performed
a detailed performance evaluation of the well known scheduling algorithms within the HSDPA
framework. Schedulers are broadly classified in terms of the degree of fairness in distribution of
throughput among the served users. Further, they are also classified on the basis of the rate at
which the scheduling decision is updated. In the latter case scheduling policies are grouped into
either fast scheduling or slow scheduling methods, depending on whether the scheduler can track
instantaneous channel conditions. Table 1.1 lists the classification of scheduling algorithms with
examples from literature. In general, the fast schedulers are located close to the radio channel and
require frequent channel quality reports. In this study, the investigation will focus on fast packet
scheduling techniques with different degrees of fairness.

In CDMA systems such as HSDPA the PS can benefit from the available time, multi-user
and spatial diversities. Studies based on HSDPA have shown that channel aware opportunistic
scheduling such as Proportional Fair (PF) in time-domain can provide a capacity gain of around
35% over the simple RR scheduler, which does not take channel conditions into consideration [2].
Thus, multi-domain scheduling is known to provide a significant gain potential in modern wireless
packet data systems.

The OFDMA based wideband system makes another dimension available for the application of
scheduling, namely the frequency domain. Figure 1.6 illustrates a snapshot of a typical wideband
radio channel fading behavior, resolved in both time and frequency domains. It can be seen that
the OFDM sub-carriers experience diverse fading conditions in both time and frequency domains.
This, a suitably designed scheduler will have additional degrees of freedom, e.g., it can choose
to allocate only good sub-carriers with a high Signal-to-Interference-plus-Noise Ratio (SINR) to
each user. Furthermore, the number of sub-carriers for a specific user can be adjusted according to
the required data rate, i.e., fine granularity for resource allocation is available with OFDMA [16].
Similarly, in terms of LA the link throughput can be enhanced by avoiding transmission on the
sub-carriers that are experiencing deep fades.

Additionally, frequency-domain scheduling can improve the service provisioning of delay crit-
ical services such as VoIP, by limiting the delay in packet transmission that would normally be
incurred if the system could only rely on time diversity. A similar advantage is foreseen for the
case of static users, as the scheduler cannot rely on the limited time diversity to ensure adequate

Table 1.1: Classification of the packet scheduling algorithms applied to wireless systems, based on [29].
Note that this list only includes well known schedulers from literature.

Scheduling rate Throughput fairness

Low Medium High

Slow (update rate in s) C/I based Round Robin (RR) Fair throughput
Fast (update rate in ms) Max. C/I Proportional Fair (PF) Fast fair throughput
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Figure 1.6: Time and frequency selective attenuation observed in a wideband radio channel. The ITU Ped.
B channel profile [43] has been employed here.

system performance. In this study we will perform a detailed investigation of the performance
of adaptation and scheduling in the frequency-domain, denoted as Frequency-Domain Adaptation
and Scheduling (FDAS). Note that time and spatial diversities which are inherently present in the
OFDMA system are also included in the FDAS concept.

MIMO techniques can significantly boost spectral efficiency without requiring additional power
or bandwidth. However, processing complexity is increased at both the transmitter and the receiver
[44]. A MIMO system takes advantage of the spatial diversity obtained by spatially separated an-
tennas in a dense multipath scattering environment. MIMO systems can be implemented in a
number of different ways, to obtain either a diversity gain or to obtain a capacity gain (spatial
multiplexing) [4]. Recent developments in MIMO techniques promise a significant boost to the
performance of OFDM systems [27]. Further, due to the relatively inexpensive frequency-domain
equalization required for an OFDM signal a low complexity receiver implementation together with
MIMO is feasible. Besides their robust performance over wireless media OFDM and MIMO are
particularly suitable for adaptive resource allocation as they can provide orthogonal sub-channels
in the frequency as well as in the spatial domains [16]. Preliminary studies on the potential of
adaptive multi-user OFDM-MIMO in a practical cellular system scenario have shown significant
potential, e.g., cell throughput gain in the order of 20%-30% has been reported in [45]. It is widely
believed that the combination of MIMO and OFDM will be required to meet the data rate and
spectral efficiency targets of 4G [4]. In this study we will only investigate the potential of spatial
diversity together with FDAS, and spatial multiplexing will not be considered.

It appears that multi-domain adaptation and scheduling has the potential to improve the spec-
tral efficiency. However, it requires extra complexity at the transmitter, as well as extra signaling
overhead in both DL and UL. A major concern is the UL signaling overhead, which can be pro-
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hibitively large in a wideband OFDM FDD1 system. FDAS requires feedback of fairly detailed
CQI reports with a fine granularity, in order to enable fast adaptation across multiple domains.
Further, additional DL control overhead is required to convey the resource allocation information
to the scheduled users. The amount of DL control overhead is dependent on the number of users
multiplexed in frequency as well as on the allowed LA flexibility, i.e., number of transmit parame-
ters that can be adjusted [2]. In general, the complexity of FDAS algorithms is high as throughput
optimization is performed across multiple domains. This usually requires an exhaustive search
over all possible combinations of transmit parameters.

1.6 Thesis Scope and Objectives

The aim of this research project is to investigate the potential of FDAS within a modern cellular
system framework employing full frequency reuse. It is assumed that the multiple access is based
on the OFDMA scheme with FDD being the duplexing mode. In contrast to previous mostly link-
level studies, the aim here is to investigate the system-level performance of the FDAS schemes.
The Key Performance Indicators (KPIs) of the system-level analysis are average cell throughput,
average user throughput (dependent on location) and coverage. In order to make the study realistic
we have employed the LTE framework and design guidelines in the analysis [14].

Research is mainly directed at the design and analysis of multi-domain adaptation and schedul-
ing algorithms, taking into account interaction with features such as HARQ and antenna diversity
that are present in a modern wireless system. The design of other Radio Resource Management
(RRM) related functionalities, e.g., load control, handover control [2], required for efficient utiliza-
tion of radio resources is not covered in the thesis. In terms of link-level performance we assume
that ideal OFDM link-level performance is available, e.g., ISI imperfections are avoided by using
a suitably designed guard interval. We also assume ideal channel estimation. The system-level
performance evaluation is based on the uni-cast packet data transmission on the DL shared data
channel of a multi-user radio access system.

We have investigated two general FDAS scenarios, single-user time-domain only channel-
aware scheduling, denoted as Frequency-Domain Link Adaptation (FDLA), and multi-user channel-
aware scheduling in time and frequency domains. The latter case is referred to as Frequency-
Domain Packet Scheduling (FDPS). The single-user per transmission interval scenario (denoted as
FDLA) has been used mainly to investigate the potential of frequency-domain LA techniques [46],
while the multi-user case allows user multiplexing in the frequency-domain. The FDAS concept
encompasses packet scheduling, LA based on bandwidth and/or power adaptation, AMC, HARQ,
and transmit and/or receive antenna diversity, as shown in Figure 1.7. Further, fast adaptation and
scheduling is assumed, e.g., time resolution of FDAS processing is in the order of 0.5 ms-1.0 ms.
Note that smart antenna techniques such as beamforming as well as advanced MIMO techniques
based on spatial multiplexing are outside the scope of this study.

The traffic model has a significant impact on scheduler performance, e.g., see [29]. We have
used the simple best-effort traffic model in the analysis, which is also recommended by LTE [14].
Further, two variants of this traffic model have been employed. The infinite buffer best-effort traffic
model is characterized by equal session time for all users, irrespective of their location in the cell
[47], while the finite buffer model ensures that each user downloads an equal amount of data before

1In a Time Division Duplex (TDD) system the signaling overhead for channel quality feedback is not an issue due
to the use of a common frequency in both UL and DL.
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Figure 1.7: Key spectral efficiency enhancement mechanisms that are a part of the FDAS concept. These
techniques are applied to the DL shared packet data channel of an OFDMA based wireless broadband
system, e.g., 3GPP LTE.

exiting the system [48]. The best effort type of service was selected for the preliminary analysis of
FDAS potential in order to avoid the additional restrictions imposed by the higher layer protocols.
The KPIs are based on received throughput at the MAC layer, and packet delay characteristics are
not considered in the evaluation.

The main objectives of the thesis are summarized below:

• Design of LA algorithms for an OFDMA system that can exploit the frequency-selective
fading experienced in a wideband radio channel, including interaction with HARQ. This will
be followed by detailed system-level performance evaluation of the proposed LA algorithms,
based on a variety of operating scenarios. The evaluation will consider two typical cellular
deployment scenarios, as well as different time-dispersive channel profiles, receiver types
and mobility. Further, two variants of the best-effort traffic model will be employed. The
overall goal of this investigation is to determine whether frequency-domain LA can provide
sufficient gain over the simpler time-domain LA, at the system level. We will also make
recommendations on suitable algorithms for practical implementation.

• Next, the design of multiuser scheduling algorithms that facilitate channel-aware packet
scheduling will be investigated. A framework will be proposed for the scheduler, which will
include the interaction with LA and HARQ. The trade-off between capacity and coverage
will be evaluated for different scheduling policies. The system-level evaluation of the pro-
posed PS schemes will be carried out under a variety of operating conditions, as listed in
the previous bullet point. The overall aim of this study is to determine the gain potential
of advanced frequency-domain scheduling over the simpler time-domain only scheduling
technique.

• Finally, the design of low bandwidth CQI reporting schemes enabling FDAS operation will
be investigated. This is one of the key areas of research, and it will determine whether it is
feasible to implement FDAS in practice. A detailed system-level evaluation of the trade-off
between UL signaling overhead and the achievable FDAS gain in DL will be performed.
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Recommendations will be made on suitable CQI reporting schemes for practical implemen-
tation.

1.7 Scientific Methods Employed

A system-level study of a modern cellular system usually involves computer simulations based
on a complex system model, as also recommended by LTE [14]. Analytical evaluation at the
system-level is usually mathematically intractable as the system performance is dependent on a
large number of parameters whose behavior cannot always be predicted beforehand. Consequently
closed form analytical expressions characterizing system performance are seldom available. The
majority of the results presented in this thesis have been obtained through extensive computer
simulations using the system models that have been developed during the course of this project.
A limited amount of analytical work has also been performed, mainly to determine the bounds of
FDAS gain potential under ideal conditions. The evaluation of FDAS has been divided into two
parts, based on the complexity of the system model.

The first part of the FDAS evaluation utilizes a simplified single-cell based system model.
Here, only the most relevant parts of the system are implemented in detail. Among the sim-
plifications introduced are model based implementation of features such as AMC, HARQ and
link-to-system performance mapping [14]. Further, other-cell interference is assumed to be Ad-
ditive White Gaussian Noise (AWGN). The PS and LA functionalities are implemented in detail,
together with CQI measurement inaccuracies and reporting/processing delays. A detailed investi-
gation of FDAS algorithm design, as well as the potential of the available adaptation mechanisms
has been performed using the simplified model.

The modeling simplifications were motivated by two factors. Firstly, at the beginning of the
study there was little information available about the system-level assumptions such as control
channel overhead, scheduling resolution/flexibility, link-to-system performance mapping, etc. As
a result it was not feasible to develop a complex multi-cell based system model that was generic
enough for long-term use. Secondly, in order to facilitate algorithm development and testing a
model that was relatively easy to program, and had a reasonable execution time was required.
A thorough evaluation of the FDAS potential based on a variety of operating scenarios such as
different system bandwidths, multipath channel models, speeds, cellular deployment scenarios,
etc., using a multi-cell system model was not feasible within the time-frame of the project. Thus,
the simplified single-cell model was used at the beginning to investigate whether FDAS could
provide sufficient gain potential over time-domain only scheduling and adaptation. Further, the
evaluation was used to short-list candidate FDAS algorithms for further analysis.

In the final part of the thesis the FDAS potential is evaluated using a state-of-the-art multi-cell
system simulator. This model was developed in co-operation with other colleagues in Nokia, and
the research group. The cellular deployment as well as the modeling assumptions are based on the
latest 3GPP recommendations, given in [14] and [49]. This model includes detailed implementa-
tion of LA based on real AMC, explicit scheduling of HARQ processes including retransmissions,
link-to-system mapping technique suitable for OFDM and dynamic other-cell interference. The
aim is to obtain accurate estimates of the FDAS gain potential at the system-level, as well as to rec-
ommend suitable algorithms for practical implementation. Additionally, we will investigate FDAS
performance under the Fractional Load (FL) scenario, i.e., when the system is not operating at full
load. It should be noted that the multi-cell system model utilizes a static UE mobility model, i.e.,
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a fully dynamic multi-cell network simulator has not been implemented in this study.

1.8 Novelty and Contributions

The main contribution of this study is the system-level performance evaluation of FDAS, within
the context of an OFDMA based wireless broadband cellular system. The study provides realistic
estimates of the FDAS gain potential over time-domain only scheduling and adaptation. The
analysis is based on recommendations taken from the ongoing standardization activities within
LTE [14]. Unlike most previous studies we have investigated the interaction of resource allocation
schemes with throughput enhancement features such as HARQ and spatial diversity.

There are theoretical studies in open literature which provide useful insight into the design of
adaptation algorithms for OFDMA, e.g., [50], [51], [52]. They provide optimal as well as sub-
optimal solutions for sub-carrier based resource allocation. The performance evaluation is usually
based on ideal assumptions such as perfect channel coding performance, adaptive power allocation
with infinite granularity and perfect knowledge of channel quality at the transmitter. These studies
can at best provide the upper bound throughput performance of adaptive resource allocation under
idealized assumptions.

The majority of the published studies are confined to link-level performance analysis of the
adaptive schemes. The typical approach has been to report performance improvement in terms
of Signal-to-Noise Ratio (SNR), at a selected BER level. However, it is not clear whether the
link-level performance improvement that has been shown over a limited range of SNR values can
translate into a tangible gain at the system-level.

The design of the reference scheme in most of the previous studies has not been optimized,
e.g., non-adaptive transmission is mostly assumed. Thus, the gain from adaptation can be quite
significant. In comparison, the reference scheme used here can exploit both fast adaptation and
opportunistic scheduling in the time-domain. Thus, a fair comparison of techniques has been made
in this study. Further, we have employed sub-band based resource allocation in this study in order
to limit the UL signaling overhead as well as the complexity of the scheduling algorithm. Thus,
the proposed FDAS algorithms are suitable for practical implementation.

The first topic of research in this study is the design and analysis of LA algorithms for an
OFDMA based system. Here we have investigated in detail the potential of available adaptation
mechanisms, e.g., adaptive bandwidth allocation, joint bandwidth and power allocation. Perfor-
mance has been investigated under different user speeds, deployment scenarios, system band-
widths, channel profiles, and antenna schemes. Further, we have included CQI measurement in-
accuracies as well as interaction with HARQ in the analysis. Based on a thorough system-level
analysis using computer simulations we have made recommendations on suitable LA algorithms
for practical implementation. The following article has been published based on the findings of
this study:

• A. Pokhariyal, T. E. Kolding, F. Frederiksen, P. Olives, T. B. Sørensen and P. E. Mogensen,
“Investigation of Frequency-Domain Link Adaptation for a 5-MHz OFDMA/HSDPA Sys-
tem,” Proceedings of the IEEE Vehicular Technology Conference (VTC), vol. 3, pp. 1463-
1467, Stockholm, Sweden, May, 2005.
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Next, we investigate the potential of PS algorithms that can exploit multi-user diversity in
both time and frequency domains. Here, we have proposed a scheduling framework to manage
time and frequency channel-aware scheduling under the constraints imposed by HARQ. Further,
frequency-domain extension of legacy time-domain PS algorithms has been performed. Different
combinations of time and frequency domain scheduling algorithms have been considered, which
provide a trade-off between throughput and fairness. The inter-working of PS, LA and HARQ
entities has been investigated in detail.

The performance of the schedulers is reported at the cell-level as well as at the user-level. The
impact of CQI measurement errors, Frequency Domain Multiplexing (FDM) order, User Diversity
Order (UDO), spatial diversity, mobility and fairness constraints has been analyzed based on a
state-of-the-art simulation platform. The following articles related to FDPS have been published:

• A. Pokhariyal, T. E. Kolding and P. E. Mogensen, “Performance of Downlink Frequency
Domain Packet Scheduling for the UTRAN Long Term Evolution,” Proceedings of the
IEEE Personal Indoor and Mobile Radio Communications Conference (PIMRC), pp. 1-5,
Helsinki, Finland, September, 2006.

• T. Kashima, M. Rinne, T. Roman, S. Visuri, S. Jarot, J. Kahtava, A. Pokhariyal, T. E. Kold-
ing and O. Tirkkonen , “Design of channel structures for the Evolved UTRA downlink,”
Proceedings of the Japan Society for Simulation Technology Mobile Communications Work-
ing Group Workshop JSST-MM 2006, Evolved UTRA Special Session, pp. 11-17, Tokyo,
Japan, October, 2006.

• A. Pokhariyal, K. I. Pedersen, G. Monghal, I. Z. Kovacs, C. Rosa, T. E. Kolding and P.
E. Mogensen, “HARQ Aware Frequency Domain Packet Scheduler with Different Degrees
of Fairness for the UTRAN Long Term Evolution", Proceedings of the IEEE Vehicular
Technology Conference (VTC), pp. 2761-2765, Dublin, Ireland, April, 2007.

• A. Pokhariyal, G. Monghal, K. I. Pedersen, P. E. Mogensen, I. Z. Kovacs, C. Rosa and T.
E. Kolding, “Frequency Domain Packet Scheduling Under Fractional Load for the UTRAN
LTE Downlink,” Proceedings of the IEEE Vehicular Technology Conference (VTC), pp. 699-
703, Dublin, Ireland, April, 2007.

• W. Na, A. Pokhariyal, T. B. Sørensen, T. E. Kolding, P. E. Mogensen, “Performance of
MIMO with Frequency Domain Packet Scheduling in UTRAN LTE downlink,” Proceedings
of the IEEE Vehicular Technology Conference (VTC), pp. 1177-1181, Dublin, Ireland, April,
2007.

• P. E. Mogensen, W. Na, I. Z. Kovacs, F. Frederiksen, A. Pokhariyal, K. I. Pedersen, T.
E. Kolding, K. Hugl and M. Kuusela, “LTE Capacity compared to the Shannon Bound,”
Proceedings of the IEEE Vehicular Technology Conference (VTC), pp. 1234-1238, Dublin,
Ireland, April, 2007.

The results of the PS study were also presented in the following 3GPP contributions:

• 3GPP, R1-060188, “Frequency-domain user-multiplexing for the E-UTRAN downlink -
Nokia,” TSG RAN WG1 LTE Ad Hoc Meeting, Helsinki, Finland, January, 2006.

• 3GPP, R1-071960, “LTE Performance Benchmarking - Nokia & Nokia-Siemens-Networks,”
TSG RAN WG1 LTE Ad Hoc Meeting, April, 2007.
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Lastly, we have investigated the design of low bandwidth CQI reporting schemes enabling
FDAS operation. This is an important research topic as the performance of FDAS is highly de-
pendent on the accuracy of the CQI reports. In practice, the channel-quality feedback needs to
be minimized as bandwidth is a scarce and expensive resource. Thus, additional constraints are
imposed on the system in the form of CQI measurement inaccuracies, quantization and delay.
Further, as it is not practical to feedback the channel quality pertaining to each time-frequency
resource independently, low bandwidth CQI schemes have to be designed. In this regard we have
proposed a Threshold-based CQI scheme which provides an attractive trade-off between UL sig-
naling overhead and performance in the DL. Additionally, we have investigated FDAS potential
with reduced CQI reporting rate, as well as evaluated the impact of time-domain averaging on the
CQI estimation accuracy. Further, known CQI schemes with potential have also been included in
the analysis. The following articles have been published based on the findings of the CQI study:

• T. E. Kolding, A. Pokhariyal, N. Wei and P. E. Mogensen, “Impact of Channel Quality Sig-
naling on Frequency-Domain Link Adaptation Performance,” Proceedings of the Wireless
Personal Multimedia Communications (WPMC) Symposium, pp. 932-936, Aalborg, Den-
mark, September, 2005.

• T. E. Kolding, F. Frederiksen and A. Pokhariyal, “Low-Bandwidth Channel Quality Indi-
cation for OFDMA Frequency Domain Packet Scheduling,” Proceedings of the Interna-
tional Symposium on Wireless Communication Systems (ISWCS), Valencia, Spain, Septem-
ber, 2006.

• W. Na, A. Pokhariyal, T. B. Sørensen, T. E. Kolding and P. E. Mogensen, “Mitigating Sig-
nalling Requirements for MIMO with Frequency Domain Packet Scheduling,” Proceedings
of the IEEE Vehicular Technology Conference (VTC), pp. 2771-2775, Dublin, Ireland, April,
2007.

• K. I. Pedersen, G. Monghal, I. Z. Kovacs, T. E. Kolding, A. Pokhariyal, F. Frederiksen
and P. E. Mogensen, “Frequency Domain Scheduling for OFDMA with Limited and Noisy
Channel Feedback,” Accepted for publication in the IEEE Vehicular Technology Conference
(VTC), Baltimore, USA, October, 2007.

• I. Z. Kovacs, K. I. Pedersen, T. E. Kolding, A. Pokhariyal and M. Kuusela, “Effects of Non-
Ideal Channel Feedback on Dual-Stream MIMO-OFDMA System Performance,” Accepted
for publication in the IEEE Vehicular Technology Conference (VTC), Baltimore, USA, Oc-
tober, 2007.

In addition to the above mentioned topics a detailed OFDM link-level simulator was also
developed during the course of the project. The tool is based on LTE recommendations [14] and
was developed in co-operation with other PhD students in the research group. The single-cell
based system model utilizes link-level traces obtained from the link simulator. The following
article has been published based on the link-level study:

• N. Wei, A. Pokhariyal, C. Rom, B. E. Priyanto, F. Frederiksen, C. Rosa, T. B. Sørensen, T.
E. Kolding and P. E. Mogensen, “Baseline E-UTRA Downlink Spectral Efficiency Evalua-
tion,” Proceedings of the IEEE Vehicular Technology Conference (VTC), pp. 1-5, Montreal,
Canada, September, 2005.

The following article on system-simulator speed optimization has been published, based on
collaborative work with colleagues in the research group:
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• G. Monghal, I. Z. Kovacs, A. Pokhariyal, K. I. Pedersen, C. Rosa and P. E. Mogensen, “Fast
Fading Implementation Optimization in an OFDMA System Simulator,” Proceedings of the
IEEE Vehicular Technology Conference (VTC), pp. 1214-1218, Dublin, Ireland, April, 2007.

The following provisional patent applications have been filed based on the findings of this
study:

• F. Frederiksen, T. E. Kolding, P. E. Mogensen and A. Pokhariyal, “Mapping Strategy for
OFDM-Based Systems Using H-ARQ”, United States Provisional Patent Application, Jan-
uary, 2005.

• K. I. Pedersen and A. Pokhariyal, “Apparatus, Method and Computer Program Product Pro-
viding HARQ-Aware Packet Schedule”, United States Provisional Patent Application, Au-
gust, 2006.

• K. I. Pedersen, P. E. Mogensen, G. Monghal and A. Pokhariyal, “Frequency-Domain Packet
Scheduling under Fractional Load”, United States Provisional Patent Application, United
States Provisional Patent Application, April, 2007.

1.9 Thesis Outline

The structure of the thesis reflects the progression of the research project. It is divided into nine
chapters in the main part, and four appendix chapters. A brief description of the different chapters
is provided below:

• Chapter 1: Thesis Introduction - It provides background information as well as the state-of-
the-art on the main topics of the research project. Further, the goals of the project as well as
the scientific methods employed are also outlined in this chapter.

• Chapter 2: UTRAN LTE System Model - This chapter introduces the general system model
applicable to this study. It describes the relevant network nodes as well as the protocol
layers. Further, it provides a general description of the LA, PS, HARQ and cross-layer
resource allocation concepts. It also provides the description of the single-cell based system
model that is used in the initial evaluation of FDAS.

• Chapter 3: Frequency Domain Adaptation and Scheduling: Concept and Algorithm Design
- This chapter provides a detailed description of the FDAS concept as well as the associated
terms. Further, it covers FDAS algorithm design aspects including the reference scheme.
The design of low bandwidth CQI schemes enabling FDAS is also described here.

• Chapter 4: Evaluation of Frequency-Domain Link Adaptation Based on the Single-Cell
Model - This chapter covers the performance evaluation of Frequency-Domain Link Adapta-
tion, which refers to bandwidth, power and data rate optimization in the frequency domain,
for the single-user per transmission interval scenario. The LA algorithms are evaluated
based on a variety of operating conditions and include the impact of mobility, time-domain
scheduling policy, and CQI measurement inaccuracies.
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• Chapter 5: Analysis of Frequency-Domain Packet Scheduling - This chapter describes the
performance evaluation of packet scheduling algorithms that can exploit multi-user diversity
in both time and frequency domains. The detailed performance evaluation includes the
impact of scheduling resolution in frequency, CQI measurement inaccuracies, mobility, and
traffic model on the gain potential of multi-domain packet scheduling.

• Chapter 6: Evaluation of the Low Bandwidth CQI Schemes Enabling FDAS - This chap-
ter covers the optimization of low bandwidth CQI schemes individually for the single-user
(FDLA) and multi-user (FDPS) scenarios. Further, the gain potential of proposed LA and
PS schemes based on limited and noisy channel quality feedback is evaluated.

• Chapter 7: Practical FDAS Algorithm Design - This chapter introduces the advanced multi-
cell based system simulator. Further, the modifications to the proposed LA and PS algo-
rithms in order to include practical aspects such as real AMC, HARQ retransmissions are
described here.

• Chapter 8: System Simulator Based Evaluation of the FDAS Potential - This chapter covers
the detailed evaluation of selected FDAS schemes based on the multi-cell system simulator.
Further, the comparison of performance between the two system models is also presented
here.

• Chapter 9: Overall Conclusions and Recommendations - The final chapter provides a sum-
mary of the overall study. Further, recommendations on suitable algorithms covering the
three main areas of the study are provided. The estimates of FDAS gain potential for a set
of reference simulation scenarios are also presented.

The following appendix chapters have been provided to support the work outlined in the main part
of the thesis:

• Appendix A: OFDM Link-Level Model: Description and Performance Analysis - This chap-
ter covers the description and validation of the detailed OFDM link-level model developed
during the course of this project. The tool was used to evaluate the OFDM link-level perfor-
mance. Further, detailed link-level traces were generated by using this tool and employed in
the simplified single-cell system model.

• Appendix B: Verification of the EESM Link-To-System Performance Mapping Model - This
chapter describes the verification of the employed link-to-system performance mapping
technique.

• Appendix C: Low Bandwidth CQI Schemes Enabling FDAS: Supplementary Results - This
chapter provides supplementary results for Chapter 6, covering the evaluation of low band-
width CQI schemes enabling FDAS.

• Appendix D: Statistical Significance Assessment - In this chapter we provide an analysis of
the statistical significance of key performance indicators, for a number of important simula-
tion scenarios taken from the study.



Chapter 2

UTRAN LTE System Model

2.1 Introduction

In this chapter we will introduce the general system framework as well as the role of PS, LA and
HARQ functionalities. Further the single-cell based system model is also described here. The
chapter is organized as follows: Section 2.2 introduces the general system model, highlighting
the location of the important RRM related functionalities as well as the relevant control channels.
Section 2.3 describes the E-UTRAN user plane protocol architecture, while Section 2.4 introduces
the cross-layer resource allocation concept. Section 2.5 presents a general description of the LA
functionality, as well as discusses the modeling of AMC. Section 2.6 provides a description of
HARQ and its modeling, while Section 2.7 presents the packet scheduling concept. The remaining
sections of the chapter are devoted to the modeling aspects of the system-level model.

2.2 System Model for the Investigation of Downlink Packet Schedul-
ing

The generalized system model for the investigation of DL packet scheduling in a cellular packet
data system such as LTE is illustrated in Figure 2.1. For the sake of clarity only a single site
within the multi-site deployment is shown in detail. There are three sectors at each site, based
on 3GPP assumptions, and it is assumed that a hexagonal coverage pattern is generated by the
overlapping beams of the sectorized antennas. The base station denoted as E-UTRAN Node B
(eNode-B) establishes radio links with a number of UEs within its coverage area. We focus on the
performance of the shared data channel, denoted as Downlink Shared Channel (DL-SCH), between
the eNode-B and the UEs. The dynamic resource allocation at each sector/cell is managed by the
following functional entities: PS, LA, and HARQ. They are located at the eNode-B in order to
support fast channel-aware adaptation and scheduling [53].

Before transmission on the DL-SCH can begin several control channels are required to be
set up in both DL and UL directions, as shown in Figure 2.1. The UL control channel is used
to transmit HARQ Ack/Nack information as well as CQI reports to the eNode-B. The definition
of CQI is provided in Section 2.4.1. In order to support FDAS frequency-selective CQI reports
are required at the eNode-B, i.e., CQI is estimated and reported on a time-frequency resource

19
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Figure 2.1: Generalized system model for the investigation of packet scheduling in the downlink of a
cellular system such as LTE. The DL shared data channel and the DL & UL control channels between one
eNode-B and a number of UEs are shown. For the sake of clarity only a single site within the multi-site
deployment is illustrated.

basis. The frequency-selective CQI reports are used in the processing of LA and PS decisions.
The DL control channel is required to transmit the allocation table (AT), which notifies the UEs
of incoming transmissions as well as contains information required for correct decoding of the
packets, e.g., MCS format, HARQ process identification, [14].

2.3 E-UTRAN User Plane Protocol Architecture

Figure 2.2 illustrates the interaction between the protocol layers of the eNode-B and the UE,
focusing on the PHYsical Layer (PHY) and MAC layers within the E-UTRAN user plane protocol
stack. The following PHY layer functions have been included in the link-level analysis conducted
in this study [53]:

• Forward Error Correction (FEC) encoding/decoding, which provides robustness against a
fading channel by introducing redundancy. Channel coding of the data channel is based on
the UTRA Release 6 Turbo coding, possibly extended to lower rates and extended to longer
code blocks.

• Error detection is based on the Cyclic Redundancy Check (CRC) encoding/decoding tech-
nique.

• Support for HARQ with soft combining. These concepts are explained later in Section 2.6.

• Modulation and demodulation of the physical channels.
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Figure 2.2: The interaction between the protocol layers of the eNode-B and the UE, focusing on PHY and
MAC layers within the E-UTRAN user plane protocol stack.

• CQI estimation and reporting to higher layers.

The DL frame structure for the E-UTRA FDD mode is shown in Figure 2.3. Each 10 ms radio
frame is divided into 20 equally sized sub-frames. The sub-frame duration is 0.5 ms, and it char-
acterizes the minimum Transmission Time Interval (TTI) duration [14]. This setting was later
changed in 3GPP, but we have used the original TTI duration in the initial evaluation of FDAS.

The Radio Link Control (RLC) sub layer of the Layer 2 (L2) performs segmentation and re-
assembly of higher layer Protocol Data Units (PDU) as well as retransmissions in order to improve
the reliability of the radio link. The RLC layer retransmissions are not included in the current anal-
ysis. The MAC sub layer within L2 is responsible for packet scheduling, LA and HARQ, which
are the key topics of this study.

2.4 Cross MAC-PHY Layer Resource Allocation

Efficient management of radio resources is crucial in wireless networks as radio spectrum is scarce
and often expensive. Adaptive cross-layer resource allocation that exploits interdependencies and
interactions across the PHY, MAC, and higher protocol layers has recently attracted extensive re-
search interest, e.g., see [54], [55], [56]. The basic idea of cross-layer resource allocation is to

Figure 2.3: The DL frame structure of the E-UTRA FDD mode consisting of 7 OFDM symbols per sub-
frame [14]. Ts denotes the OFDM symbol duration.
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Figure 2.4: Interaction between functional entities involved in packet scheduling and their location in the
protocol stack [59].

adapt bandwidth, power allocation as well as other transmission parameters jointly across the pro-
tocol stack, in order to improve the resource utilization efficiency significantly. Here, we consider
cross-layer adaptation based on the PHY and MAC layers only. The joint MAC-PHY layer opti-
mization of resource allocation can take into account the user’s QoS requirements, queuing states
observed in the MAC layer based on traffic arrival, as well as the channel quality observed in the
PHY layer based on CQI reports available at the eNode-B.

One example of cross MAC-PHY layer resource allocation is opportunistic scheduling, de-
scribed in [57] and [58]. Opportunistic scheduling, e.g., PF in time, endeavors to maximize the
system capacity by scheduling users when their instantaneous channel quality is near the peak.
In this study we will investigate the potential of cross MAC-PHY layer opportunistic scheduling
when the scheduler can exploit channel dynamics in both time and frequency domains.

2.4.1 Interaction Between PHY and MAC Based RRM Entities Involved in Packet
Scheduling

Figure 2.4 illustrates the interaction between the different functional entities involved in packet
scheduling, i.e., PS, LA, HARQ manager and CQI manager [12]. The controlling entity is the
MAC sublayer based PS entity, where the scheduling policy is applied. The PS can consult the
LA entity to obtain an estimate of the supported data rate for certain users in the cell, for a given
allocation of time-frequency resources. Furthermore, LA tries to ensure that the estimate of the
supported data rate corresponds to a certain BLER target for the first transmission.

LA normally consists of both Inner Loop Link Adaptation (ILLA), which refers to the actual
LA algorithm, and Outer Loop Link Adaptation (OLLA). OLLA is required in a scenario where
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the target BLock Error Rate (BLER) cannot be guaranteed by ILLA alone. Such a situation can
arise in the presence of CQI measurement uncertainties. Previous studies have shown that a suit-
ably designed OLLA algorithm can reduce the impact of biased CQI errors on the LA performance
[60]. As depicted in Figure 2.4 the OLLA algorithm provides an adaptive Offset to the ILLA. The
details of the OLLA algorithm will be provided in Section 2.5.2. We denote ILLA as simply LA
hereafter.

Scheduling and LA entities employ CQI feedback from users, while HARQ employs Ack/Nack’s
from past transmissions. In the single-cell model based evaluation the frequency-selective CQI is
defined as the geometric average of the SINR over the OFDM symbols contained within the spec-
ified time-frequency resource. The SINR is measured at the input of the decoder. Thus, CQI is
given by:

CQI i =
( N∏

j=1

SINR j

) 1
N

, (2.1)

where CQI i denotes the CQI corresponding to the ith time-frequency resource, SINR j denotes
the SINR of the jth OFDM symbol within the ith time-frequency resource, and N denotes the
number of OFDM symbols contained within the time-frequency resource. The motivation behind
employing geometric averaging is explained in Section 3.7.

The CQI manager stores the CQI values received from the users and forwards them to the
LA module upon request. The HARQ manager provides buffer status information of new trans-
missions and pending HARQ retransmissions as well as information related to the transmission
format of those. The packet is discarded after reaching the maximum allowed number of unsuc-
cessful transmission attempts. The HARQ manager uses Ack/Nack’s received on the UL control
channel to determine whether a packet was correctly received or not. The DL control information
is formatted in the PHY layer and inserted into the AT, based on the input of the scheduler.

2.5 Link Adaptation

The key to successfully deploying broadband wireless systems is to secure a low BLER over the
frequency-selective fading channels that can be expected [61]. The single-user fading channel ca-
pacity can be maximized if the transmitter adapts its transmit power, data rate, and coding scheme
according to the channel variations [30]. LTE supports fast adaptive LA in order to exploit the

Figure 2.5: Illustration of the frequency-selective CQI reporting scenario.
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Figure 2.6: A snapshot of the wideband channel transfer function and illustration of the terminology used
with frequency-domain LA. An example of the Resource Block (RB) resource allocation (İ), as well as the
power allocation vector (Ṗ) is also shown.

radio channel dynamics in time, frequency and spatial domains. Adaptive LA can improve the
spectral efficiency and reliability in wireless systems. The operating principle of the adaptive LA
algorithm is to define a suitable CQI metric, which provides some knowledge of the channel, and
to ensure that the most efficient transmission format is always used regardless of the underlying
channel conditions [16].

The link-level throughput optimization in time and frequency domains is mathematically for-
mulated hereafter. Let N denote the total number of time-frequency resources available within
the system bandwidth, which depends on the scheduling resolution in the frequency-domain. The
scheduling resolution will be denoted as the resource block (RB) hereafter, following LTE naming
convention [14]. The RB consists of a group of adjacent OFDM sub-carriers. In order to enable
frequency-domain LA the network directs the UE to report a CQI value for each RB, as shown in
Figure 2.5.

The various components and associated terminology for adaptive LA in a frequency-selective
fading scenario are depicted in Figure 2.6. The task of the LA algorithm is to select the combina-
tion of transmission parameters that optimizes effective throughput, i.e., the mode that yields the
largest throughput while remaining within the BLER target bound. The general form of LA based
throughput optimization, operating under the total power constraint is given by:

{İ∗, Ṗ∗, ˙MCS
∗} = argmax

İ,Ṗ, ˙MCS

{
TP eff

(
˙CQI, İ, Ṗ, ˙MCS

)}
, (2.2)
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subject to:

˙CQI = (CQI1, CQI 2, · · · , CQI N ) ,

İ = (I1, I2, · · · , IN ); I i ∈ {0, 1} ,

˙MCS = (MCS1, MCS2, · · · , MCS N ); MCS i ∈MCS ,

Ṗ = (P1, P2, · · · , PN ); 0 ≤ Pi ≤ P total , Pi ∈ R ,
N∑

i=1

P i = P total ,

where TP eff denotes the total effective throughput, i.e., throughput taking the first transmission
BLER target into account. The exact expression of TP eff is based on the LA algorithm, and
this topic is covered in detail in Chapter 3. P total denotes the total power available for the data
channel, ˙CQI denotes the received vector (1xN) of CQI values from the UE. İ denotes the RB
allocation vector, while ˙MCS denotes the vector of the selected MCS formats. MCS denotes the
set of the available MCS formats. The power allocation vector is denoted by Ṗ, specified on a RB
basis, while R denotes the set of real numbers. The combination {İ∗, Ṗ∗, ˙MCS

∗} represents the
optimal LA parameters under the given channel conditions, and LA algorithm.

The LA processing is followed by several PHY layer processing steps, as shown in Figure 2.7,
which are described hereafter in brief. First, CRC encoding is performed on the L2 PDU. This is
done to enable error detection at the receiver. It is followed by channel coding and HARQ rate
matching. The rate matcher has the task of matching the size of the encoded block at the output of
the turbo decoder to the capacity on the PHY layer [62]. In doing so it adjusts the base code rate
of the decoder to the one requested by LA. Finally the rate matched bits are modulated according

Figure 2.7: Block diagram of the PHY layer processing executed on each L2 PDU after the execution of
LA algorithm [14].
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Figure 2.8: (a) Single-block transmission, where the same MCS format is used for all the allocated RBs,
(b) Multi-block transmission, where the data rate can be optimized on each selected RB independently,
resulting in multiple coding blocks per UE.

to the selected QAM scheme and multiplexed on to the selected RBs, as depicted in Figure 2.7.
The link-level processing steps are described in detail in Appendix A.

2.5.1 Modeling of AMC

It is well known that AMC can significantly improve the spectral efficiency of a wireless sys-
tem [63]. As a result this feature has been included in several wireless standards, e.g., HSDPA
[2], WiMAX [15], LTE [14]. In LTE the supported DL data-modulation schemes are Quadrature
Phase Shift Keying (QPSK), 16 Quadrature Amplitude Modulation (16QAM) and 64 Quadrature
Amplitude Modulation (64QAM).

In the simplified system model we have employed a model based abstraction of AMC per-
formance. The single code-block and multi-block transmission scenarios have been investigated,
which are illustrated in Figure 2.8. In single-block transmission the same MCS format is used to
encode all the selected RBs, while in multi-block transmission the MCS format can be optimized
separately for each selected RB. Single-block transmission is modeled as follows:

SINR block, 1 =
( nRBs∏

i=1

(
SINR la, i · I i

)) 1
nActRBs

, (2.3)

SINR la, i =
SINR i · P i

P ref
, (2.4)

nActRBs =
nRBs∑

i=1

I i ,

where SINR i denotes the geometric average SINR over the symbols within the ith RB , SINR la, i

denotes the modified SINR of the ith RB taking into account the reference power used in CQI es-
timation (P ref ), and the RB specific power allocation (P i). SINR block, i denotes the geometric
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average SINR of the ith coding block used in LA, I i denotes a member of the resource allocation
vector İ, nActRBs denotes the number of active RBs, and nRBs indicates the total number of
RBs within the system bandwidth. In case of multi-block transmission (2.4) gives the block SINR
for each encoding block, as in this case SINR block, i = SINR la, i.

Based on (2.3) and (2.4) the following expressions are used to determine the supported through-
put for the different block encoding options:

TPSB =
BW · nActRBs

nRBs

· log 2

(
1 + min

(
SINR block, 1

104/10
, 1018/10

))
, (2.5)

TPMB =
nActRBs∑

i=1

BW

nRBs

· log 2

(
1 + min

(
SINR block, i

104/10
, 1018/10

))
, (2.6)

where TPSB represents the supported throughput for single-block transmission, TPMB denotes
the supported throughput in multi-block transmission, and BW denotes the system bandwidth.
(2.5) and (2.6) are based on the modified Shannon theorem including an Implementation margin.
The Implementation margin takes into account system imperfections resulting from bandwidth
utilization, real modulation, limited code block length, etc. The maximum SINR is limited to
18 dB for the 3GPP Macro cell scenario, based on previous system-level studies, e.g., see [64].
It is assumed that the channel fading rate is slow enough so that the frequency response does not
change within a coding block. The Implementation margin is set at a fixed value of 4 dB, which
has been taken from previous HSDPA studies.

The curves depicting spectral efficiency versus SINR obtained with the Shannon Theorem and

Figure 2.9: The spectral efficiency versus instantaneous SINR curves obtained with the Shannon Theorem
and the modified Shannon Theorem (max. SINR is limited to 18 dB for the 3GPP Macro cell case).
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the modified Shannon Theorems are illustrated in Figure 2.9. The modified Shannon theorem
is a simplified version of the model proposed in a recent study [65], where it is recommended
to use a BW efficiency factor in addition to the Implementation margin/SNR efficiency factor.
The BW efficiency factor is to be determined from system-level parameters such as pilot and
common channel overhead. As the control overhead was not known at the time of this study, we
have ignored the BW efficiency factor in the current analysis. Further, the authors in [65] have
recommended to optimize the SNR efficiency factor according to the antenna configuration and
receiver type. However, we have used a fixed Implementation margin for all antenna-receiver
configurations in order to simplify the analysis. Note that multi-block transmission is less efficient
with respect to the CRC overhead as each coding block has to be CRC encoded separately. This
aspect is not included in (2.5) and (2.6). Furthermore, the coding overhead is not included in the
throughput calculation.

2.5.2 Outer Loop Link Adaptation

The performance of LA is highly dependent on the accuracy of the CQI reports [48]. It is well
known from previous HSDPA studies that an OLLA algorithm is needed in scenarios where the
CQI feedback from the UEs is subject to errors and reporting delays, e.g., see [60], [66]. OLLA
is a closed-loop mechanism that can be used to reduce the impact of biased CQI errors on LA
performance.

The CQI measurement is subject to errors as it is based on a limited number of pilot symbols
that are inserted into each sub-frame, e.g., in LTE FDD mode the pilot symbol overhead is around
5% for the single-stream case [14]. Further, the time available to perform CQI estimation and re-
porting is also quite limited, e.g., 0.5 ms in LTE. Thus, there is limited scope of applying averaging
techniques to reduce the measurement error. These factors contribute towards CQI measurement
inaccuracies in a practical scenario, e.g., even though the UE performs CQI measurement over a
5 MHz band in HSDPA the commonly used CQI error model assumes a lognormal distribution of
error with a standard deviation (std.) of 1 dB [48]. The CQI measurement is performed over a 2 ms
period in HSDPA [2].

In an OFDMA system supporting FDAS the challenge of providing an accurate CQI report is
even greater, since it is estimated over a narrow bandwidth, e.g., in the extreme case over a single
sub-carrier. Based on a similar error model as used in HSDPA it will be shown in Figure 3.18 that
for a fixed pilot overhead the CQI error increases rapidly as the scheduling resolution is increased.
When the scheduling resolution is equal to 375 kHz, i.e., 24 RBs within 10 MHz, the std. of CQI
error is around 2.5 dB [67]. Thus, it is important to consider CQI measurement inaccuracies in the
system-level analysis of the FDAS gain potential.

In the scenario where CQI errors cannot be totally avoided, the OLLA algorithm is usually
employed to stabilize the overall LA performance. Without the OLLA the BLER for the actual
transmissions will tend to be higher than the originally anticipated BLER target. This is especially
true when the packet scheduling algorithm is also making decisions based on the CQI reports.

The OLLA algorithm considered here is motivated from previous HSDPA studies [1]. It mon-
itors success of past transmissions to each user, based on received Ack/Nack’s, which are used to
calculate an offset parameter as input to the LA algorithm, as previously shown in Figure 2.4. The
LA algorithm adjusts CQIs according to the OLLA offset before using them in the processing of
the algorithm. Only one OLLA offset is available per user for simplicity reasons. We describe here
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the OLLA algorithm, which only targets at controlling the BLER target for the first transmission to
users. This OLLA algorithm adjusts the offset factor, ACQI , according to two simple rules [68]:

• If an Ack is received for a first transmission, then decrease ACQI by AStepDown decibels:

ACQI = ACQI −AStepDown . (2.7)

• If a Nack is received for a first transmission, then increase ACQI by AStepUp decibels:

ACQI = ACQI + AStepUp . (2.8)

Note that only Ack/Nack from the first transmissions are used for adjusting the offset ACQI pa-
rameter. Ack/Nack for HARQ retransmissions are not used by the considered OLLA algorithm.
The recursive algorithm requires initialization of the ACQI parameter. Furthermore, it has to be
ensured that the dynamic range of the offset factor remains within a predefined interval, to avoid
reaching saturation as a result of unexpected errors. The relation of AStepUp and AStepDown is
suggested to be [60]:

AStepDown = AStepUp · BLER

1−BLER
. (2.9)

Hence, for a certain desired BLER target and a known AStepUp, the AStepDown parameter can be
determined using (2.9). When using the OLLA algorithm, the CQI reports received from the UE
and expressed in decibels are offset by using the current ACQI value:

CQI i, eff = CQI i −ACQI . (2.10)

It should be noted that the same offset ACQI is applied to all the CQI reports of a user across the
frequency domain.

2.5.2.1 Simplified Model of OLLA

As the HARQ retransmissions have not been implemented in the single-cell model a simplified
model for OLLA is used, where the AStepUp and AStepDown parameters are kept equal. They are
given by:

AStepUp = AStepDown = 0.05 dB . (2.11)

The step size of the OLLA algorithm has been taken from previous HSDPA studies. Further,
direct BLER estimation is used to determine whether (2.7) or (2.8) is employed to update the
ACQI parameter.

2.6 HARQ

LTE supports the HARQ functionality to ensure packet delivery between peer entities at Layer 1
[53]. HARQ provides robustness against LA errors caused by the uncertainties in CQI measure-
ment and reporting. As an example, in HSDPA the effective probability of packet error for the first
transmission is typically in the order of 10-40%, due to LA errors [69]. Further, if the service can
tolerate additional delay, HARQ can improve the spectral efficiency by allowing LA to be more
aggressive [12]. The HARQ within the MAC sublayer has the following characteristics [53]:
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• N -process Stop-And-Wait (SAW) protocol based HARQ is used between the eNode-B and
the UE. The transmitter persists with the transmission of each packet for a given number of
transmission attempts, before discarding the packet. The HARQ processes are transmitted
over N parallel time channels in order to ensure continuous transmission to a single UE.
The choice of the N parameter depends on the length of the TTI, feedback delays and QoS
delay constraints. Increasing N leads to extra buffering requirement at the receiver and
transmitter, longer delay per HARQ process, and increased signaling load in the DL. In
practice N is kept in the order of 4-6 [2].

• The HARQ is based on Ack/Nack’s. The data packets are acknowledged after each trans-
mission. A Nack implies that a retransmission is requested either for additional redundancy
(Incremental Redundancy (IR)) or a combining gain (Chase Combining (CC)), to enable
error free packet delivery to the higher protocol layers.

• Asynchronous retransmissions with adaptive transmission parameters are supported in the
DL, to maximize the scheduling flexibility available at the PS. Asynchronous HARQ implies
that (re)transmissions for a certain HARQ process may occur at any time. Explicit signaling
of the HARQ process number is therefore required on the AT. Adaptive HARQ operation in
the frequency-domain implies that the re-transmission can be scheduled on different RBs
in comparison to the first transmission. However, additional restrictions can still be applied
on retransmissions, e.g., use of the same MCS. These restrictions are imposed to ease the
implementation of combining schemes at the receiver, as well as to avoid the associated
control signaling overhead.

If the HARQ retransmissions fail or exceed the maximum number of retransmissions allowed,
the RLC layer handles further ARQ retransmissions. Such RLC based retransmissions are not
considered in this study. The HARQ gain comes at the cost of increased memory requirement
at the UE, required to buffer the soft values at the output of the Turbo decoder. Further, HARQ
combining also increases the packet delay.

2.6.1 HARQ Modeling

The explicit scheduling of HARQ processes is not implemented in the simplified system model.
The combining gain is modeled using a simple HARQ process model, taken from [70]. Only CC
type of combining is considered, where the block SINR after HARQ combining is given by:

(
SINR block, i

)
C, n

= εn−1 ·
n∑

k=1

(
SINR block, i

)
k

, (2.12)

where
(
SINR block, i

)
C, n

represents the combined block SINR after n transmissions, ε denotes

the CC efficiency and
(
SINR block, i

)
k

denotes the block SINR of the ith block after the kth
transmission, given by (2.3) or (2.4). We have used ε = 0.95 in these studies, which is the
recommended value in [70]. Note that (2.11) is only valid when n is relatively small, e.g., around 3-
4, which is also the case in a practical system. In this study the HARQ process allows a maximum
of three retransmissions per block before discarding a code block, i.e., n = 4.

A simple statistical recursive HARQ model is used to calculate the effective throughput after
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retransmissions:

TPeff, harq = TP · (1−BLER 1) +
TP

2
·BLER 1 · (1−BLER 2)

+
TP

3
·BLER 1 ·BLER 2 · (1−BLER 3)

+
TP

4
·BLER 1 ·BLER 2 ·BLER3 · (1−BLER 4) , (2.13)

where TPeff, harq denotes the effective throughput after HARQ combining gain, TP denotes ei-
ther single-block throughput (TPSB) or TPMB given by (2.5) and (2.6) respectively, BLER 1

denotes the BLER for the first transmission, BLER 2 denotes the BLER for the first retransmis-
sion, and so on. Note that (2.13) is applied only if the code-block is correctly received after the
fourth transmission, i.e., BLER 4 = 0, else TPeff, harq is set to 0. The SINR-to-BLER mapping
curve in Figure 2.14 is used to determine BLER i for a given SINR after taking the HARQ com-
bining gain into account. These aspects are explained further in Section 2.8. The general form of
the expression in (2.13) is given by:

TPeff =
n∑

i=1

(
TP

n

n−1∏

i=1

BLER i ·
(
1−BLERn

)
)

. (2.14)

The HARQ model presented here assumes non-adaptive HARQ operation. This is also clear
from (2.13) since we assume that the transmit parameters are not changed between transmissions
of the same code-block. Further, no signaling delays or errors in the transmission of HARQ
Ack/Nack’s are assumed.

2.7 Packet Scheduling

In order to utilize the DL-SCH resources efficiently a scheduling function is used in the MAC
sub layer. The radio channel fading which used to be regarded as a fundamental limitation on the
performance of wireless systems, is now considered as an advantage since it can be exploited by
a channel-aware scheduler. Here, an overview of the scheduler is given in terms of its operation,
signalling of scheduler decisions, and UE measurements facilitating scheduler operation.

Figure 2.10 illustrates the management of users’ queues within the HARQ manager as well as
its interaction with the scheduler. The PS entity assigns radio resources dynamically between UEs,
taking into account channel conditions, traffic volume and the QoS requirements of each UE [53].
Different scheduling algorithms can be applied at the MAC layer that provide a trade-off between
throughput and fairness, as exemplified in Table 1.1. We assume that the radio resource allocation
determined by the PS can be changed on a TTI basis, i.e., fast scheduling can be employed. In this
study, resource assignment consists of performing a mapping between the UEs and the available
RBs in the frequency domain. The UEs identify whether resources are assigned to them by receiv-
ing a scheduling related control channel, i.e., AT, which indicates the selected transport format as
well as the RB allocation pattern.

The scheduler can instantaneously choose the best multiplexing strategy from the available
methods, i.e., localized or distributed transmissions. In this study we will only consider the fre-
quency localized transmission scenario [14], characterized by flexible user multiplexing in the
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Figure 2.10: Management of users’ queues within the HARQ manager and the interaction with the DL
scheduler. Packets arrive at the top of their respective queues. The HARQ manager submits a status report
to the scheduler when requested, containing information about the priorities and the size of the queues. The
figure has been adapted from [71].

frequency domain with a view to fully exploit the available multi-user diversity gain, as illus-
trated earlier in Figure 1.4. Scheduling is tightly integrated with LA and HARQ entities. The
UE performs channel quality measurement and the CQI reports are used in the processing of the
scheduling algorithm. The time and frequency granularity of the UE radio environment measure-
ment reports has a significant impact on the performance of channel-aware scheduling [72]. The
scheduling decision can be based on QoS parameters, payloads buffered in the eNodeB, pending
HARQ retransmissions, CQI reports from the UEs, UE capabilities, UE sleep cycles and measure-
ment gaps/periods and system parameters such as bandwidth and interference level/patterns [14].
We will consider only a subset of these parameters in the current analysis, e.g., UE capabilities,
QoS parameters, are not included.

An effective trade-off between spectral efficiency, fairness, and QoS is desired in wireless re-
source allocation [48]. Packet scheduling is an optimization problem, and has been formulated
mathematically in previous studies, e.g., see [73]. We now provide a brief review of such a theo-
retical formulation based on the use of utility functions [54].

Kelly [73] proposed the use of utility function to quantify the degree to which a network
satisfies requirements of users’ applications, based on similar studies in economics. The utility
function maps the network resources a user utilizes into a real number [54]. Since a reliable data
rate is the most important factor to determine the satisfaction of users, the utility function is a
non-decreasing function of the data rate r. The cross-layer optimization aims at maximizing the



UTRAN LTE System Model 33

aggregate utility of the network, which can be expressed as [74]:

maximize
k∑

i=1

U i(r i) , (2.15)

subject to

k∑

i=1

r i < C , r i ≥ 0 ,

where k denotes the number of active users in the cell, r i denotes the average throughput of user i,
C denotes the channel capacity, and U i(·) denotes the utility function of user i. The average user
throughput is computed in a recursive manner as follows [74]:

r i[n + 1] =

{(
1− 1

τ

)
r i[n] + d i[n]

τ if user i is served in slot n ,(
1− 1

τ

)
r i[n] otherwise ,

(2.16)

where d i[n] is the instantaneous bit rate of the user i if served during the nth period, and τ is the
time constant of the smoothing filter.

Assuming that the utility function of each user is strictly concave and differentiable, the opti-
mal set of rates denoted by {r∗i} have the property that U ′

i(r
∗
i) is the same for all users [74]. The

optimal solution varies with time since the channel capacity and the number of active users both
vary with time. Further, the system can only move towards the optimum at each decision point by
going in the direction of steepest ascent, given by [74]:

i∗ = argmax
i

{
d i[n]U ′

i(r i[n])
}

. (2.17)

The argument of argmax{.} in (2.17) is usually referred to as the scheduling priority metric(
P (i)

)
. As an example, if the utility function is a linear function of the data rate, i.e.,

U(r) = α · r , (2.18)

the scheduler should pick the user i∗ which satisfies:

i∗ = argmax
i

{
d i[n]

}
. (2.19)

It means that the scheduler should pick the user with the highest data rate, i.e., Max. Throughput
scheduler. However, such a scheduler will always serve those users who are in good conditions
and will rarely serve those who are in bad conditions, leading to an unfair allocation of resources.
This problem can be addressed by using the PF utility function, given by:

U(r) = log(r) . (2.20)

The resulting scheduler picks the user such that:

i∗ = argmax
i

{
d i[n]
r i[n]

}
. (2.21)

The scheduler calculates the priority metric P (i) for all users, and picks the one which satisfies
(2.17) for scheduling in the next TTI. Some of the popular utility functions which will also be
employed in this study are listed in Table 2.1.
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Table 2.1: List of some of the utility functions that are employed in this study.

Utility function U(r)

Max Throughput (MT) α · r
Proportional Fair (PF) log(r)
Blind Equal Throughput (BET) log(r)

d

2.8 Link-To-System Performance Mapping Function

In order to estimate the performance at the system-level with reasonable accuracy, an evaluation
based on extensive simulations under a variety of scenarios is crucial. A single simulator approach
would be preferable, but the complexity of such a simulator including everything from link-level
processing to multi-cell network is too high for the required simulation resolutions [1]. There-
fore, separate link-level and system-level simulators are needed. The link and system levels are
connected through a link-to-system performance mapping function, which is used to predict the
instantaneous BLER at system-level without performing detailed link-level processing steps. This
function is estimated using link-level simulations, and it takes into account factors such as MCS
format, receiver type, and channel state [75]. The desired characteristics of the link-to-system
mapping function are that it should be general enough to cover different multiple access strategies
and transceiver types, including different antenna techniques. Further, it should be possible to
derive the parameters of the model from a limited number of link-level evaluations.

We have selected the Exponential Effective SINR Metric (EESM) link-to-system performance
mapping function, based on previous OFDM studies [76], [75] and LTE recommendations [14].
The EESM model maps the instantaneous channel state experienced by the OFDM sub-carriers
within the code-block into a single scalar value, an effective SINR, which is then used to find an
estimate of the BLER for this specific channel state. In the general form, the EESM model is given
by [76]:

γ eff = −β · ln
(

1
N

N∑

i=1

e
−γi

β

)
, (2.22)

where γ eff denotes the scaler EESM value, γi denotes the SINR (at the input of decoder) of the ith
sub-carrier, β is a parameter which is obtained from link-level simulations and is adjusted for each
MCS separately, and N denotes the number of active OFDM sub-carriers. As seen in (2.22) the
effective SINR is similar to the geometric average SINR over the symbols within the code-block.
A similar recommendation was made in other OFDM based studies [46], [77], where it was shown
that the decoder performance depends not only on the average SINR, but also on the inter-symbol
SINR variability.

The effective SINR from (2.22) is used to find an estimate of the BLER for the relevant MCS
using basic AWGN link-level-performance curves [76]. The reference AWGN curves used in this
study are shown in Figure 2.11, and are based on the 3GPP Rel. 6 compliant Turbo coding scheme
operating with the basic rate of 1/3 [78]. The detailed link-level processing chain used to generate
these performance curves is illustrated in Figure A.1. Further, in Appendix B we show that the
EESM model is able to provide a reliable estimate of decoder performance. Note that a simplified
link-to-system performance mapping function will be employed in the single-cell based model.



UTRAN LTE System Model 35

Figure 2.11: Reference BLER versus SNR curves (measured at the input of decoder) for the AWGN
channel. These performance curves are based on the 3GPP Rel. 6 compliant Turbo coding scheme operating
with the basic rate of 1/3 [78].

This technique is described in Subsection 2.12.2.

2.9 OFDM Physical Layer Parameters

The OFDM PHY layer parameters used in the evaluation of the E-UTRA DL are listed in Table 2.2,
and are taken from [14]. We consider three of the possible six system BW scenarios supported by
LTE. Further, the short CP length has been assumed for each BW case. For information purposes,
LTE also supports a long CP option where the CP length has been increased to 16.67 µs. Note
that the TTI duration has recently been increased to 1.0 ms, and the new setting will be used in the

Table 2.2: The OFDM PHY layer parameters used for the analysis of E-UTRA DL performance [14].

Parameter Setting

Transmission BW [MHz] 5 10 20

Sub-frame duration [ms] 0.5

Sub-carrier spacing [kHz] 15

Sampling frequency [MHz] 7.68 15.36 30.72

FFT size [-] 512 1024 2048

Number of occupied sub-carriers [-] 300 600 1200

Number of OFDM symbols per sub-frame [-] 7

Cyclic Prefix (CP) length [µs] 4.75
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multi-cell simulator based evaluation.

2.10 Traffic Modeling

The infinite buffer and the finite buffer traffic models have been employed in this study, to abstract
the behavior of best-effort services. These models differ in terms of the session time of the users.
In the infinite buffer model all users experience equal session time irrespective of their location
within the cell. This implies that the users close to the eNode-B download a much larger amount
of data in comparison to those located near the cell edge (due to superior SINR conditions near the
cell center). The cell and user throughput statistics are collected over several simulation runs, each
of a fixed duration, i.e., Monte-Carlo simulation approach is utilized. In each run a fixed number
of user locations within the coverage area are sampled.

The finite buffer model allows each user to download the same amount of data. Once the
download is finished the session is terminated, and a new user is immediately admitted to the
system. Hence, the session time is proportional to the experienced data rates. Thus, users close
to the cell edge are expected to stay longer in the system in comparison to the users located near
the cell center. The data rates delivered to the cell edge users will dominate the resultant cell
throughput. Only a single simulation run is performed in this case, which is of a relatively long
duration, in order to collect sufficient user statistics. This is also required to sample most of the
locations within the coverage area of a cell. For both traffic models it is assumed that data is always
available in the eNode-B buffers, waiting to be served by the PS. Note that bursty traffic arrival
process within an ongoing packet session is not modeled in this study.

2.11 Reference Antenna Schemes

We have considered three popular single-stream based antenna schemes from the LTE standardiza-
tion activities for analysis purposes. They differ in terms of the available order of transmit and/or
receive diversity. The selected antenna schemes are as follows [14]:

1x1 - It is the simple Single Input Single Output (SISO) antenna scheme, which does not include
any transmit or receive diversity.

1x2 MRC - This scheme includes two branch receive diversity, and signal combining is per-
formed using the well known Maximal Ratio Combining (MRC) technique [28].

2x2 SFTD - The Space-Frequency Transmit Diversity (SFTD) antenna scheme considered in this
study is based on the Alamouti Space Time Coding scheme, applied to neighboring OFDM
sub-carriers instead of adjacent time symbols [62]. Open Loop transmit diversity is used
here in addition to the receive diversity, while combining is based on the MRC technique.
The transmit signals are assumed to be uncorrelated, due to the wide inter-antenna spacing
at the eNode-B.
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Figure 2.12: Decoupled link and network level simulation methodology for run-time efficient network
performance evaluation, adapted from [79, p. 16].

2.12 Simulation Methodology Employed in the Single-Cell Model

A quasi-static decoupled link and network level simulation methodology [79] has been employed
in the initial evaluation of FDAS. In this technique the link-level processing is modeled in the
form of pre-generated RB-level SINR traces, while the network-level processing is implemented
in real-time within a single cell. The simulation methodology is illustrated in Figure 2.12. It is
a practical trade-off between simulation inaccuracy due to the modeling simplifications, and the
processing load caused by the complexity of real-time joint modeling of link and system levels.

At the system-level the implementation of some features such as HARQ, AMC, OLLA and
link-to-system performance mapping has been simplified. However, the most relevant functional
entities at the network level, e.g., PS and LA, have been implemented in detail. Further, other-cell
interference is assumed to be AWGN. This model is preferred in the initial phase of the study
where we will be focusing on algorithm design issues. Further, preliminary analysis of the gain
potential of FDAS schemes will also be performed using this model.

The decoupled simulation approach requires a link-to-network interface concept, as shown in
Figure 2.12, where the network simulator reads the link-level performance in the form of a SINR
trace from a database. The advantage of this technique over fully dynamic network simulators is
that time consuming link-level simulation results can be pre-computed and reused, for example, to
test the performance of different network level packet scheduling strategies. Moreover, the impact
on system performance due to changes in PHY layer parameters, e.g., antenna deployment, system
bandwidth, speed, can be evaluated with relative ease by the introduction of corresponding link-
level SINR distributions. The link and network level modeling steps are outlined hereafter.

2.12.1 Link-Level Modeling

A detailed OFDM link-level simulator has been used to generate the raw SINR trace on an OFDM
sub-carrier basis. The link model is based on the LTE and HSDPA recommendations [80], and
includes implementation of the spatial multi-path channel model, support for transmit and re-
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Figure 2.13: Snapshot of the sub-carrier SINR measured at the input of decoder, as well as the per RB SINR
trace in the frequency-domain. An example RB allocation pattern of the frequency-domain LA algorithm is
also shown.

ceive antenna diversity techniques, E-UTRA PHY layer processing modules such as Turbo cod-
ing/decoding, HARQ rate matching and combining, interleaving and constellation rearrangement
for higher order QAM. A detailed description of the link-level model as well as the validation of
its performance is outlined in Appendix A.

The sub-carrier level SINR trace (measured at the input of decoder) obtained from the link-
level model is formatted into a RB-level SINR trace, as illustrated in Figure 2.13. The SINR at the
RB-level is calculated by taking the geometric average of the SINR over the sub-carriers contained
within the RB. This technique was selected on the basis of an initial performance analysis of the
impact of different averaging techniques on the throughput performance. The details of the study
are provided in Section 3.7.

2.12.2 Network-Level Modeling

The quasi-static network overlay shown in Figure 2.12 provides traffic modeling, multi-user schedul-
ing, and LA including HARQ (CC). A single-cell is implemented in detail, and it is assumed that
users are uniformly distributed in the reference cell with respect to area. The system is based on
a simple Admission Control (AC) strategy which keeps the number of users in the cell constant.
In terms of propagation modeling, the combined effect of path loss, shadowing and other-cell in-
terference is modeled as AWGN adjusted to an equivalent Geometry factor (G-factor) distribution,
while fast-fading is modeled using the RB-level SINR trace.

The G-factor distribution is dependent on the cellular deployment scenario, e.g., 3GPP Macro-
cell [14]. The G-factor is defined as the ratio of totally received wideband eNode-B/intra-cell
power to other-cell interference plus noise, measured at the receive antenna. It is averaged over
short-term fading, but not over shadowing [2], and is given by:

G =
P own

P other + Pnoise
, (2.23)

where P own denotes the wideband intra-cell power, P other denotes the wideband other-cell inter-
ference, and Pnoise denotes the thermal noise. Note that the G-factor is normally defined for a
fully loaded system, where all cells are transmitting with a flat power spectral density (PSD) over
entire bandwidth. However, these assumptions are not valid for some advanced FDAS schemes,
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Figure 2.14: The LA error versus BLER curve that is used as the link-to-system performance mapping
function in the simplified system model.

e.g., when the allocation of power in frequency is according to the Water-filling distribution [81].
However, in order to simplify analysis we utilize a common G-factor distribution, irrespective of
the FDAS scheme. This assumption is discarded in the system simulator based evaluation outlined
in Chapter 8.

The G-factor distribution is dependent on factors such as inter-site distance, path loss, shad-
owing loss, antenna pattern, transmit power, penetration loss, etc. The reference distributions used
in this study are illustrated in Figure 2.15, and have been obtained from system-level simulations.
The average G-factor remains constant for a user during a session, thus assuming that the packet
call is short compared to the coherence time of shadow fading. The DL control and pilot chan-
nel overhead are not considered in the preliminary study. Further, error free reception of the DL
control channel has been assumed throughout.

The SINR trace file obtained from the link-level tool is also used to build the frequency-
selective CQI reports, according to (2.1). Further, the CQI report also includes measurement errors
and quantization. LA is conducted on the potentially delayed CQI reports, taking into account UE
and eNode-B processing delays [2]. The frequency-domain LA algorithm determines which RBs
will be used in the next transmission based on the optimization of throughput. At the receiver, the
CQI imperfections will result in a LA error, which is defined as the difference between the real
and the estimated value of the SINR measured over the code-block. The LA error is mapped into
an equivalent BLER, by using the simplified link-to-system performance mapping function that is
shown in Figure 2.14. This curve has been obtained from previous HSDPA studies, and it models
the behavior of a rate 1/3 Turbo decoder.

The system is operated at the first transmission BLER target of 10%. The LA scheme is
allowed to be aggressive since it can rely on HARQ retransmissions to get the packet through.
Further, the OLLA algorithm is employed to stabilize the first transmission BLER in the presence
of CQI errors, where the OLLA offset is updated by using direct BLER estimation, only for the
first transmission.
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Table 2.3: Summary of the key differences in simulation assumptions between the reference cellular de-
ployment scenarios. Macro-cell parameters are obtained from [14], while the Micro-cell parameters are
obtained from [82].

Parameter Deployment scenario

Macro case 1 Micro out-to-in

Inter-site distance [m] 500 130
Total eNode-B TX power
[dBm]

46 38

Total antenna gain [dBi] 14 6
Min. coupling loss [dB] 70 53
Shadow fading std. [dB] 8 10
Path loss model 128.1 + 37.6 log 10(d) 7 + 56 log 10(d)
Penetration loss [dB] 20 -
Min. distance between UE
and cell [m]

>=35 >=10

Figure 2.15: CDF of the G-factor for the reference system deployment scenarios obtained from system
level simulations [59], [49].

2.13 Reference Cellular Deployment Scenarios

The G-factor distribution is used to model the experienced wideband SINR conditions within the
coverage area of the cell. Two popular 3GPP cellular deployment scenarios have been employed
in the analysis. These are the Macro-cell case 1 and the Micro-cell outdoor-to-indoor (out-to-in)
scenarios [14]. They mainly differ in terms of the resulting coverage area. The detailed list of
system-level parameters for the two deployment cases is provided in Chapter 7, while the key
differences are listed in Table 2.3. The carrier frequency is equal to 2 GHz in both cases [14]. A
3-sector network topology with 70 degree eNode-B antennas is assumed for the Macro-cell cases,
while the Micro-cell case assumes an omni directional eNode-B antenna.
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Figure 2.16: (a) Ext. ITU Ped. A PDP. (b) Orig. & Ext. ITU Ped. A FCF. (c) Ext. ITU Veh. A PDP. (d)
Orig. (in dotted line) & Ext. ITU Veh. A FCF. (e) COST259 TU PDP. (f) COST259 TU FCF. All the PDPs
are shown on a 32.55 ns sampling grid corresponding to a sampling rate of 30.72 MHz.

The G-factor Cumulative Density Function (CDF) curves for the investigated deployment sce-
narios are illustrated in Figure 2.15. These curves have been obtained from system-level simula-
tions [59], [49]. The G-factor is approximately 8 dB higher for the Micro-cell scenario as compared
to the Macro-cell environment at the median value. This behavior is observed due to the higher
isolation between the Micro cells. The Micro out-to-in scenario will be denoted as Micro case 1
hereafter.

2.14 Reference Multipath Channel Models

We investigate the potential of the FDAS schemes by considering three well known multipath
radio channel profiles, which differ in terms of the coherence bandwidth. The channel impulse
response is based on a sample spaced tapped-delay line implementation, corresponding to the LTE
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Table 2.4: Rms delay spread and the coherence BW
(
B c ≈ 1/(2π ·σ τ )

)
, corresponding to the correlation

level of 0.7 [43].

Channel model Rms delay spread Coherence BW
(σ τ ) [µs] (B c) [kHz]

Ext. ITU Ped. A 0.06 2.65e3
Ext. ITU Veh. A 0.36 442.1
COST259 TU 0.5 318.3

sampling frequency. Each channel profile is characterized by the following parameters: number
of taps in the impulse response, time delay relative to the first tap, average power relative to the
strongest tap, and the power spectrum of each tap.

The three channel profiles considered in this study are as follows: Extended (Ext.) ITU Ped.
A, Ext. ITU Veh. A [43] and the COST259 Typical Urban (TU) [83]. The first two models are
extensions of the original ITU channel models that were proposed for use within 5 MHz [84],
[85]. The Ext. ITU Ped. A profile (denoted as Ped. A) consists of 7 taps and represents relatively
flat-fading conditions within the considered bandwidth (20 MHz). The Ext. ITU Veh. A profile
(denoted as Veh. A) has 9 taps while the TU profile consists of 20 taps. The latter two channel
profiles represent highly frequency-selective conditions. The detailed list of tapped-delay line
parameters for the considered channel models are provided in Table A.1.

It is important that the channel models have realistic frequency correlation properties as the
evaluation of wideband system concepts that exploit frequency dependent characteristics such as
FDAS is highly dependent on it [43]. In this regard we investigate the Frequency Correlation
Function (FCF) curves of the considered channel profiles in Figure 2.16. The FCF is defined as
the Fourier Transform of the PDP [43]. Figure 2.16 also illustrates the stem plots of the considered
PDPs, as well as the FCF curves of the original ITU channel models.

Propagation modeling based studies as well as measurement data collected for the wideband
channel indicate that the channel correlation should normally decay steadily with increasing fre-
quency separation [43]. This implies that a high order of frequency selection diversity is available
in a wideband channel. However, observing the FCF curves of the original ITU channel models in
Figure 2.16 (b) and (d) we can see an apparent periodicity in their frequency correlation properties,
with high correlation levels even for large frequency separations. This behavior can significantly
deteriorate the FDAS gain potential due to reduction in the order of frequency selection diver-
sity, e.g., in Figure 2.16 (b) the diversity order is reduced by a factor of three. In comparison, the
FCF curves of the extended ITU channel models have reasonable frequency correlation properties
within the maximum considered system bandwidth of 20 MHz.

Table 2.4 lists the rms delay spread and the coherence BW of the considered channel models,
based on a well known measure of coherence BW [43]. As can be seen from the FCF behavior
as well as the tabulated values, the Ext. ITU Ped. A has the largest coherence BW among the
considered models, while the TU and Veh. A profiles have similar coherence BW. Further, as the
TU model is characterized by an exponentially decaying PDP, the minima of its FCF is located
close to the peak value. However, due to the irregular shape of the PDP of the Ext. ITU Veh. A
profile its minima is located further away from the the peak value.
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2.15 Key Performance Indicators

Being a system-level study the Key Performance Indicators (KPIs) are as follows; average cell
throughput, spectral efficiency, average user throughput and coverage. The average cell throughput
TP cell is defined as:

TP cell =
total bits correctly delivered

simulation time
, (2.24)

where the numerator is an aggregate of the correctly delivered bits at the MAC layer over all active
sessions in the system. The spectral efficiency measured at the MAC layer is given by:

η spectral =
TP cell

BW
. (2.25)

The average user throughput for the ith user is defined as:

TP i =
bits correctly delivered to user i

session time
. (2.26)

Note that the session time of the user depends on the traffic model. Coverage, denoted by TP cov,
is determined from the CDF of the average user throughput taken over all the completed sessions.
It is defined as the data rate with 95% coverage, i.e., only 5% of users experience a lower average
data rate than the coverage rate. This KPI is a measure of the fairness in throughput distribu-
tion provided by the packet scheduler. A detailed analysis of the statistical significance of KPIs
obtained for a set of reference simulation scenarios is provided in Appendix D.
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Frequency Domain Adaptation and
Scheduling: Concept and Algorithm
Design

3.1 Introduction

This chapter describes the FDAS concept in detail including the algorithm design aspects. The key
terms and definitions associated with this study are also introduced here. The chapter is organized
as follows: We begin by introducing the FDAS concept in Section 3.2. Section 3.3 introduces the
important terms, while Section 3.4 discusses the design of the Ref scheme. Section 3.5 introduces
the design of frequency-domain LA schemes, while Section 3.8 covers the design of PS algorithms
that can utilize multi-user diversity in time and frequency. Finally, Section 3.9 discusses the design
of low bandwidth CQI schemes that can support FDAS.

3.2 The FDAS Concept

Time-domain adaptation and scheduling is sufficient to exploit the radio channel dynamics in a flat-
fading scenario. However, it cannot provide the full spectral efficiency potential in a frequency-
selective environment, whereas FDAS can improve performance in such a scenario [63]. In
general, depending on the ratio of channel coherence BW to system BW, either time-domain or
frequency-domain adaptation is required to maximize the spectral efficiency, as shown in Table 3.1.

In this study FDAS consists of cross-layer optimization, as PHY layer measurements (CQI
reports) are used in resource allocation decisions at the MAC layer. Further, it involves multi-user
packet scheduling, and link adaptation based on bandwidth and/or power adaptation as well as
AMC. Similarly, HARQ is integral to the FDAS concept as it can improve the spectral efficiency
over a fading channel. FDAS can be classified into sub-carrier based adaptation and sub-band
based adaptation, depending on the scheduling resolution in the frequency domain.

45



46 Chapter 3

Table 3.1: The potential of spectral efficiency enhancement through the use of time/frequency-domain
scheduling and adaptation techniques, depending on the ratio of channel coherence BW to system BW.

coherenceBW
systemBW Time-domain adapta-

tion
Frequency-domain
adaptation

≥ 1 (Narrow band channel) Full potential No additional gain

¿ 1 (Wideband channel) Reduced potential Full potential

3.2.1 State-Of-The-Art of Sub-Carrier Based Adaptation for OFDMA

LA in time and frequency based on OFDM sub-carrier level granularity has been studied in detail
in literature, e.g., see [30], and the references therein. When an OFDM signal is transmitted over
a time-dispersive channel the different sub-carriers will experience diverse fading conditions, as
seen in Figure 1.6. In such a scenario an adaptive frequency-domain LA scheme will normally
select only those sub-carriers for transmission that are experiencing constructive fading [32]. An
example of a Threshold based LA scheme is illustrated in Figure 3.1, which does not allocate those
portions of system BW that are experiencing a lower SINR than the Threshold value.

According to theory, distribution of power according to the Water-filling principle maximizes
the capacity of an OFDM system [16]. It states that under a given power constraint the overall in-
formation rate of an arbitrary channel is maximized by transmitting more power where the channel
attenuation and noise are weaker. In other words, a higher transmission rate should be used when
the channel is experiencing favorable conditions and vice versa [30].

Several studies have proposed both optimal and sub-optimal resource allocation schemes for
OFDM, based on sub-carrier level granularity, see e.g., [23], [37], [50], [86], and the references
therein. For the single-user case resource allocation is normally divided into two steps, selection
of sub-carriers and the appropriate MCS (sub-carrier and bit loading) followed by adaptive power
allocation (power loading). Single-user adaptive resource allocation has been discussed in [87],
[88] while the multi-user scenario is investigated in [89], [50]. The proposed schemes typically
assign data rate to different sub-carriers on the basis of experienced SNR. Often sub-carriers with

Figure 3.1: Illustration of the resource allocation executed by a frequency-domain LA algorithm. The
Threshold based LA scheme does not allocate those portions of system BW where the channel quality is
below the Threshold value.
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very low SNR are not used at all. Similarly, the data rate adaptation per OFDM symbol is usually
done by varying the size of signal constellation, e.g., from Binary Phase Shift Keying (BPSK) to
256 Quadrature Amplitude Modulation (QAM) or even larger signal sets, [52].

Most of the previous studies are dealing with link-level performance of the adaptive schemes.
Further, they do not include features such as HARQ and channel coding in the analysis, which are
important in the context of modern wireless systems. Similarly, the impact of dynamic other-cell
interference is not included. Another significant limitation of these studies is that they mostly
assume ideal channel feedback on a sub-carrier basis, which cannot be achieved in practice. As
an example, using LTE assumptions there are 600 useful sub-carriers within the system BW of
10 MHz [14]. If a 5-bit CQI report (similar to HSDPA) is fed back for each sub-carrier every
0.5 ms, the required UL overhead will be 6 Mbps. Such a large overhead will significantly reduce
the useful data rate in UL. Moreover, the computational complexity of optimal sub-carrier based
loading algorithms is quite large, since resource allocation is a non-linear combinatorial optimiza-
tion problem in which there is no general approach to achieve optimality [90], [56].

The DL resource allocation in a cellular system needs to be updated frequently, due to factors
such as channel quality variation induced by mobility, traffic fluctuations and variations in the
inter-cell interference from neighboring cells in a reuse 1 network. If sub-carrier based resource
allocation is employed the DL control overhead (AT) will also become prohibitively large, as
the UE needs to be informed about the MCS format and power allocation on a sub-carrier basis.
Due to these practical concerns we will focus on the performance of sub-optimal sub-band based
adaptation techniques. This strategy has also been adopted in LTE [14] and WiMAX [15].

3.2.2 Sub-Band Based Adaptation

In order to reduce the signaling overhead and the complexity of DL resource allocation, the system
bandwidth is divided into a number of equal-width chunks/sub-bands, as illustrated in Figure 3.2.
Each sub-band, denoted as RB, consists of a fixed number of adjacent OFDM sub-carriers. The
granularity of adaptation and scheduling in the frequency-domain is determined by the RB width,
which implies that FDAS can allocate at most a single MCS and a single user to each RB.

The rationale behind sub-band adaptation is based on the observation that the channel trans-
fer factors and consequently the SNRs of neighboring sub-carriers are highly correlated. Thus,
only marginal performance degradation is expected by introducing blocks of sub-carriers which
are smaller than the channel coherence BW. Mathematically speaking, if the ratio of RB width

Figure 3.2: Relationship between system bandwidth and the RB width. In this example the RB width is in
the order of the coherence BW of the channel.
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Figure 3.3: System model for the multiuser adaptive OFDMA transmission scheme, where the minimum
scheduling resolution is one RB. The figure has been adapted from [91].

to coherence bandwidth is ¿ 1, each RB will experience nearly flat-fading characteristics, other-
wise frequency-selective fading is seen within the RB [19]. In the latter case some of the FDAS
potential will be lost as the SNR peaks will be reduced. To summarize, the RB size in time and fre-
quency should ideally be determined using the minimum coherence time (dependent on maximum
supported speed) and the minimum coherence bandwidth respectively. The trade-off between RB
width and the achievable FDAS performance will be investigated in this study.

A schematic diagram of the multi-user adaptive OFDMA transmission scheme is illustrated in
Figure 3.3, where K denotes the total number of active users, and N denotes the total number of
sub-carriers. At the transmitter, the serial data streams from the K users are fed into the RB-to-sub-
carrier mapping block. The assignment of UEs to RBs is determined by the FDAS algorithm, based
on factors such as the CQI reports. The adaptation process also determines the MCS format as well
as the power allocation for each RB. This information is used to configure the adaptive modulators
shown in Figure 3.3, and the input data is modulated accordingly. The complex symbols at the
output of the adaptive modulators are transformed into time-domain samples by the IFFT block.
Next, a cyclic prefix is prepended to each OFDM symbol to ensure orthogonality in a multipath
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environment. The transmit signal then passes through separate frequency selective fading channels
to the scheduled UEs.

At the receiver, the cyclic prefix is removed to eliminate ISI, and the time samples of the Kth
user are transformed by the FFT block into modulated symbols. The MCS format and power
allocation information carried by the DL control channel (AT) is used to configure the adaptive
demodulators, while the RB allocation related information is used to extract the demodulated bits
from the sub-carriers assigned to the Kth user.

3.2.2.1 State-Of-The-Art of Sub-Band Based Adaptation

Sub-band based adaptation for a single-user OFDMA scenario has previously been investigated in
[92]. It has been reported that the throughput performance of such a scheme is quite similar to the
sub-carrier bit loading algorithms, and is achieved at a fraction of the computational complexity
as well as signaling overhead. This study is based on the HIPERLAN/2 system and employs a
discrete set of MCS values.

In [93], a sub-band based adaptation algorithm has been proposed for the multi-user OFDMA
scenario. The algorithm minimizes the total required transmit power while satisfying multiple
users data rate and BER requirement. This link-level study reports a gain of 4 dB in average bit
SNR over the non-adaptive scheme. The computational complexity of the proposed algorithm
is still quite large due to the joint optimization of sub-carrier/bit allocation and power allocation
under the total power constraint. The simulation assumptions are based on the Wireless LAN IEEE
802.11a system. The analysis is based on relatively low number of sub-carriers, e.g., around 50.

In [91] and [90] decentralized multiuser resource allocation algorithms have been proposed
where each UE attempts to occupy the sub-band with the highest average channel gain. These
studies propose techniques to resolve conflicts arising from multiple users staking claim to the
same sub-band. Further, each user is allocated an equal number of sub-bands, and adaptive modu-
lation is applied on a sub-band basis. Simulation results show a gain in link-level SNR of around
3 dB-4 dB over the non-adaptive scheme. Further, these studies do not include the gain from chan-
nel coding and HARQ combining.

In [94] the potential of multi-user frequency-domain adaptation and scheduling based on the
sub-band approach has been investigated under realistic system assumptions. This system-level
study concludes that significant gains are possible in terms of both cell throughput (around 70%)
and data-rate fairness over time-domain only scheduling. However, some of the assumptions are
not in line with LTE, e.g., the system BW is set at 100 MHz. Moreover, single-user optimization
is not included in the analysis. Further, the impact of factors such as speed, HARQ management
strategy, limited CQI, antenna configuration, deployment scenario, etc., have not been investigated
in [94]. Thus, it appears that sub-band based adaptation for OFDMA radio access can provide an
attractive trade-off between complexity and performance. We now proceed to undertake a detailed
analysis of this technique, based on a modern cellular system framework.
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Table 3.2: Classification of the investigated scenarios based on the FDM order.

FDM order Scheme

1 FDLA, Ref

> 1 FDPS

3.3 Investigated FDAS Scenarios

Two general FDAS scenarios are included in the analysis, which differ in terms of the allowed
FDM order, i.e., number of users that can be multiplexed in frequency, on a TTI basis. These are
Frequency-Domain Link Adaptation (FDLA), and Frequency-Domain Packet Scheduling (FDPS).
In order to determine the potential of the FDAS schemes over time-domain only adaptation and
scheduling a suitable design for the Reference (Ref) scheme has been proposed. The classification
of the investigated scenarios is given in Table 3.2.

3.3.1 Frequency-Domain Link Adaptation - Definition

In this scenario, the eNode-B is allowed to transmit to only a single-user in each TTI. The user
selection criterion is dependent on the time-domain PS algorithm, e.g., opportunistic scheduling
in time. The transmission parameters over the radio link, e.g., RB indices, transmit power for each
RB, MCS, are determined by the FDLA algorithm [46].

3.3.2 Frequency-Domain Packet Scheduling - Definition

FDPS or frequency localized transmission refers to the scenario where the scheduler can exploit
multi-user diversity in time and frequency, i.e., user multiplexing in frequency is allowed. The
packet scheduler interacts with LA and HARQ entities to determine the mapping of UEs to RBs.

3.4 Reference Scheme - Definition

The performance of the FDLA and the FDPS schemes is compared against the Ref scheme, which
is characterized by frequency-blind transmission to a single UE on a TTI basis. In this case the
CQI overhead can be reduced to a single wideband report per UE, similar to HSDPA. Thus, the
CQI overhead is limited to e.g., 5 bits/CQI report [2], resulting in the CQI rate of 10 kbps. In terms
of scheduling the Ref scheme can benefit from opportunistic scheduling in time-domain. The aim
is to optimize the design of the Ref scheme, in order to make a fair comparison with the FDAS
schemes.
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Figure 3.4: Pseudo-code of the FDLA-EP algorithm, based on Matlab notation. The output of the algo-
rithm is the set of optimal transmit parameters {İ∗, Ṗ∗}, as given by (3.1).

3.5 FDLA Algorithm Design

Sub-band based FDLA for an OFDMA system has been investigated previously in [95], [92] and
[96]. The key components of adaptive LA design are the determination of adaptation thresholds,
adaptation rate and the choice of a suitable CQI metric [96]. Adaptation thresholds are required to
switch between the available transmission modes, e.g., MCS formats.

The FDLA algorithm aims at optimization of the transmit throughput under the constraints of
total power and the target first transmission BLER. As mentioned earlier in Section 2.5, the FDLA
algorithm selects the appropriate set of transmit parameters, given by {İ∗, Ṗ∗, ˙MCS

∗}, for each
UE. The decision is based on available CQI reports, as well as HARQ status. As we will be using
the modified Shannon Theorem based model for AMC the ˙MCS term is ignored in the analysis
hereafter.

Two FDLA algorithms are proposed that differ in terms of the power allocation strategy. These
are the simple equal-power distribution based scheme and the advanced Water-filling power dis-
tribution [81] based FDLA algorithm.

3.5.1 Equal-Power Distribution Based FDLA

The equal-power based link throughput optimization (FDLA-EP) is given by:

{İ∗, Ṗ∗} = argmax
İ,Ṗ

{
TP eff, FDLA−EP

(
˙CQI, İ, Ṗ

)}
, (3.1)
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Figure 3.5: Illustration of the power distribution in the frequency-domain based on the FDLA-WF scheme.
The figure is based on the slides prepared by T. E. Kolding.

based on the following power allocation strategy:

P ∗n =

{
1

nActRBs · P total if I ∗n = 1 ,

0 otherwise .
(3.2)

The terminology has been introduced earlier in Section 2.5. The SINR of RB n used in LA is
denoted by SINR la,n, and given by (2.4), where SINRn is replaced by CQI n. Further, if OLLA
is enabled CQI n is adjusted according to the OLLA offset, as described in Subsection 2.5.2. In
case of single-block transmission, TP eff, FDLA−EP = TPSB , and (2.5) is used to calculate the
supported throughput. Similarly, (2.6) gives the total throughput when multi-block transmission is
employed. The pseudo-code for the FDLA-EP algorithm is given in Figure 3.4. This scheme has
been used in most of the LTE contributions, since it is relatively simple to implement and it can
limit the interference variations in the cellular network.

3.5.2 Water-Filling Power Distribution Based FDLA

According to the Water-filling scheme the power on the nth RB is given by [38]:

P ∗n =

{
c 0 − 1

SINR n
if

(
c 0 − 1

SINR n

)
> 0 ,

0 otherwise ,
(3.3)

where c 0 is the water-level that must be chosen according to the total power constraint:

P total =
nRBs∑

i=1

P ∗n . (3.4)

The RB allocation vector (İ∗) is determined from the knowledge of Ṗ∗, as follows:

I ∗n =

{
1 if P ∗n 6= 0 ,

0 otherwise .
(3.5)

Figure 3.5 depicts the working of the FDLA-WF algorithm. It potentially requires additional DL
control overhead, in order to communicate the unique reference power on each RB to the UE. The
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Figure 3.6: Pseudo-code of the FDLA-WF algorithm, based on Matlab notation.

power allocation is quantized to a finite resolution, denoted by resWF . The quantization process
is carried out as follows:

P̄ n = round
(

P ∗n
resWF

)
· resWF ,

P̂ n =

(
P̄ n∑nActRBs

i=1 P̄ n

)
· P total , (3.6)

where P̄ n and P̂ n denote the power after quantization and normalization respectively. It is clear
that the FDLA-WF algorithm will only be used in practice if it can provide a significant perfor-
mance gain over the FDLA-EP scheme. The pseudo-code of the FDLA-WF algorithm is shown in
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Figure 3.6.

3.5.3 Gain Potential of FDLA-WF Over FDLA-EP, based on a Simple Two-Channel
Model

We now evaluate the gain potential of the FDLA-WF algorithm over the FDLA-EP scheme, using
a simple two-channel model and for the single user case. Channel 1 or RB 1 is characterized by
SINR1, provided that Ptotal

2 is used as the reference power. Similarly, Channel 2 is characterized
by SINR2, based on the reference power being equal to Ptotal

2 . Without loss of generality we will
assume that SINR1 > SINR2.

The optimum power allocation based on the FDLA-WF algorithm can be found by using (3.3),
as follows:

P1 = max

(
0, min

(
1, 0.5 · Ptotal ·

( 1
2 · SINR2

− 1
2 · SINR1

+ 1
)))

, (3.7)

P 2 = Ptotal − P1 . (3.8)

The normalized capacity achieved by the different FDLA algorithms is given by:

Figure 3.7: (a) The variation of the FDLA-WF power setting on the best channel relative to the total power,
for a simple two-channel model. (b) The capacity gain of the WF power allocation relative to the EP power
allocation scheme.
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Figure 3.8: Impact of resWF on the FDLA-WF performance. The legend in this figure is the same as that
used in Figure 3.7.

CFDLA−EP = log 2
(
1 + SINR1

)
+ log 2

(
1 + SINR2

)
, (3.9)

CFDLA−WF = log 2
(

1 +
P1 · 2 · SINR1

Ptotal

)
+ log 2

(
1 +

P2 · 2 · SINR2

Ptotal

)
. (3.10)

Figure 3.7 (a) shows the optimum FDLA-WF power for the best channel relative to the to-
tal power

(
P1

Ptotal

)
, while Figure 3.7 (b) illustrates the capacity gain of the WF power allocation

over the EP allocation scheme. These results indicate that the optimum power setting on the best
channel depends on the absolute power level of Channel 2. It is more useful to allocate larger
proportion of the power on Channel 1 when SINR1 is low, due to the near-linear mapping between
SINR and throughput, as given by the Shannon theorem. Further, when SINR1 = SINR2, the EP
algorithm provides optimum performance. The theoretical maximum capacity gain of WF power
allocation over the EP allocation for the simple channel model considered here is 3 dB, which is
obtained from (3.9) and (3.10).

Figure 3.8 illustrates the impact of the resWF parameter on performance, based on the simple
two-channel model. The results show that it is difficult to predict the behavior without a detailed
numerical evaluation, due to the iterative nature of the WF algorithm. In general, there are several
values of resWF that can provide the optimum performance.
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In addition to the equal power and water-filling schemes, the inverse water-filling power
distribution scheme has also been investigated in [46]. The study has shown that the equal-
power scheme provides the best trade-off between performance and complexity, especially under
frequency-selective fading conditions.

3.6 Link Adaptation for the Reference Scheme

The Ref scheme is based on transmission to a single user in each TTI. The selection of the user is
based on the scheduling policy. LA for the Ref scheme is based on frequency-blind transmission.
Thus, the transmit throughput is given by:

TPRef = BW · log 2

(
1 + min

(
SINR block, 1

104/10
, 1018/10

))
, (3.11)

where SINR block, 1 is the single-block geometric average SINR evaluated over the entire system
BW.

3.7 Selection of the Averaging Technique for LA

Earlier we have mentioned that the geometric averaging technique has been employed to calculate
the CQI in (2.1), as well as to calculate the effective SINR over a RB (SINR i) in (2.3). We
now present results to support the selection of this averaging technique. The performance of the
FDLA-EP algorithm is evaluated for both single and multi-block transmission cases. Further, in
terms of averaging techniques linear and geometric averaging are investigated.

The 10 MHz bandwidth is divided into 24 RBs, which used to be the default assumption in
LTE. The current assumption is that there are 50 RBs within 10 MHz. However, only 25 CQI
reports are forwarded by the UE, in order to reduce the CQI overhead. Further, the TTI duration
has now been increased to 1.0 ms [14]. Note that we have not used these new settings in the initial

Figure 3.9: Average user throughput as a function of the G-factor, based on the 1x2 antenna scheme, RR
scheduler and Macro case 1 scenario.
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evaluation of FDAS. We do not expect the new parameter settings to have a major impact on the
conclusions. This is also supported by the latest reported LTE system-level results, e.g., see [97].

A simplified simulation methodology has been used in this analysis. An imaginary chan-
nel model is employed, which is highly frequency-selective, e.g., each RB is experiencing ideal
Rayleigh fading statistics. Further, the fading is assumed to be independent between the RBs. The
simple infinite buffer traffic model is employed in this analysis. Time-domain scheduling is based
on the simple RR priority metric. The simulation methodology consists of the following steps:

1. The per RB SINR statistics are calculated for a UE, and adjusted by the G-factor (G), as-
suming ideal OFDM reception. Further, it is assumed that the channel is constant over the
entire code block.

2. The average throughput of the UE at a given G-factor is obtained using Monte Carlo real-
izations of the channel. It is assumed that the per RB CQI is instantaneously available at
the eNode-B without any measurement errors and with infinite resolution. Further, perfect
reception of the DL and UL control channels is assumed. In terms of LA it is assumed
that the system can perform ideal mapping of SINR to throughput according to the Shannon
Theorem. The throughput is calculated on the basis of the selected block-encoding scheme,
i.e., SB or MB.

3. The average cell throughput is computed by conditioning the average user throughput ob-
tained in the previous step with the G-factor distribution for the Macro case 1 scenario.

Figure 3.9 illustrates the spectral efficiency as a function of the G-factor, for the FDLA-EP
algorithm. From theory, the MB transmission scheme is optimal in terms of throughput. However,
in Figure 3.9 it is seen that the linear averaging technique together with SB transmission gives
a higher spectral efficiency than the MB case, when the G-factor is above 0 dB. The curve for
geometric averaging together with SB transmission is just below the MB curve. Similar trends
were observed with the FDLA-WF algorithm. It was concluded that the linear averaging technique
gives an optimistic estimate of the throughput performance when it is used in conjunction with the
Shannon Theorem. Therefore, the geometric averaging technique will be employed in the single-
cell model based evaluation.

3.7.1 Cell Throughput Gain of FDLA over Reference based on Ideal System Set-
tings

Next, we evaluate the cell throughput gain of FDLA over Ref based on ideal system settings.
The analysis will be used to benchmark performance results that will be obtained from the more
detailed system model. The simplified simulation methodology introduced in Section 3.7 will be
employed here.

Figure 3.10 illustrates the cell throughput gain of FDLA over Ref for both SB and MB trans-
mission schemes. Further, results for the 1x1 and the 1x2 MRC antenna configurations have been
shown. Interestingly, FDLA-WF can only provide a marginal gain over FDLA-EP, that also when
MB transmission is employed. These trends are supported by the findings based on theory that
have been published in [32]. Further, MB transmission cannot provide a significant gain over SB
transmission, e.g., below 5 %. The cell throughput gain of FDLA over Ref is in the order of 15%
- 20% for the 1x1 case, and around 3% - 5% for the 1x2 case, depending on the block encoding
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scheme. In the 1x2 MRC case the 3 dB array gain from coherent combining together with the
diversity gain is able to stabilize the channel dynamics, thus reducing the gain potential of FDLA.

The low throughput gain of FDLA-WF over FDLA-EP can be explained on the basis of the
Macro-cell G-factor distribution shown in Figure 2.15 and the performance curves of Figure 3.7.
The majority of the UEs experience a G-factor in the range of -2 dB to 10 dB. Further, as a result of
FDLA the SINR of the selected RBs is usually above the G-factor. In the region around G = 0 dB
the FDLA-WF gain over FDLA-EP is around 5%, as seen in Figure 3.7, unless the algorithm
schedules RBs with significantly different SINR conditions, e.g., a difference of 5 dB - 10 dB in
the SINR of selected RBs. This event will happen rarely due to the presence of several RBs with
similar channel quality. Further, the power constraint will also restrict the possibility of allocating
RBs with significantly different channel quality.

Figure 3.11 illustrates detailed performance results with FDLA. Figure 3.11 (a) shows the
throughput gain of FDLA over Ref, as a function of the G-factor. It is observed that FDLA is
mainly a coverage enhancing mechanism, since the performance improvement over frequency-
blind transmission is mainly seen at low G-factor values. The results can be explained on the basis
of the Shannon Theorem, which tells us that at low SINR values it is beneficial to trade bandwidth
for improvement in SINR, due to the near-linear mapping of SINR to throughput in this region.
However, when the SINR is high it is better to transmit on the maximum possible bandwidth (due
to the non-linear mapping of SINR to throughput in this region).

Figure 3.11 (b) depicts the number of RBs scheduled by FDLA as a function of the G-factor,
for the 1x2 antenna configuration and MB transmission. As the RB quality can easily vary by
around 10 dB for a given G-factor, the FDLA algorithm optimizes the throughput by allocating
fewer RBs at low G-factor values. Further, due to the additional degrees of freedom available to
the FDLA-WF algorithm (in the power domain) its RB allocation is greater than the FDLA-EP
scheme when the G-factor is low. This translates into a marginal throughput gain over the FDLA-
EP scheme, as seen in Figure 3.10. However, the trends are reversed when SB transmission is
utilized, as WF power distribution is no longer the optimal solution.

Figure 3.10: Cell throughput gain of FDLA over Ref based on ideal system settings, RR scheduler and
Macro case 1 deployment scenario.
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Figure 3.11: (a) Throughput gain over Ref as a function of the G-factor. The results are obtained for
multi-block transmission. (b) Average number of RBs allocated as a function of the G-factor and the FDLA
algorithm. The results are shown for MB transmission and the 1x2 antenna configuration.

3.8 Design of the Frequency-Domain Packet Scheduler

The optimal solution to the multiuser resource allocation problem for an OFDMA system is well
known, e.g., see [54]. It requires joint optimization over all the available domains, i.e., exhaustive
search over all possible combinations of transmit parameters and users. Further, WF power distri-
bution is needed across the user domain. Optimal multi-user resource allocation at the sub-carrier
level granularity is not a feasible solution, for complexity reasons [56]. Further, the optimal so-
lution does not include the inter-user fairness aspect, which is important in a practical scenario.
Similarly, the theoretical approach does not include the impact of HARQ constraints. The solution
for practical scheduler design proposed in the thesis is to decouple the overall scheduler into a
time-domain (TD) part followed by the frequency-domain (FD) part, as illustrated in Figure 3.12.

Scheduling consists of the following simple two step algorithm: in Step # 1, the TD scheduler
selects a sub-set of N users from the available users in the cell, which are frequency multiplexed
by the FD scheduler in Step # 2 [59]. This framework is attractive from a complexity point of view,
since the FD scheduler only has to consider frequency multiplexing of maximum N users per TTI.
The value of N is set according to potential DL signaling constraints as well as the number of



60 Chapter 3

Figure 3.12: Packet scheduler framework illustrating the split between the time-domain scheduling and
the frequency-domain scheduling parts [59].

RBs in the scheduling bandwidth. Assuming that the number of users in the cell, D, is larger than
N , i.e., (D > N ), the TD scheduler provides the primary mechanism for controlling inter-user
fairness, while the FD scheduler mostly tries to optimize spectral efficiency per TTI, given the
input from the TD scheduler. Note that the overall scheduler performance will be sub-optimum
due to the limited user diversity order at the FD scheduler. Although the scheduling framework
consists of two successive steps, there is in many cases a dependency between the TD and the
FD schedulers. This is especially the case for those TD schedulers which depend on average
delivered throughput to users in the past (i.e., dependent on the FD scheduler decisions). Given
this scheduling framework, the QoS aware scheduling algorithms studied for WCDMA/HSDPA
[2] are also applicable for the TD scheduler in Step # 1, with minor modifications.

3.8.1 TD Scheduling Policies

The TD scheduler in Figure 3.12 selects the N users with the highest scheduling priority for
subsequent FD scheduling, where N is a parameter for the TD scheduler. Let us denote the in-
stantaneously supported throughput of user m as r̂m[n]. It is obtained from the LA unit assuming
simple full bandwidth transmission, with the eNode-B transmit power divided equally among all
the RBs. For each TD scheduler variant we define a priority metric for each user m, denoted by
Pm. The scheduler selects those N users that at the scheduling time have the highest value of the
priority metric. With a view to investigate the trade-off between cell throughput and coverage, the
following TD scheduling priority metrics have been considered in the study:

• Time-Domain Round Robin (TD-RR) - This scheduler allocates an equal amount of time to
each UE. In other words, the scheduler distributes the time resource among users in a fair
manner.

• Time-Domain Proportional Fair (TD-PF) -

Pm =
r̂m[n]
Tm[n]

, (3.12)

where Tm[n] denotes the average delivered user throughput in the past, calculated by the
recursive method outlined in [41], also given by (2.16), and n denotes the current scheduling
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Figure 3.13: The investigated FD scheduler user-multiplexing scenarios, exemplified using 4 UEs.

interval. The average delivered throughput is based on transmitted (but not acknowledged)
throughput.

• Time-Domain Maximum Throughput (TD-MT) -

Pm = r̂m[n] . (3.13)

This scheduler prioritizes users that are closer to the eNode-B. However, it provides poor
inter-user fairness.

• Time-Domain Blind Equal Throughput (TD-BET) -

Pm =
1

Tm[n]
. (3.14)

This scheduling policy aims at maintaining an equal delivered throughput among all the
users, irrespective of their location in the cell. Unlike the previous schedulers, it does not
require a priori knowledge of the radio channel.

The set of users considered by the TD scheduler includes both users with new data as well as those
with pending retransmissions. Further, users with pending retransmissions are not prioritized by
the TD scheduler.

3.8.2 FD Scheduler Design

FDPS requires additional control overhead (AT) in the DL to inform the UEs about the transport
format, e.g., RB allocation, MCS. The AT overhead is mainly dependent on the allowed user
multiplexing flexibility at the FD scheduler. Further, the signaling information bits are typically
much less spectrally efficient than data-channel bits, due to limited encoding and lack of Hybrid
ARQ. Thus, besides the fully flexible FDM solution, denoted as F-FDM, we propose another
solution which limits the AT overhead by applying restrictions on the FD scheduler. In this scheme
the FD scheduler is restricted to allocate only adjoining RBs to a single UE. The technique is
denoted as the adjacent allocation (A-FDM) scheme [98]. The two FD scheduler multiplexing
scenarios are illustrated in Figure 3.13, and their main characteristics are listed in Table 3.3.
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Table 3.3: The main characteristics of the F-FDM and the A-FDM scheduling techniques.

F-FDM A-FDM

Full user selection diversity in the
frequency-domain

Limited user selection diversity in
the frequency-domain

Full averaging diversity in the
frequency-domain

Limited averaging diversity in the
frequency-domain

Complex AT implementation Simple AT implementation

Known optimization techniques Complicated optimization pro-
cedure due to the additional
constraint

Next, we evaluate the AT overhead of the considered FDPS schemes. It is assumed that the
number of supported RBs is known to the UE through broadcast of the system information. It
is possible to encode the AT information either in a joint manner in which case the entire AT
can be decoded by each UE, or separately for each UE based on code multiplexing. In case of
joint encoding, the information about the total number of UEs in the current allocation is known,
and it can be used to reduce the AT overhead. For the A-FDM case with joint encoding the UE
only needs to know the starting index of its RB allocation, while for F-FDM the complete RB
allocation pattern has to be sent. The resulting control overhead for both FDPS schemes using
joint and separate encoding of the AT is illustrated in Figure 3.14. Taking the 24 RBs case as
a reference, numerical evaluation shows that F-FDM requires an increase in DL overhead of up
to 190% for joint encoding, and 140% for the separate encoding case (i.e., UDO=5). Due to the
significant savings in DL overhead we will also include the A-FDM scheme in the analysis. In
LTE the separate encoding scheme has been selected for AT transmission [14].

The goal of the FD scheduler is to determine the mapping of the N users to the available RBs.
Since we will not be considering the explicit scheduling of HARQ processes initially, the design
of the FD scheduler is simplified. The strategy used to manage HARQ retransmissions will be
described in Chapter 7. In order to gain from the multi-user frequency diversity it is desirable to
map users to those RBs where they experience relatively good channel quality. Let us denote the
instantaneous throughput of user m on RB b by r̂m,b[n]. This throughput estimate is obtained from
link adaptation based on the CQI report for the particular RB and assuming equal power per RB.
Given this starting point we investigate the performance of the following FD scheduler options:

• Frequency-Domain Equal Resource (FD-ER) - The scheduler picks user m′ for scheduling
on RB b which maximizes

m′ = arg max
m

{r̂m,b[n]} , (3.15)

subject to the constraint that a maximum of d(nRBs/N)e RBs are allocated to each user,
i.e., equal distribution of RBs among the FD multiplexed users.

• Frequency-Domain Proportional Fair (FD-PF) - It is an extension of the time domain PF
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Figure 3.14: (a) The DL control overhead resulting from the joint encoding of the AT, as a function of the
number of multiplexed UEs. (b) The DL control overhead based on separate encoding of the AT information
to each UE.

scheduling, where the priority metric is given by:

m′ = arg max
m

{
r̂m,b[n]
Tm[n]

}
. (3.16)

• Frequency-Domain Throughput-to-Average (FD-TA) - In order to investigate the fairness
potential of FD scheduling we consider the following priority metric:

m′ = arg max
m

{
r̂m,b[n]
r̂m[n]

}
, (3.17)

where r̂m[n] denotes the instantaneous supported throughput based on full BW transmission.
The aim of this priority metric is to improve the working of the FD-PF scheduler, by avoiding
the dependency on the average throughput term (Tm[n]). The average throughput, which
is calculated using a recursive method [41], can experience variations that can affect the
fairness performance of the traditional PF scheduler.

3.8.3 Theoretical Gain Potential of FDPS Over Ref

We now evaluate the theoretical gain of F-FDM over Ref, based on ideal Rayleigh fading statistics
on each RB. In this evaluation the F-FDM scheduler is allowed to allocate each RB to the user with
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Figure 3.15: Throughput gain of F-FDM over Ref, based on theory.

the best channel quality. Thus, the working principle of F-FDM is similar to Selection Diversity
from antenna theory [28]. The mean per-RB SNR after F-FDM scheduling (γ s) based on Selection
Combining is given by:

γ s = Γ ·
UDO∑

k=1

1
k

, (3.18)

TP F-FDM =
nRBs∑

k=1

BWRB · log 2
(
1 + γ s

)
, (3.19)

where Γ denotes the per-RB average SNR before scheduling, UDO denotes the number of users
in the cell, TP F-FDM denotes the throughput after FDPS, and BWRB denotes the RB bandwdith. It
is assumed that all the users experience the same average SNR conditions. Further, the signals are
assumed to be uncorrelated on the RBs.

Figure 3.15 illustrates the variation in throughput gain of F-FDM over Ref as a function of the
average per-RB SNR. The throughput is based on the Shannon Theorem, and the F-FDM scheduler
always uses the entire bandwidth for transmission. Three curves have been shown in Figure 3.15,
representing different settings of the UDO parameter. The key difference between FDPS and
FDLA is that FDPS does not depend on bandwidth reduction for the improvement in SNR. Thus,
in contrast to Figure 3.11 (a), FDPS can provide a significant improvement over Ref even at high
SNR values, depending on the UDO. However, at low SNR values a sight deterioration in the gain
is seen in comparison to Figure 3.11 (a), as FDLA has not been used on top of FDPS in the current
analysis. Further, in general the FDPS gain is improved with UDO, as a result of the increase in
the multi-user diversity order.

3.8.4 Potential of Different LA Techniques Together With FDPS

Once the FD scheduler has determined the mapping of UEs to RBs, it is the task of LA to determine
the final transport format. Depending on the allowed flexibility, several adaptation mechanisms are
available. We will perform a preliminary analysis of these mechanisms, which are as follows:
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Figure 3.16: (a) Spectral efficiency performance of different EP distribution options together with FDPS,
based on the 1x2 receiver. (b) Spectral efficiency performance of different FDLA-WF options versus G-
factor. The results are based on the 1x2 receiver.

• Full BW, single-block transmission, and equal power distribution (Full BW/SB/EP)- In this
case LA transmits on all the RBs selected for the given UE by the FD scheduler. Since the
FD scheduler divides the entire BW among active UEs this scheme is characterized by full
BW transmission. The division of power among UEs is based on the proportion of allocated
RBs to each UE, e.g., if the number of RBs allocated to the mth UE is L, then the power
available to this UE is given by:

Powm =
( P total

nRBs

)
· L . (3.20)

Further, the power given by (3.20) is divided equally among the allocated RBs. In terms of
block encoding SB transmission is employed.

• Full BW, multi-block transmission, and equal power distribution (Full BW/MB/EP) - It is
similar to the previous case, except that MB transmission is allowed.

• Optimized/variable BW transmission, based on the FDLA-EP scheme and single-block
transmission (Var BW/SB/EP) - In this case the FDLA-EP algorithm determines if it is
optimum to transmit on all the RBs allocated to a certain UE by the FD scheduler. Further.
only a single TB is allowed, and the distribution of power among the UEs is given by (3.20).

• Optimized BW transmission, based on the FDLA-EP scheme and multi-block transmission
(Var BW/MB/EP) - It is similar to the previous case, except that MB transmission is enabled.
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Figure 3.17: Cell throughput gain of F-FDM Full BW/SB/EP over Ref for the Macro case 1 scenario.

• Optimized BW transmission, based on the FDLA-WF algorithm and single-block transmis-
sion (Var BW/SB/WF).

• Optimized BW transmission, based on the FDLA-WF scheme and multi-block transmission
(Var BW/MB/WF).

The preliminary investigation of these schemes is based on the simplified system-model de-
scribed earlier in Section 3.7. The evaluation is based on the F-FDM technique and assumes that
there are always N = 3 UE’s available at the FD scheduler at any given G-factor. The TD and
FD scheduling metrics are based on the PF principle, given by (3.12) and (3.16) respectively. Fig-
ure 3.16 illustrates the spectral efficiency versus G-factor for the different LA options. As seen
in Figure 3.16 (a), there is marginal difference between the performance of Full BW and Var BW
cases, as well as between SB and MB transmission, when FDLA-EP is applied. Further, simi-
lar trends are observed for the FDLA-WF scheme, shown in Figure 3.16 (b). The reason for the
observed behavior is that the F-FDM scheme inherently operates at a high SINR value, and the
possibility to improve its performance further through advanced LA techniques is very limited.
The FD scheduler selects the best RBs for a given user, and these are likely to be similar in quality.
The SINR of the selected RBs can be 3 dB - 5 dB higher than the G-factor, even for a moderate
UDO. Considering the G-factor range for the Macro case 1 scenario, the potential of FDLA on
top of F-FDM is limited. Based on this analysis the Full BW/SB/EP option is selected for fur-
ther investigation of FDPS, which is also the preferred transmission mode in LTE [14]. Similar
recommendations have been made by other related studies, e.g., see [99].

The cell throughput gain of FDPS over Ref is shown in Figure 3.17, assuming UDO is equal
to 10. Here, the Ref scheme is also based on the TD-PF scheduler, in order to make a fair com-
parison. The modeling of the Ref scheme assumes perfect PF scheduling, where each UE is active
1/K of the time when the channel conditions are best (UDO=K). The average throughput at a
given G-factor based on the PF scheduler is calculated by using the best 1/K throughput sam-
ples. Preliminary analysis based on the simplified system model indicates significant potential of
FDPS, e.g., it can provide a capacity gain of around 100% over Ref. Note that this is an optimistic
estimate of the FDPS gain potential, due to the ideal assumptions.
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Figure 3.18: Impact of time-domain averaging on RB SNR estimation error.

3.9 Design of Low Bandwidth CQI Schemes Enabling FDAS

The gain potential of the FDAS schemes depends significantly on the quality of CQI reports.
Further, ideal CQI signalling on a RB basis is not practically achievable due to the limited number
of pilot symbols, as well as the overhead concerns. It is clear that the CQI feedback needs to be
minimized since it consumes resources that would otherwise be used for transmission of useful
data in UL. The accuracy of the CQI report depends mainly on three factors: (1) Available number
of pilot symbols within the RB, pilot pattern, and measuring time, (2) Signaling resolution of the
CQI report, denoted by resSinr, and (3) Delay from the instant CQI is measured at the UE until
it is used by the eNode-B in scheduling decisions [72].

We consider periodic CQI reporting in the study, which has also been selected in LTE [14].
This technique was earlier employed in WCDMA/HSDPA, where the CQI measurement is con-
ducted over a 5-MHz bandwidth and a 2 ms period. For LTE with the shorter sub-frame size we
can expect significantly larger error levels when considering only a single RB, since the bandwidth
is also significantly lower, e.g., 375 kHz.

To quantify the impact of available pilot symbols on the accuracy of CQI estimation, a set of
idealized simulations have been conducted. The simulations were based on the AWGN channel,
and ideal channel estimation. For this setup, the pilot symbol pattern selected for LTE and de-
scribed in [14] was used. Based on this setup, an average of 8.33 pilot symbols per sub-frame and
per RB are available for CQI estimation. Further, the estimation of CQI is based on an unbiased
estimate of the standard deviation (std.) of the noise samples received at the time-frequency loca-
tions of the pilot symbols. The numerical results are shown in Figure 3.18. By introducing time
domain averaging the effective number of pilot symbols is increased, thus improving the per RB
estimation accuracy of the noise power, as shown in Figure 3.18. Simulations show that averaging
over the full system bandwidth of 10 MHz and over the sub-frame duration yields a log-normal
std. of approximately 0.4 dB. However, in the absence of any time-averaging the error in CQI
estimation over a single RB can be quite large, e.g., up to 2.5 dB.
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To lower the CQI bandwidth, a generic approach is to lower the rate at which the UE reports
its channel quality. The basic CQI reporting loop is shown in Figure 3.19. The UE reports the
frequency selective channel quality every ∆ cqi sub-frames, and the reported value is based on
a time averaging over the past W cqi sub-frames. The averaging window need not be limited in
practice to a per-sub-frame resolution. Once the UE has transmitted the CQI report, it takes some
processing time before the eNode-B is able to utilize it in LA and scheduling. This processing
delay is denoted by D cqi. It is evident that ∆ cqi can be increased directly to save CQI signalling
bandwidth at the expense of LA and PS delays.

By increasing the averaging window, W cqi, we average the CQI measurement noise and im-
prove the CQI measurement accuracy. It is clear from Figure 3.18 that a large potential is available
from increasing the averaging window duration. On a negative note, averaging causes more effec-
tive LA and PS delay since we base current CQI estimate on older samples. Further, averaging
reduces the channel dynamics, which create the multi-user diversity gain in the first place. From
a signalling perspective, it is best to consider the mobility requirements and then employ as much
averaging as possible on the UE side. An alternative approach is to let the UE send frequent reports
and then conduct the CQI averaging in the eNode-B. The latter clearly yields a more flexible and
dynamic solution from a network and multi-user perspective, but has an inherent penalty in terms
of signalling overhead [72]. Hence, for this study we consider only the cases where W cqi ≤ ∆ cqi.
For WCDMA/HSDPA, the maximum CQI reporting rate is 5 bits per 2 ms per 5 MHz which scales
to an equivalent of 10 kbit/s for LTE based on a TTI duration of 0.5 ms. This is taken to be a rea-
sonable amount of CQI overhead, and it is sufficient to support the Ref scheme.

Based on Figure 3.19, the experienced LA delay after averaging and processing of the CQI
reports is modeled as follows [72]:

DLA = d(max{W cqi, ∆ cqi}/2 + D cqi)e (sub-frames) . (3.21)

At the UE, the SINR measurement is formatted and compressed into a finite number of bits (called
the CQI word) before being reported to the eNode-B. The dynamic range of allowed LTE modu-
lation and coding schemes from QPSK with excessive coding to 64QAM with marginal coding is
approximately 25 dB [62], which means that N abs = 5 bits are needed to signal the CQI report
with 1 dB resolution [49]. Further, the received CQI word is also subject to errors due to imperfect
decoding of the received signal [97]. However, this aspect is not included in the analysis.

The most straightforward way to implement CQI is to send an absolute SINR for every single
RB. This technique is denoted as the Absolute-CQI (AB-CQI) scheme. The AB-CQI approach
has the drawback that it will require a lot of signaling bandwidth but very accurate channel quality

Figure 3.19: The CQI measurement and reporting process.
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Figure 3.20: Illustration of the CQI schemes considered in this study.
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information is available for scheduling. We investigate CQI overhead reduction using the signaling
of offset information in comparison to the signaling of absolute value of SINR. The following CQI
schemes enabling both FDLA and FDPS are considered:

• Absolute-CQI (AB-CQI) - The absolute value of SINR measured at each RB is transmitted
to the eNode-B using N abs bits. This is the ideal CQI signaling scheme from the perspective
of FDAS performance. It is illustrated in Figure 3.20 (a).

• Ref (Ref-CQI) - The Ref scheme is based on frequency-blind transmission. Thus, a single
CQI report is sufficient to signal the wideband channel quality, using N abs bits.

• Offset-CQI (OF-CQI) - We propose to reduce the bandwidth of the AB-CQI scheme by
utilizing offset signaling. The absolute SINR value of the best RB is signaled using N abs

bits. Next, the relative SINR offset of each RB from the best RB is calculated and signaled
using offset signaling. Further, N off bits are utilized for offset signaling. If the offset of a
certain RB is greater than the maximum defined offset, an out-of-range indication is signaled
for this RB [67], [100].

When transmitting a CQI report there is the option of having both dynamic length and fixed
length messages. If only a small amount of RBs are active on an average then it makes sense
to signal the offset information only for the active RBs. However, previous studies have
shown that there is limited potential of dynamic length CQI reporting, e.g., [67]. There-
fore we will consider only fixed length CQI reports. The OF-CQI scheme is depicted in
Figure 3.20 (b).

• Threshold CQI (TH-CQI) - In this proposal the average SINR for all RBs within a specified
fixed threshold from the best RB is signaled using N abs bits, and the good RBs are signalled
using a bit mask [67], [72]. This scheme can provide a significant reduction in the CQI
overhead. However, it can only by applied together with equal power LA, e.g., FDLA-EP.
The motivation is that if LA is only allowed to select one MCS per UE, then the average
SINR over the best RBs should be sufficient to realize the gain from fast adaptation. The
scheme is depicted in Figure 3.20 (c).

• Best-M CQI (BM-CQI) - In this CQI scheme the absolute SINR of the best M RBs are
reported to the eNode-B [101], using N abs bits each. The rationale is that the resource
allocation will usually employ only those RBs that have relatively good channel quality. It
is therefore better to utilize the available CQI BW to signal the absolute value of the best M
RBs. The scheme is depicted in Figure 3.20 (d), using M = 12 as an example.

The best M RBs are indicated using a bit mask. In order to reduce the overhead for signaling
the bit-mask combinatorial techniques can be utilized. This is based on the assumption that
both eNode-B and the UE have ordered the possible combinations in the same sequence.

• Best-M Offset CQI (BM-OF-CQI) - We propose to reduce the overhead of the BM-CQI
scheme by utilizing offset signaling, similar to OF-CQI. The best RB is signaled using N abs

bits, and the relative offset of each RB from the best RB is signaled using N off bits. The
selected combination of M RBs is signaled using a bit mask, similar to the BM-CQI scheme.

For the Offset signaling techniques, a SINR level signaling resolution is also defined between
each offset step, and denoted by ∆ off . Assuming N off bits are used for the signaling of offset
information, the total allowed offset from the best RB is equal to (2N off − 1) · ∆ off (in dB).
One combination is reserved for indicating the out-of-range value. Based on these definitions the
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Table 3.4: CQI overhead in bits per report for the considered schemes. The numerical evaluation is based
on nRBs = 24, N abs = 5, N off = 3, and M = 10.

CQI scheme Expression to calculate overhead Signaling overhead
[bits/report]

AB-CQI nRBs ·N abs 120

OF-CQI N off · nRBs + N abs 77

TH-CQI N abs + nRBs 29

BM-CQI N abs ·M + dlog2

(
nRBs

M

)e 71

BM-OF-CQI N off ·M + N abs + dlog2

(
nRBs

M

)e 56

Ref-CQI N abs 5

associated overhead per CQI report for each CQI scheme is given by the expressions listed in
Table 3.4.

The numerical evaluation of the CQI overhead of the different schemes is depicted in Fig-
ure 3.21, based on 24 RBs. Calculations show that the maximum reduction in CQI overhead can
be achieved with the TH-CQI scheme, e.g., the overhead is reduced by up to 76%, over the AB-
CQI scheme. Similarly, for a moderate value of M , e.g., 10, the saving in CQI overhead from using
BM-CQI and BM-OF-CQI (N off = 3) is 41% and 53% respectively. Further, if the BM-OF-CQI
scheme is employed instead of the BM-CQI scheme the maximum reduction in overhead is up to
36%, in the considered range of M . In terms of the potential of OF-CQI scheme the overhead can
be reduced by 36%, based on N off = 3. Further, the BM-OF-CQI scheme has a lower overhead

Figure 3.21: Numerical evaluation of the CQI overhead for the different schemes investigated in the thesis,
based on 24 RBs.
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in comparison to the OF-CQI scheme if M is below 18. In comparison to the Ref scheme the best
low BW CQI scheme for FDAS (i.e., TH-CQI) still requires an additional 480% in overhead. The
potential of further savings in overhead by utilizing delayed CQI reporting will be investigated in
Chapter 6.



Chapter 4

Evaluation of Frequency-Domain Link
Adaptation Based on the Single-Cell
Model

4.1 Introduction

This chapter is devoted to the performance analysis of the considered LA algorithms, i.e., FDLA-
EP, FDLA-WF, and Ref. We investigate the potential of the various adaptation mechanisms avail-
able to the system. The evaluation is carried out under a variety of operating conditions in order to
make a generalized analysis of LA for an OFDMA system.

The chapter is organized as follows: The main modeling assumptions are introduced in Sec-
tion 4.2. The verification of the single-cell based system model is presented in Section 4.3. This
is followed by the detailed performance evaluation of the gain potential of FDLA, starting from
Section 4.4 and onwards. The conclusions are presented in Section 4.13.

4.2 Modeling Assumptions

The simulation methodology used here has been introduced in Chapter 2. We employ the quasi-
static decoupled link and network level simulation methodology. A single-cell is modeled in detail,
while the interference from the surrounding cells is modeled as AWGN. The average experienced
SINR dependent on the user location is based on known G-factor distributions. The system is
based on a simple admission control strategy which keeps the number of users per cell constant.

The PS and LA functionalities have been modeled according to the description in Section 3.5
and Section 3.8 respectively, while OLLA is modeled according to Subsection 2.5.2. The frequency-
selective CQI reports are modeled with measurement inaccuracies due to the limited number of
pilot symbols within each RB. The CQI reporting delay used here is 2 ms, which corresponds to
the existing WCDMA/HSDPA delay scaled for a shorter TTI length of LTE [102]. Similarly, as
D cqi is not specified in LTE, we use the existing WCDMA/HSDPA setting and scale it according
to the shorter TTI length. Further, the effect of CQI quantization is also included in the analysis.

73
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Table 4.1: Default simulation parameters.

Parameter Setting

Physical layer parameters See Table 2.2
System bandwidth, (BW ) 10 MHz
RB bandwidth 375 kHz
Number of users (UDO) 20
Cell-level user distribution Uniform
Power delay profile TU
CQI reporting scheme AB-CQI, periodic report-

ing
CQI error std. 1 dB
CQI reporting resolution (resSinr) 1 dB
CQI reporting interval (∆ cqi) 2 ms
N abs 5 bits
Processing delay (D cqi) 1.5 ms
LA block encoding scheme single-block
WF resolution in the power domain (resWF ) 0.01
TD scheduling PF
AMC model See Subsection 2.5.1
HARQ model Chase combining
LA target 10% BLEP (1st Transmis-

sion)
UE speed 3 km/h
UE receiver 1x2 MRC
Channel estimation Ideal
Carrier frequency 2 GHz
Deployment scenario 3GPP Macro case 1
PF filter length 300
Initial Tm value BW · log2(1 + Ĝ/2.5)‡
‡Ĝ is estimated using the first available CQI reports of the user.

As the study was performed before the pilot pattern was agreed upon in LTE, we have used the
setting of 1 dB as std. of the CQI error for all the schemes, based on the WCDMA/HSDPA setting
[48].

In terms of the modeling of the DL control channel (AT) we assume that it is received without
any errors throughout the coverage area of the cell. Similarly, it is assumed that the UL con-
trol channel carrying the HARQ Ack/Nack information is always received correctly. Further, the
decoding errors experienced on the UL control channel transmitting CQI reports are ignored.

The simple infinite buffer traffic model is used in the initial performance evaluation of FDLA,
and the speed is fixed at 3 km/h. The results for the finite buffer model, where each user down-
loads a fixed 2 Mbit packet before leaving the system, are also presented. The default simulation
assumptions are summarized in Table 4.1.
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Figure 4.1: FDLA gain potential over Ref, based on ideal CQI conditions and the RR scheduler. The
results are based on the infinite buffer traffic model.

4.3 Validation of the System-Model

The functioning of the system-model is validated against the numerical evaluation carried out in
Subsection 3.7.1. The FDLA cell throughput gain over Ref is evaluated for the Macro case 1
scenario under ideal CQI conditions, i.e., no measurement errors or reporting delay is assumed.
Further, infinite resolution of CQI reporting is assumed, and the RR scheduler is employed. The
10 MHz bandwidth is divided into 24 RBs, and the highly frequency-selective TU channel profile
is selected. The results are illustrated in Figure 4.1.

The FDLA cell throughput gain obtained with the more detailed system model is similar to
that observed in Figure 3.10 for all the investigated cases, e.g., within 2% - 3%. The improvement
in coverage with FDLA is shown in Figure 4.1 (b). Similar to the trends observed in Figure 3.11,
it is seen that FDLA can provide a substantial improvement in coverage, e.g, in the order of 100%
for the 1x1 case. Further, these results confirm that FDLA-EP is the preferred LA technique with
SB transmission, owing to its superior performance and implementation simplicity. In terms of
the preferred block encoding option, it is clear that the MB transmission provides marginal gain
over SB encoding (around 2%). Thus, we will exclude the MB encoding option in future FDLA
analysis.

4.4 Impact of Scheduling Resolution on the FDLA Potential

As the dynamic range of SINR is dependent on the scheduling resolution in frequency-domain, the
gain potential of FDLA will vary as a function of the RB width. We investigate this dependence
in Figure 4.2. The three channel profiles introduced in Section 2.14 have been employed in the
analysis. Further, results are obtained for the 1x1 and the 1x2 MRC antenna configurations. Ideal
CQI conditions are assumed here together with the RR scheduler.

Based on the results for all the channel profiles we conclude that most of the FDLA gain
potential, e.g., within 5% of the maximum potential, can be achieved by having a RB width in
the order of the coherence BW. This corresponds to around 3 RBs within 10 MHz for the Ped. A
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Figure 4.2: Cell throughput and coverage gain of FDLA over Ref, as a function of the number of RBs,
antenna configuration and coherence BW. Ideal CQI conditions, single-block transmission, infinite buffer
traffic model, and the RR scheduler have been employed.
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Figure 4.3: Detailed FDLA performance curves, based on ideal CQI settings, SB transmission, infinite
buffer traffic model and the RR scheduler.

profile, and around 24 RBs for the Veh. A and the TU channel profiles. Further, the maximum
FDLA gain potential is improved with an increase in frequency-selectivity of the channel, as FDLA
is able to exploit the improvement in frequency selection diversity order. Thus, the maximum gain
is seen in the TU profile. The maximum cell throughput gain is around 24% and 6% for the 1x1
and the 1x2 antenna configurations respectively. Similarly, the maximum FDLA coverage gain is
around 110% and 40%, depending on the antenna configuration. As an example of the sensitivity
to scheduling resolution, the FDLA gain potential is halved when the ratio of coherence BW to
RB width is reduced to around 0.4 (TU).
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4.5 Detailed Analysis of the FDLA Performance

The results in Figure 4.3 illustrate the FDLA performance in detail. These results are based on
ideal CQI settings, SB transmission and the RR scheduler. Figure 4.3 (a) shows the CDF of the
average user throughput for the considered LA schemes. It is seen that FDLA mainly improves
the performance at the tail of the distribution, i.e., in terms of coverage. Receive diversity can
improve the median user throughput by 110% for Ref, and around 50% for FDLA, based on the
1x1 scheme.

Figure 4.3 (b) illustrates the average number of scheduled RBs as a function of the G-factor.
In the low G-value range FDLA trades BW for improvement in SINR, as there is a near-linear
mapping between SINR and throughput. However, the situation is reversed when G-factor is high.
In this case it is beneficial to transmit on the entire BW. In case of the 1x1 antenna deployment it
is interesting to note that due to the presence of large channel dynamics FDLA does not utilize the
entire BW for transmission, even at the high G-factor values.

Figure 4.3 (c) illustrates the average user throughput as a function of the G-factor. Due to
the large channel dynamics experienced with the 1x1 antenna configuration and the use of the
geometric average SINR metric in LA, the FDLA schemes can provide a gain over Ref up to
around 15 dB. The predominant gain is at the low G-factor values.

Figure 4.3 (d) illustrates the gain in average user throughput over Ref as a function of the G-
factor. The improvement in coverage achieved by FDLA can be up to 120% for the 1x1 case and
40% for the 1x2 antenna case. The performance is reduced in comparison to the results shown
in Figure 3.11 (a), due to the use of SB transmission and a more realistic channel profile with a
reduced dynamic range.

4.6 Evaluation of OLLA Performance

In order to evaluate FDLA performance under more realistic conditions we introduce a finite CQI
resolution and reporting delay, based on the settings given in Table 4.1. Further, PF scheduling in
time domain according to (3.12) is introduced. Figure 4.4 (a) illustrates the FDLA cell throughput
gain over Ref with and without OLLA. Similarly, Figure 4.4 (b) shows the impact of OLLA on the
coverage performance. These curves are obtained for the TU channel profile and the 1x2 antenna
case.

The trends are similar for both FDLA schemes. The performance deteriorates with increase
in std. of CQI error. The curve without OLLA has a steep slope, indicating that FDLA is very
sensitive to CQI errors. As the std. of the log-normal CQI error increases, FDLA tends to schedule
on PRBs which are experiencing a positive value of error, i.e., a positive bias is introduced. The
impact of CQI error can be reduced through the use of the OLLA algorithm. As an example, when
the std. of CQI error is 1 dB, OLLA is able to improve the cell throughput gain by around 20%.
Similarly, the coverage gain is enhanced by around 15%.

Looking at the OLLA curves it is seen that the CQI error should be kept under 1.5 dB in order
to achieve gain from FDLA. Further, the open loop ILLA cannot guarantee FDLA gain alone, and
the OLLA algorithm is required to stabilize performance. If the std. of CQI error is kept at 1 dB,
the FDLA cell throughput gain is around 12%, while the coverage gain is around 35% for the 1x2
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Figure 4.4: Performance of OLLA together with FDLA. PF scheduling in time domain is employed,
together with the infinite buffer traffic model. The number of users in the cell is fixed at 20.

case.

4.7 Impact of the Scheduling Policy on Fairness

Figure 4.5 illustrates the impact of the time-domain scheduling policy on the CDF of user through-
put. In terms of fairness, it is clear that the optimal scheduler is the one that provides equal
throughput distribution among the users, i.e., the slope of the CDF curve should be close to 90
degrees. Among the considered scheduling policies, the PF and the RR schedulers provide simi-
lar performance. This is due to the gain of FDLA on top of packet scheduling. Further, the two
aforementioned schedulers can significantly improve fairness in comparison to the MT scheduler.

The PF scheduler provides a good trade-off between fairness and cell throughput. Comparing
it to the RR scheduler, it is observed that the coverage performance of the PF scheduler is slightly
improved. The MT scheduler is biased in favor of the cell-center users. These observations are
similar to those reported in previous WCDMA/HSDPA based studies [2].

4.8 Impact of Speed on the FDLA Performance

The mobility support of FDLA is investigated in Figure 4.6. The results are obtained with non-
ideal CQI settings, according to Table 4.1. It is intuitive that the ability of LA to track channel
variations on the basis of CQI is reduced with speed. Similar observations have been reported
in previous studies e.g., see [48]. Due to the LA/PS processing delay there can be a significant
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Figure 4.5: Impact of the time-domain scheduler on FDLA performance. Non-ideal CQI, FDLA-EP,
infinite buffer traffic model and the 1x2 antenna scheme is assumed.

difference in the channel quality from the time of CQI measurement to the time that the packet is
finally received, when the UE speed is high.

The results in Figure 4.6 show that the FDLA cell throughput gain is halved when the UE
speed is increased to 30 km/h. Within the considered range of speeds, the FDLA cell throughput
gain is reduced by around 8% from the maximum value. Similarly, the coverage gain is reduced
by around 16%. The trends are similar for both FDLA algorithms.

Coverage performance is more sensitive to speed due to the near-linear mapping of SINR
to throughput for the cell-edge users. In this case, the available degrees of freedom for FDLA
are reduced, and throughput optimization is based on transmission on only a few RBs. Results
show that FDLA-EP can provide a coverage gain of around around 30% at 30 km/h, while still
maintaining a higher cell throughput than the Ref scheme.

Figure 4.6: Impact of UE speed on the FDLA performance. The results are based on the infinite buffer
traffic model, 1x2 antenna configuration, non-ideal CQI, and the PF scheduler.
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Figure 4.7: FDLA performance under different traffic models. The results are based on non-ideal CQI.

4.9 FDLA Performance under Different Traffic Models

The impact of the traffic model on FDLA performance is illustrated in Figure 4.7. By utilizing the
finite buffer (finBuffer) traffic model it is seen that the FDLA cell throughput gain is improved by
around 8%, over the infinite buffer (infBuffer) model. Similar trends are observed for both FDLA
schemes. The results are based on the PF scheduler and non-ideal CQI. The infinite buffer model
is characterized by equal session time to all users. This implies that the cell-edge users download
a much lower amount of data in comparison to the cell-center users, during the fixed session time.
As a result this traffic model is biased in favor of the cell-center users, in terms of data.

The finite buffer traffic model ensures that all users download an equal amount of data, irre-
spective of their location in the cell. It implies that cell-edge users remain active longer than the
cell-center users, due to the less favorable channel conditions. Thus, depending on the scheduling
policy and the LA algorithm the experienced G-factor distribution can vary in time.

Figure 4.8: CDF of the user throughput obtained with the Ref scheme under the two types of best effort
traffic models considered in the study.
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Under the finite-buffer traffic model the coverage limited users need to be scheduled more often
by the PF scheduler in order to compensate for the poor SINR conditions. This leads to a reduction
in the scheduling time of the cell-center users, which results in a performance deterioration. As a
result the overall cell throughput is also reduced. Among the LA schemes considered, the reduction
in cell throughput is most severe in case of the Ref scheme due to the limited degrees of freedom.
Thus, the FDLA cell throughput gain over Ref increases when the finite buffer model is applied.
Figure 4.8 illustrates the CDF of the user throughput for the Ref scheme, under the two types of
traffic models. It is seen that the cell-center users experience slightly higher data rates under the
infinite buffer traffic model.

In terms of coverage performance there is no significant difference between the two traffic
models. As mentioned earlier the coverage limited users will be scheduled more often under the
finite buffer model. The results show that the increase in scheduling time can compensate almost
fully for the increase in data, and the coverage performance is not reduced significantly. This is
also verified by the CDF curves in Figure 4.8.

4.10 Analysis of the Multi-User Diversity Gain

The ability of the PF scheduler to harness the available multi-user diversity in the time-domain is
investigated in Figure 4.9. Simulations are based on the finite buffer traffic model and show that
the cell throughput of the Ref scheme is enhanced by 14% when the UDO is increased from 1 to
20.

Observing the cell throughput curve of the FDLA-EP scheme we see that the maximum in-
crease in throughput is equal to 7%, and it is achieved around UDO of 10. Thereafter there is
a slight decrease in the cell cell throughput. This is due to the adverse impact of CQI errors on
FDLA performance, as the probability of utilizing CQI reports with a positive value of error in-
creases with UDO. The difference in the multi-user diversity gain potential of the two schemes is
due to the difference in their operating points. In general, due to the nature of the mapping between
SINR and throughput the scheme operating at lower SINR values (Ref) has higher potential for

Figure 4.9: Multi-user diversity gain analysis based on the PF scheduler. Non-ideal CQI, finite buffer
traffic model, and the 1x2 antenna scheme is assumed.
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performance enhancement through advanced features.

Figure 4.9 (b) illustrates the coverage and mean data rate as a function of the UDO. As expected
the user experienced data rate decreases with the increase in UDO, due to the shared access on the
data channel.

4.11 FDLA Performance as a Function of System Bandwidth

As LTE is expected to operate in different system bandwidths, we have selected three different
bandwidth scenarios and evaluated the FDLA gain over Ref. The results are illustrated in Fig-
ure 4.10, where the ratio of the number of RBs to system BW is kept constant. Further, the ratio
of offered traffic to the system bandwidth is also kept constant.

The results show that the FDLA cell throughput and coverage gain is improved with the in-
crease in the system bandwidth, which can be attributed to two factors. Firstly, it is due to the
deterioration in the performance of the Ref scheme at larger bandwidths. With the increase in
bandwidth there is also an increase in the channel dynamics due to frequency-selective fading.
The geometric average, which is used as the metric for effective SINR calculation in LA, is re-
duced with an increase in the channel variations, leading to the reduction in throughput.

Secondly, due to the increase in UDO there will be an improvement in the multi-user diversity
gain available from PF scheduling in time. FDLA can exploit the improved SINR conditions more
effectively than the Ref scheme, due to the higher degrees of freedom. The combination of these
factors lead to an improvement in the FDLA cell throughput gain by around 5%, as the system
bandwidth is doubled. Similarly, the FDLA coverage gain is also improved by around 15% with
the doubling of the system bandwidth.

Figure 4.10: FDLA performance as a function of the system BW, based on the finite buffer traffic model
and non-ideal CQI.
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Figure 4.11: Impact of the antenna scheme and the deployment scenario on the FDLA performance. The
results are based on the time-domain PF scheduler, non-ideal CQI and the finite buffer traffic model.

4.12 Impact of Antenna Scheme and Deployment Scenario on FDLA
Performance

The impact of the antenna scheme and the cellular deployment scenario on FDLA cell throughput
and coverage gain is evaluated in Figure 4.11. The results are based on the PF scheduler, non-
ideal CQI and the finite buffer traffic model. It is obvious that the maximum FDLA gain potential
is available with the 1x1 antenna scheme. Even with non-ideal CQI, the cell throughput gain is
around 55%, while the coverage gain is close to 90%, in the Macro case 1 deployment scenario.

In case of the 2x2 SFTD scheme, the FDLA cell throughput gain is reduced to around 11%,
while the coverage gain is reduced to around 20%, in the Macro case 1 scenario. The reduction
in the gain potential of FDLA in comparison to the 1x2 case is due to the stabilization of the
channel resulting from the addition of open loop transmit diversity, which has a two fold effect
on performance. Firstly, the dynamic range of the channel is reduced, which reduces the SINR
peaks as well as the throughput enhancement available from FDLA. Secondly, the performance of
the Ref scheme is improved due to reduction in the channel dynamics. In general, the addition of
transmit and/or receive diversity will reduce the FDLA gain potential.
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The probability of experiencing a high G-factor value is increased substantially in the Micro
case 1 scenario, as seen in Figure 2.15. In the high G-factor range the ability of FDLA to improve
throughput over Ref is reduced, leading to a reduction in the corresponding cell throughput and
coverage gain. As an example, the cell throughput gain with the 1x2 antenna scheme is reduced to
13%, while the coverage gain is reduced to around 29%, based on the FDLA-EP scheme.

4.13 Conclusions

In this chapter we have described the performance evaluation of FDLA based on the simplified
single-cell model. The three algorithms considered for link throughput optimization are FDLA-
EP, FDLA-WF and Ref. First, the functioning of the system model was validated by comparing
performance results with those obtained in the preliminary evaluation of Subsection 3.7.1. A close
match was found between the two sets of results.

To begin with the system-level evaluation of FDLA was based on ideal CQI reporting, the
infinite buffer traffic model, and the TD-RR scheduler. The dependence of FDLA gain on the
scheduling resolution in frequency was determined by conducting simulations under three multi-
path channel profiles. It was found that most of the FDLA gain potential can be achieved if the
RB width is in the order of the coherence bandwidth of the channel. Thus, 24 RBs within 10 MHz
are sufficient to achieve within 5% of the maximum FDLA gain, in a highly frequency-selective
channel such as the TU.

In terms of block encoding options, it was seen that SB transmission provides a good trade-off
between complexity and performance. Further, the FDLA-WF scheme can provide a marginal
improvement in the cell throughput gain over FDLA-EP (1% - 2%), only if MB transmission is
employed. The detailed performance curves such as the CDF of the average user throughput as
well as the variation in user throughput as a function of the G-factor revealed that FDLA is mainly
a coverage enhancement mechanism. This results from the Shannon Theorem, which recommends
to trade BW for SINR improvement at the low SINR values.

Next, non-ideal CQI measurement and reporting delays were introduced in the system model.
Further, the TD-PF scheduler was also introduced in order to evaluate the FDLA potential under
realistic conditions. It was found that the open loop LA is not able to stabilize the link quality
in the presence of CQI errors. It is due to the tendency of LA to allocate those RBs that have a
positive value of error, thus introducing a positive bias in LA decisions. The impact of CQI errors
is reduced by the closed loop OLLA mechanism.

The impact of UE speed on FDLA performance was evaluated for the 1x2 antenna scheme.
The general trend was that the FDLA gain is reduced with increase in speed, due to the inability
of LA to track fast variations in the channel quality on the basis of CQI reports. It was shown
that FDLA can provide an improvement of 30% in coverage over Ref even at 30 km/h, while
maintaining a similar cell throughput as the Ref scheme. Next, the impact of the traffic model on
performance was evaluated. It was seen that the finite buffer traffic model improved the FDLA
cell throughput gain by around 8%, over the infinite buffer model. This is mainly due to the
deterioration in performance of the cell-center users under the data-fair traffic model.

Next, the ability of the TD-PF scheduler to improve cell throughput by exploiting the multi-
user diversity gain was demonstrated. It was seen that the PF scheduling in time improves the cell
throughput of the Ref scheme by 14%, as the UDO is increased from 1 to 20. The improvement in



86 Chapter 4

the FDLA throughput was lower at around 5%, due to the higher operating point of the algorithm.

The evaluation of FDLA under different system bandwidths has shown that the gain potential
is improved in wider bandwidths, up to 20 MHz. The ratio of total number of RBs to system band-
width as well as of the offered traffic to system bandwidth was kept constant in these simulations.
The improvement in the FDLA gain with bandwidth is attributed to the deterioration in perfor-
mance of the Ref scheme, due to an increase in the channel dynamics. Further, there is a marginal
improvement in FDLA performance due to the increase in the multi-user diversity gain.

The evaluation of FDLA gain under different antenna configurations has shown that the gain
potential is reduced in the presence of transmit and/or receive diversity. This is caused by the
reduction in the channel dynamic range, i.e., stabilization of the channel. The FDLA gain is also
reduced if the isolation between cells is improved, e.g., in the Micro case 1 scenario. This is due to
the increase in the operating point (SINR), which will generally limit the potential of throughput
enhancement.

In terms of the preferred LA scheme, the analysis demonstrates that the FDLA-EP scheme with
SB transmission provides the best trade-off between implementation complexity and performance.
The same conclusion has been reached by several recent studies submitted to 3GPP [14].

The following mobility scenarios of interest are defined:

• Static: In this scenario the users are stationary, and the PF scheduler is not able to exploit
multi-user diversity in time-domain. However, the frequency selection diversity is still avail-
able to FDLA. Further, the CQI overhead needed to support FDLA can be reduced signifi-
cantly, e.g., the CQI report for the first RB is transmitted at TTI=1, the CQI for the second
RB is transmitted at TTI=2, and so on. Thus, in principle the CQI overhead for FDLA can
be reduced to that of the Ref scheme.

• Low mobility: This scenario corresponds to a UE speed of up to 3 km/h. In this case, the
system is able to fully exploit the available diversities in time, frequency and multi-user
domains. However, the signaling requirements are extensive in order to support fast multi-
domain adaptation.

• Medium mobility: This scenario corresponds to a UE speed of up to 30 km/h. In this case,
the potential of fast link adaptation is reduced as CQI does not provide a reliable estimate of
the prevailing channel conditions.

• High mobility: This scenario corresponds to UE speeds in excess of 30 km/h. As the system
is no longer able to track fast channel variations the “open loop” or “averaging” diversity
techniques are beneficial to stabilize user performance. The distributed transmission scheme
is an example of such a technique [14]. We have not investigated the FDLA performance in
the high mobility scenario.

The FDLA-EP/SB cell throughput and coverage gain over Ref under non-ideal CQI conditions
and based on the 1x2 antenna scheme are summarized in Table 4.2. The results are given for both
traffic models and are based on the Macro case 1 deployment scenario. The maximum FDLA
potential is available in the static scenario, as the Ref scheme suffers from the lack of multi-user
diversity gain. The FDLA gain potential is reduced with the increase in UE speed, e.g., the cell
throughput gain is reduced from 25% (static case) to 13% at 30 km/h, while the coverage gain is
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Table 4.2: FDLA gain over Ref for the 1x2 MRC case and the 3GPP Macro case 1 scenario. The results
are based on the AB-CQI reporting scheme, and the TD-PF scheduler.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

Static 25 15 40 40
Low mobility
(3 km/h)

20 12 35 35

Medium mobility
(30 km/h)

13 7 25 25

reduced from 40% to 25%. The findings of this study have been published in a conference article
[46].





Chapter 5

Analysis of Frequency-Domain Packet
Scheduling

5.1 Introduction

This chapter covers the system-level evaluation of the two FDPS schemes, namely A-FDM and F-
FDM, that were introduced in Subsection 3.8.2. The analysis is based on LTE assumptions. It has
been carried out under a variety of operating conditions, e.g., different antenna schemes, channel
profiles, system bandwidths, in order to make an accurate assessment of the FDPS potential, as
well as determine the key factors that influence its performance.

The chapter is organized as follows: The main modeling assumptions are summarized in Sec-
tion 5.2. The preliminary analysis of FDPS performance based on a simplified system model is
presented in Section 5.3. It is followed by the detailed analysis of FDPS potential using the single-
cell based evaluation technique outlined in Section 2.12. The main conclusions are presented in
Section 5.12.

5.2 Modeling Assumptions

The evaluation of FDPS performance is based on the quasi-static link and network level simulation
methodology, introduced in Section 2.12. It consists of a single-cell implementation, where the
LA and PS functionalities are implemented in detail, while the other cell interference is based
on a known G-factor distribution. The G-factor distribution represents average SINR conditions
based on full-load transmission from all the cells in a multi-cell deployment [14]. The transmit
parameters used to obtain the G-factor distribution have been specified by the 3GPP, e.g., Macro
case 1 parameters are specified in [14]. Further, a uniform distribution of users in area is assumed.

The link-level SINR experienced by each user is precalculated for a known G-factor, based
on the detailed OFDM link-level model. The CQI reports are generated using the delayed and
formatted version of the link-level SINR trace, as explained in Subsection 2.12.2. The CQI error is
characterized by a lognormal distribution, taken from WCDMA/HSDPA settings [48]. The default
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Table 5.1: Default simulation parameters.

Parameter Setting

System bandwidth, (BW ) 10 MHz
RB bandwidth 375 kHz
Number of users (UDO) 10
Cell-level user distribution Uniform
Power delay profile TU
CQI reporting scheme AB-CQI, periodic reporting
CQI error std. 1 dB
CQI reporting resolution (resSinr) 1 dB
CQI reporting interval (∆ cqi) 2 ms
N abs 5 bits
Processing delay (D cqi) 1.5 ms
TD scheduling PF
FD scheduling PF
Selected LA scheme single-block, EP, Full BW
AMC model See Subsection 2.5.1
HARQ model Chase combining
LA target 10% BLEP (1st Transmission)
UE speed 3 km/h
UE receiver 1x2 MRC
Channel estimation Ideal
Carrier frequency 2 GHz
Deployment scenario 3GPP Macro case 1
PF filter length 150
Initial Tm value BW/UDO · log 2(1 + Ĝ/2.5)‡
‡Ĝ is estimated using the first available CQI reports of the user.

value of the std. of CQI error is 1 dB [2]. The remaining CQI related parameter settings are based
on the description in Section 3.9.

A simple admission control strategy is applied which maintains a constant number of active
users within the cell, denoted by UDO. The analysis includes both infinite and finite buffer traffic
models, based on the description in Section 2.10. In case of the finite buffer model, each user
downloads a fixed 2 Mbit packet before exiting the system. Upon the termination of a session a
new user is immediately added to the system.

In terms of the modeling of the DL control channel (AT) we assume that it is received without
any errors throughout the coverage area of the cell. Similarly, it is assumed that the UL control
channel carrying the HARQ Ack/Nack information as well as the CQI reports is always received
correctly. The default simulation assumptions are summarized in Table 5.1.
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Figure 5.1: Preliminary evaluation of the FDM techniques, based on the 1x2 MRC receiver and 24 RBs.

5.3 Preliminary Analysis of the FDM Techniques

We begin by investigating the performance of the A-FDM and the F-FDM schemes using a sim-
plified system model, which was introduced earlier in Section 3.7. The analysis is based on the
1x2 antenna scheme, and the 10 MHz bandwidth is divided into 24 RBs. The modeling of FDPS
assumes that there are always UDO number of UEs present at any G-factor. Scheduling is based
on the PF priority metrics given by (3.12) and (3.16). Perfect CQI measurement and reporting is
assumed in these results.

Figure 5.1 (a) shows the cell throughput gain of both FDPS schemes over Ref as a function of
the UDO. As FDPS is able to exploit the multi-user diversity in both time and frequency domains,
its gain potential is improved with an increase in UDO. Further, as the A-FDM technique is limited
by the multiplexing constraint that allows only adjacent RB allocations to any UE, its performance
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is inferior to the fully flexible F-FDM scheme. The difference between the two schemes is signif-
icant at low-moderate UDO, and it decreases at large UDO. As an example, the cell throughput
gain is reduced by as much as 25% with A-FDM (UDO=6) in these idealized simulations.

Figure 5.1 (b) illustrates the gain of F-FDM over A-FDM as a function of the UDO. It increases
initially with UDO, and thereafter the performance of the two schemes begins to converge. The
behavior can be explained intuitively, as with a very large number of users the probability that
F-FDM will allocate more than one RB to any user is negligible. Thus, at large UDO values
with both schemes allocating a unique user to each RB the impact of the A-FDM multiplexing
constraint becomes insignificant.

Figure 5.1 (c) shows the effective FDM order, defined as the average number of UEs multi-
plexed in frequency, as a function of the FDM scheme and UDO. Interestingly, although in prin-
ciple the A-FDM scheme requires fewer AT signaling bits than the F-FDM scheme for the same
effective FDM order as seen in Figure 3.14, it multiplexes more users in frequency for a given
UDO. This behavior is observed as the UDO is increased beyond 8. Thus, the potential of sav-
ing AT signaling bandwidth with the use of A-FDM scheme is reduced. As an example, A-FDM
multiplexes around 30% more users in comparison to F-FDM at large UDO values.

5.4 FDPS Gain Potential as a Function of the Scheduling Resolution

We now evaluate the FDPS potential based on the single-cell system model. In order to investigate
the dependence of FDPS gain on the scheduling bandwidth, we have performed system-level sim-
ulations with the TU and the Ped. A channel profiles. The results are shown in Figure 5.2, based
on the TD-PF/FD-PF scheduler and ideal CQI reporting. In terms of LA, we have used the Full
BW/SB transmission scheme, described earlier in Subsection 3.8.4.

By comparing the FDPS potential with the results shown in Figure 5.1 (a) it is seen that the
maximum cell throughput gain potential of F-FDM is reduced to around 60%, when more realistic
system modeling assumptions are introduced. The results for the TU channel profile show that
most of the F-FDM potential is achieved by having the RB width close to coherence bandwidth
of the channel, e.g., with 24 RBs the cell throughput gain is within 5% of the maximum gain
potential, and within 10% of the maximum coverage gain. In this case the ratio of RB width to
coherence BW is 0.85. However, the Ped. A curves indicate that around twice the number of RBs
are required to achieve similar F-FDM gain potential. We conclude that the RB width should be
between 1-2 times the coherence BW of the channel profile, in order to achieve most of the F-FDM
gain potential.

The A-FDM curves for the TU profile show that for a fixed UDO the performance of this
scheme deteriorates with increase in the number of RBs. The complexity of cell throughput op-
timization with A-FDM under a highly frequency-selective environment will increase with the
addition of RBs. The A-FDM scheduler design proposed here is clearly not optimal, as seen in
the performance deterioration at large number of RBs. A similar trend is observed in the coverage
performance. Comparing it to the A-FDM performance in the relatively flat fading Ped. A channel
profile, it is seen that although there is no deterioration in cell throughput, the coverage is reduced
initially. We conclude that the proposed algorithm for A-FDM requires optimization.
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Figure 5.2: FDPS performance as a function of the number of RBs, based on the TD-PF/FD-PF scheduler,
1x2 antenna scheme, ideal CQI, and the infinite buffer traffic model.

5.5 Detailed Analysis of FDPS Performance

Figure 5.3 shows the behavior of the FDM schemes in terms of the most relevant performance
indicators. In Figure 5.3 (a) it is seen that FDPS can provide an improvement in throughput over the
complete range of G-factors experienced in the Macro case 1 deployment scenario. Figure 5.3 (b)
illustrates the throughput gain over Ref as a function of the G-factor. As expected, the gain is a
decreasing function of the G-factor.

Figure 5.3 (c) illustrates the CDF of the average user throughput for the considered schemes.
It is seen that FDPS can provide a significant improvement in data rate over the entire CDF range.
The curves in Figure 5.3 (d) show the CDF of the scheduled SINR for the 24 RBs case. It is
observed that the A-FDM multiplexing constraint leads to a SINR penalty of around 0.8 dB in the
median sense.
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Figure 5.3: Detailed analysis of the FDM, based on TU channel profile, ideal CQI, 1x2 antenna scheme
and the infinite buffer traffic model.

5.6 FDPS Performance as a Function of the User Diversity Order

Figure 5.4 (a) shows the FDPS cell throughput gain over Ref, as a function of the UDO. Ideal CQI
is assumed in these simulations. Similar trends were seen in Figure 5.1 (a), though the absolute
gain is reduced here due to more realistic assumptions. The F-FDM scheme improves the gain
potential over A-FDM initially. However, the two curves converge at large UDO values. Fig-
ure 5.4 (b) illustrates the coverage gain of FDPS over Ref. The F-FDM coverage gain saturates
around UDO of 10, due to the high operating point of the algorithm. However, the A-FDM cov-
erage gain grows almost uniformly in the considered range of UDO values, due to the limited
degrees of freedom.

For low to moderate UDO the A-FDM scheme experiences a 15% - 20% loss in gain potential
in comparison to F-FDM. Additionally, the multiplexing constraint of the A-FDM scheme makes
it difficult to implement schedulers that can provide strict fairness control.
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Figure 5.4: FDPS performance as a function of the UDO, based on the TU channel model, and the 1x2
receiver. Further, ideal CQI has been assumed.

5.7 Impact of CQI Measurement Inaccuracies on FDPS Performance

We now include realistic assumptions related to the CQI measurement accuracy as well as quanti-
zation and reporting delay. Figure 5.5 (a) and (b) illustrates that LA is not able to provide reliable
performance in the presence of CQI errors. Similar trends are observed for both FDPS schemes.
As the std. of the lognormal error increases, the probability of LA scheduling on RBs with a large
positive error also increases. Consequently, a closed loop mechanism is needed to stabilize the
performance.

The OLLA performance curves in Figure 5.5 show that it can significantly improve FDPS
performance in the presence of CQI inaccuracies. As an example, when the std. of CQI error
is equal to 1 dB, the F-FDM cell throughput gain over Ref is improved by 25% due to OLLA.
Similarly, the A-FDM cell throughput gain is improved by around 10%. Similar trends are seen
in terms of coverage. Thus, in a practical system implementation OLLA type of closed loop
mechanism is required to provide robustness against CQI imperfections.

5.8 FDPS Performance as a Function of the UE Speed

The impact of mobility on FDPS performance is illustrated in Figure 5.6. The results are based
on the infinite buffer model and assume non-ideal CQI. The ability of LA to track the channel
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Figure 5.5: FDPS performance in the presence of CQI measurement inaccuracies and reporting delay. The
ability of OLLA to stabilize FDPS performance is also shown. The results assume CQI quantization and
reporting delay according to settings in Table 5.1.

quality variations on the basis of CQI reports is reduced with the increase in UE speed [48]. The
finite LA/PS delay in a practical system implies that at high speeds the channel quality can change
significantly between the time it is used in scheduling decisions and the instant when the packet
finally arrives at the UE.

The results show that the FDPS cell throughput as well as coverage gain is halved at a speed of
around 40 km/h. However, F-FDM can still provide a gain of around 25% - 30% in cell throughput
and coverage at 40 km/h. The A-FDM scheme is equally sensitive to UE speed as can be seen

Figure 5.6: FDPS performance as a function of the UE speed, based on the 1x2 antenna configuration,
non-ideal CQI, and the infinite buffer traffic model.
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Figure 5.7: FDPS performance as a function of the traffic model. The results are based on non-ideal CQI
and the 1x2 antenna scheme.

from the slope of the curves. However, as its gain potential is lower than F-FDM, the available cell
throughput as well as coverage gain is reduced to around 10% at 40 km/h. The results suggest that
FDPS can provide a significant improvement in performance for low-moderate UE speeds, i.e.,
below 30 km/h - 40 km/h. For higher UE speeds techniques that exploit frequency-diversity, such
as distributed transmission of LTE [14], could provide an improvement in throughput performance.
Further, the CQI overhead can be reduced in the high speed scenario.

5.9 Impact of Traffic Model on FDPS Performance

The comparison of the FDPS gain potential under the two types of best-effort traffic models con-
sidered in this study is illustrated in Figure 5.7. Similar to the FDLA observations in Figure 4.7, the
FDPS gain potential is increased with the data-fair finite buffer traffic model. The cell throughput
gain of F-FDM is improved by around 18%, while that of A-FDM is improved by around 8%.

Under the data-fair traffic model, the overall cell throughput is reduced as a result of reduction
in the data rate experienced by cell-center users. The PF scheduler needs to allocate more time
to the cell-edge users in order to compensate for the less favorable channel conditions. Among
the considered schemes the Ref scheme experiences the most severe reduction, which leads to an
improvement in the FDPS gain potential.

In terms of coverage, the F-FDM scheme does not experience a significant difference due to
the finite buffer model, e.g., within 1% - 2%. However, the coverage gain with the A-FDM scheme
is improved by around 9% under the finite buffer model.

5.10 FDPS Performance as a Function of System Bandwidth

Figure 5.8 illustrates FDPS performance as a function of the system bandwidth. We have used
three bandwidth cases: 5 MHz, 10 MHz and 20 MHz in the analysis. The PHY layer parameters
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Figure 5.8: Impact of system bandwidth on FDPS performance, based on non-ideal CQI, TD-PF/FD-PF
scheduler and the finite buffer traffic model.

for these cases are based on LTE assumptions [14]. The ratio of number of RBs to the system BW
as well as of the offered traffic to the system BW is kept constant in these simulations.

The general trend is that the FDPS gain is increased with bandwidth. In terms of cell through-
put, the gain from F-FDM is improved by about 21% when the BW is increased from 5 MHz to
10 MHz. A similar improvement in the coverage performance is also seen. A-FDM shows sim-
ilar trends although the absolute performance numbers are lower than the corresponding F-FDM
values.

The improvement in performance with bandwidth is due to the deterioration in the performance
of the Ref scheme at larger bandwidths, arising from the increase in channel dynamics which leads
to a reduction in the geometric average SINR. Secondly, the multi-user diversity gain available to
the FDPS scheduler is also improved with an increase in UDO. This effect is seen in Figure 5.9,
illustrating the CDF of the scheduled SINR as a function of system bandwidth. For example, there
is an increase of 1.5 dB in the median value of SINR between the 5 MHz and the 20 MHz cases.

The results in Figure 5.8 (b) illustrate that the coverage gain is also improved significantly with
the increase in bandwidth. Looking at the F-FDM performance, the coverage gain is improved by
around 20% with doubling of the system BW. However, A-FDM performance is increased only
marginally beyond 10 MHz, due to the complex optimization procedure.

5.11 Impact of Antenna Scheme and Deployment Scenario on FDPS
Performance

Figure 5.10 illustrates the impact of the cellular deployment scenario and antenna scheme on FDPS
performance. Similar to the trends in Figure 4.11, the maximum FDPS gain potential is observed
in the 1x1 antenna case. Further, the gain potential is reduced significantly with the addition of
transmit and/or receive diversity. In the Macro case 1 scenario, the F-FDM scheme can provide a
cell throughput gain of 120% with the 1x1 receiver, while the gain is halved with A-FDM. Similar
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Figure 5.9: CDF of the scheduled SINR as a function of the system bandwidth for F-FDM scheduling,
based on the 1x2 antenna scheme and the Macro case 1 deployment scenario.

Figure 5.10: FDPS performance in the Macro case 1 and the Micro case 1 cellular deployment scenarios.
The cell throughput and coverage gain for the three antenna configurations considered in the study are
reported. The results are based on the finite buffer traffic model, non-ideal CQI, and the TD-PF/FD-PF
scheduler.
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trends are seen in terms of coverage. The cell throughput gain is reduced to 36% and 21% with
F-FDM and A-FDM respectively, when the 2x2 scheme is employed. This represents a reduction
in cell throughput gain of around 84% over the 1x1 scheme. The FDPS cell throughput gain is
around 60% for the 1x2 antenna scheme.

The Micro case 1 deployment provides better isolation between cells, which increases the
probability of experiencing good channel conditions, e.g., there is a 50% probability that the SINR
will be larger than 10 dB. In this case the FDPS gain potential will be reduced due to significant im-
provement in the performance of the Ref scheme. Figure 5.10 (c) and (d) shows that the FDPS cell
throughput and coverage gain with the 1x2 antenna scheme is around 45% and 60% respectively.

5.12 Conclusions

In this chapter we have evaluated the gain potential of the two considered FDM scenarios, namely,
F-FDM and A-FDM, under a variety of operating conditions. It has been shown earlier in Fig-
ure 3.14, that A-FDM can reduce the DL signaling overhead significantly, e.g., by around 140%,
in comparison to the fully flexible F-FDM scheme. This is achieved by introducing an additional
multiplexing constraint in A-FDM, which ensures that only adjoining RBs can be allocated to any
user. However, system level simulations have shown that the A-FDM scheme will multiplex more
users on an average, in low-medium UDO. Thus, the potential to save signaling bandwidth with
the A-FDM scheme is reduced.

Starting with ideal CQI assumptions and the infinite buffer traffic model we have shown that
in order to achieve most of the F-FDM gain potential, the RB width should be within 1-2 times of
the coherence bandwidth of the channel. Using the 1x2 antenna scheme as reference it was found
that the F-FDM cell throughput and coverage gain over Ref is around 55% and 90% respectively,
under a highly frequency-selective channel. A-FDM can provide a cell throughput gain of 40%
and a coverage gain of 60% under similar conditions. In addition to the loss in gain potential
the performance trends of the A-FDM scheme are difficult to predict as a result of the complex
optimization procedure.

In terms of the FDPS gain dependence on location, it was seen that the most significant im-
provement is experienced by the coverage limited users. The ability of FDPS to harness the avail-
able multi-user diversity gain in time and frequency was investigated by sweeping over the UDO
parameter. It was seen that the F-FDM gain potential saturated around UDO of 10, while the
A-FDM gain is improved in a uniform manner over the considered UDO range. In general, the
performance of A-FDM converges towards F-FDM as the UDO is increased.

When realistic assumptions on the CQI measurement accuracy and reporting delay are intro-
duced it is seen that the FDPS gain potential is reduced significantly. Further, F-FDM was found
to be more sensitive to CQI errors in comparison to A-FDM. For example, when the CQI error
std. is equal to 1 dB the two FDM schemes have similar performance. Under CQI errors, the LA
algorithm tends to favor those RBs which have a positive value of the CQI error, leading to an
optimistic estimation of the supported throughput. The results have shown that the closed loop
OLLA mechanism is able to provide robustness against CQI errors. It reduces the impact of the
positive error bias, e.g., the improvement in the F-FDM cell throughput gain with OLLA is 25%,
at the CQI error of 1 dB.

Next, the impact of UE speed on the FDPS performance is investigated. It is seen that the
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ability of LA to track channel variations is reduced as the UE speed is increased. This is due
to the CQI and LA/PS processing delays experienced in the practical system scenario. Simula-
tions have shown that the FDPS gain potential is halved when the speed is increased to 40 km/h.
For higher UE speeds it is recommended to employ open loop or averaging diversity techniques,
such as the distributed transmissions [14], which exploit frequency diversity to stabilize link-level
performance.

Among the traffic models, the finite buffer traffic model ensures that all users download an
equal amount of data, irrespective of their location. It implies that the coverage limited users re-
main active longer than the cell-center users. Further, the use of PF scheduling results in increased
allocation time for the coverage limited users, which leads to a deterioration in the data rate of
the cell-center users. Thus, the overall cell throughput is reduced. Further, as the decrease in cell
throughput is maximum for the Ref scheme, the FDPS gain is improved under the finite buffer
traffic model, e.g., the F-FDM cell throughput gain is improved from 45% (infinite buffer) to 62%
(finite buffer).

The FDPS gain potential is improved when the system bandwidth is increased from 5 MHz
to 20 MHz. The ratio of RBs to the system bandwidth as well as the offered traffic to the system
bandwidth is kept constant in these simulations. This results from deterioration in the performance
of the Ref scheme at larger bandwidths due to the increased channel dynamics. Further, FDPS
benefits from the increase in the multi-user diversity gain at larger bandwidths.

The FDPS gain potential is reduced by the addition of transmit and/or receive diversity. Fur-
ther, if the average SINR conditions are improved due to better isolation between cells, the FDPS
gain is also reduced. In order to provide significant gain FDPS requires that the underlying radio
channel experiences large SINR dynamics. Further, due to the nature of the mapping between
SINR and throughput, the operating point of the system should be low in order to improve the
potential from FDPS.

In terms of the preferred FDM technique the detailed analysis under a variety of operating con-
ditions suggests that the F-FDM scheme should be selected for implementation. It can maximize
the gain potential, and its optimization is relatively simple. Further, scheduling policies that enable
different degrees of fairness can be easily extended to the frequency domain. The performance of
the F-FDM scheme can be predicted based on a sub-set of simulations. Another important advan-
tage of this scheme over A-FDM is that it can support full averaging diversity, which is beneficial
for high mobility users. Similar conclusions have been reached in the LTE standardization project

Table 5.2: F-FDM cell throughput and coverage gain over Ref for the 1x2 MRC case, Macro case 1 sce-
nario, and based on the AB-CQI reporting scheme.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

Static 75 60 90 90
Low mobility
(3 km/h)

60 45 65 65

Medium mobility
(30 km/h)

40 30 40 40
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[14].

The F-FDM cell throughput and coverage gain over Ref for the 1x2 antenna scheme, Macro
case 1 scenario, and based on non-ideal CQI settings are summarized in Table 5.2. Results are
provided for the important mobility scenarios that were introduced in Section 4.13. The maximum
gain potential is seen in the static case as FDPS is able to exploit the available frequency selection
diversity, while the Ref scheme performance deteriorates due to the reduction in the multi-user
diversity gain. Further, in the static scenario the CQI reporting overhead can be reduced signifi-
cantly. The FDPS gain potential is reduced with UE speed, due to the inability of LA to track fast
channel variations. It is concluded that F-FDM can provide a significant gain over frequency-blind
transmission in an OFDMA system, even in the presence of receive antenna diversity. The findings
of this study have been published in several conference articles, e.g., [102], [98].



Chapter 6

Evaluation of the Low Bandwidth CQI
Schemes Enabling FDAS

6.1 Introduction

This chapter describes the evaluation of the low bandwidth CQI schemes that can facilitate FDAS.
The trade-off between CQI overhead in the UL and the achievable FDAS performance in the DL
is investigated based on system-level simulations. The following CQI schemes are considered in
the analysis: Absolute-CQI (AB-CQI), Offset-CQI (OF-CQI), Threshold CQI (TH-CQI), Best-M
CQI (BM-CQI) and its variant based on offset signaling, namely the Best-M Offset CQI (BM-OF-
CQI). Additionally, the reference scheme based on the Ref-CQI scheme is also evaluated. These
schemes have been introduced earlier in Section 3.9.

The investigation of FDLA potential with reduced CQI signaling is considered first, followed
by the evaluation of FDPS. The chapter is organized as follows: Section 6.2 describes the modeling
assumptions. Section 6.3 onwards up to Section 6.6 covers the evaluation of FDLA potential with
different CQI schemes. Section 6.8 describes the performance with reduced CQI reporting rate.
The conclusions of the CQI analysis for FDLA are presented in Section 6.10.

The evaluation of FDPS potential (F-FDM) with low bandwidth CQI schemes is described
from Section 6.11 onwards and up to Section 6.18. The conclusions of the FDPS analysis are
presented in Section 6.19. Supplementary results of the CQI analysis are presented in Appendix C.

6.2 Modeling Assumptions

The CQI measurement and reporting control loop was introduced in Figure 3.19. The accuracy of
the per RB CQI estimation is dependent on the pilot symbols embedded within the RB. Based on
LTE assumptions there are 8.33 reference symbols per sub-frame and per RB [14]. Assuming that
the CQI error distribution is lognormal, which is similar to WCDMA/HSDPA [2], the numerical
evaluation has shown that without any averaging in time the std. of per RB CQI error is around
2.5 dB (see Figure 3.18). This assumes a RB width of 375 kHz. At this value of CQI error, the
cell throughput gain of FDLA is reduced by 15% and that of FDPS is reduced by 20%, as seen in
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Table 6.1: Default simulation parameters.

Parameter Setting

System bandwidth, (BW ) 10 MHz
RB bandwidth 375 kHz
nRBs 24
Number of users (UDO) 20 (FDLA), 10 (FDPS)
Cell-level user distribution Uniform
Power delay profile TU
CQI error std. 1 dB (FDLA, FDPS), 0.4 dB (Ref)
CQI reporting resolution (resSinr) 1 dB
Offset resolution (∆ off ) 1 dB
CQI reporting interval (∆ cqi) 2 ms (FDAS), 0.5 ms (Ref)
CQI averaging window (W cqi) 2 ms (FDAS), 0.5 ms (Ref)
N abs 5 bits
N off [1:4] bits
Processing delay (D cqi) 1.5 ms
TTI duration 0.5 ms
TD scheduling TD-PF, TD-RR
FD scheduling F-FDM, FD-PF
LA parameters single-block (FDLA), single-block, EP,

Full BW (FDPS)
AMC model See Subsection 2.5.1
HARQ model Chase combining
LA target 10% BLEP (1st Transmission)
UE speed 3 km/h
UE receiver 1x1, 1x2 MRC
Channel estimation Ideal
Carrier frequency 2 GHz
Deployment scenario 3GPP Macro case 1

Figure 4.4 and Figure 5.5 respectively. The CQI error can be reduced by performing time-domain
averaging. This study assumes that the averaging window is fixed at 2 ms, at the receiver side.

The potential of reducing the CQI overhead through delayed reporting, i.e., by increasing ∆ cqi

(in Figure 3.19), will also be investigated here. The disadvantage of this strategy is that the LA and
PS delay will be increased, thereby reducing the ability of LA to track the channel variations. In
other words, the mobility support will be affected adversely with a reduction in the CQI reporting
rate. As mentioned earlier, it is assumed that the system supports periodic CQI reporting, which is
also the recommendation in LTE [14].

The analysis will be based on the quasi-static decoupled link and network level simulation
methodology, described in detail in Section 2.12. The LA and PS functionalities are implemented
in detail within the center-cell, while a AWGN based model is used for the other-cell interference.
The FDLA evaluation assumes single-block transmission, which was selected as the preferred
block encoding scheme in Chapter 4. Further, both FDLA-EP and FDLA-WF algorithms are
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employed in the CQI analysis. Note that it has been assumed that each RB contains enough data
symbols for the UE to perform blind QAM detection when the FDLA-WF technique is employed,
i.e., we do not assume that the reference power is signalled to the UE. In terms of the FDPS
algorithm we will investigate the impact of reduced CQI overhead on the F-FDM scheme, which
was chosen as the preferred scheme in Chapter 5.

The simple infinite buffer traffic model as well as the finite buffer model is used in the perfor-
mance evaluation. In case of the infinite buffer model, several iterations are conducted wherein
a set of users is created based on the G-factor distribution. The user and cell level statistics are
collected at the end of each iteration. In case of the finite buffer model each user downloads a fixed
2 Mbit packet before leaving the system. The creation of users is dependent on the G-factor dis-
tribution. Further, when the session is terminated, a new user is immediately admitted. A simple
admission control policy is employed which ensures that there is always a fixed number of UEs in
the cell, given by UDO. The default simulation assumptions are summarized in Table 6.1.

6.3 FDLA Performance Based on the OF-CQI Scheme

The reference CQI scheme for FDAS is AB-CQI, where a detailed CQI report for each RB is
forwarded to the eNode-B. Since the Ref scheme is able to utilize the entire system bandwidth in
CQI estimation, the equivalent error is quite small, e.g., the std. of CQI error is 0.4 dB, according
to Figure 3.18. Table 6.2 summarizes FDLA gain based on the AB-CQI scheme. The performance
numbers are slightly different in comparison to Table 4.2 as the CQI error for the Ref scheme
has been reduced. These results will be used to benchmark the performance of the reduced CQI
schemes.

The OF-CQI scheme utilizes offset signaling in order to reduce the CQI overhead, as described
in Section 3.9. Figure 6.1 (a), (b) illustrates the relative loss in cell throughput and coverage over
the AB-CQI scheme. Results are presented for both FDLA-EP and FDLA-WF algorithms and are
based on the Macro case 1 deployment scenario. Further, the 1x1 and the 1x2 antenna cases are
considered, and the TD scheduler is based on PF scheduling, given by (3.12). Figure 6.1 (c), (d)
show the available FDLA gain over Ref with the OF-CQI scheme. We consider four different set-
tings of N off in the analysis. Further, for each setting of N off the optimum setting for maximum
offset has been extracted from extensive simulations.

Table 6.2: Reference results giving FDLA gain over Ref based on the AB-CQI scheme. The results are
based on the Macro case 1 scenario, TD-PF scheduler, and the UE speed is set at 3 km/h.

FDLA scheme (antenna
conf.)

Cell throughput gain Coverage gain
based on AB-CQI [%] based on AB-CQI [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

FDLA-EP (1x1) 49 14 77 76
FDLA-WF (1x1) 46 13 72 71
FDLA-EP (1x2) 14 6 30 26
FDLA-WF (1x2) 12 5.5 27 22
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Figure 6.1: FDLA performance based on the OF-CQI scheme, TD-PF scheduler and the infinite buffer
traffic model. Results are presented for both FDLA schemes as well as for both 1x1 and 1x2 antenna
schemes.

It is seen that the FDLA performance is sensitive to the choice of N off , e.g., a near-linear
improvement in gain potential with N off is seen. When it is set to a small value, i.e., 1 or 2, there
is a significant loss in performance in comparison to the AB-CQI scheme. This can be explained as
follows: The maximum value of offset is given by (2N off − 1) ·∆ off . An out-of-range indication
is transmitted for the RBs whose offset relative to the best RB is greater than the maximum offset.
As a result, when N off is small, the transmitter does not have knowledge of the instantaneous
channel conditions at a large number of RBs, which reduces the throughput potential.

The results in Figure 6.1 show that the FDLA performance converges in N off . Further, the
setting of N off = 3 is sufficient to capture most of the available FDLA coverage potential, while
still providing a better cell throughput than the Ref scheme. It corresponds to a maximum offset of
7 dB, based on ∆ off = 1 dB. The trends are similar for both antenna schemes. Additional results
for the OF-CQI scheme based on the TD-RR scheduler are presented in Figure C.1. The trends are
quite similar to the TD-PF case, and N off = 3 is sufficient to enable most of the FDLA coverage
potential. At this value of N off the saving in CQI overhead is around 36%, in terms of bits per
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CQI report, relative to the AB-CQI scheme.

The dependence of the N off parameter on the channel profile is investigated in Figure C.2 (a)
and (b), where the Ped. A channel profile has been employed. It is seen that N off = 3 is sufficient
to achieve most of the FDLA gain potential. Based on this analysis it appears that N off = 3 is a
suitable setting for LTE.

6.4 FDLA-EP Performance Based on the TH-CQI Scheme

The proposed TH-CQI scheme requires that the average channel quality of the RBs within a spec-
ified threshold from the best RB is reported to the eNode-B. Further, the identity of the selected
RBs is indicated by using a bit mask. The scheme has been illustrated in Figure 3.20 (c). The
potential of savings in CQI overhead is quite significant, e.g., numerical evaluation for the 24 RBs
case has shown that in terms of bits/report the overhead can be reduced by 76%, in comparison to
the AB-CQI scheme.

The motivation behind this scheme is based on the LA algorithm, which utilizes SB transmis-
sion. As LA selects a single MCS format for transmission, it makes sense to utilize signaling bits
to transmit the average channel quality over the best RBs. Further, as the quality of the individual
RBs is not known, this scheme should only be applied with the EP power distribution.

There are several methods to implement the TH-CQI scheme, e.g., the threshold can be applied
in the SINR domain, or in the throughput domain. In the latter case the SINR at each RB is mapped
into throughput, and the threshold is applied in the throughput domain. In terms of threshold
optimization it can either be optimized for each G-factor separately, or a single threshold can be
applied at the cell-level. Although the former can potentially improve throughput performance, it
has a higher implementation complexity, as the UE needs to estimate the G-factor over time. We
evaluate the performance of these TH-CQI schemes next.

6.4.1 Evaluation of the TH-CQI Scheme Based on Cell-Level Threshold

Figure 6.2 illustrates the potential of the TH-CQI scheme based on a single threshold applied at the
cell-level. Here, the threshold is applied in the SINR domain. The TD-PF and TD-RR schedulers
as well as 1x1 and 1x2 antenna schemes have been used in the analysis. It is seen that the FDLA
performance is sensitive to the threshold value. When the threshold is set at a low value there is
lack of CQI information at the transmitter as only a few RBs lie within the specified threshold.
This leads to a deterioration in cell throughput as observed in Figure 6.2 (a) and (c). For example,
if the threshold is set at 5 dB, the loss in cell throughput over AB-CQI is around 22% for the 1x2
TD-RR case and 11% for the 1x2 TD-PF case. The TD-RR scheduler is more sensitive to the
threshold value as it is unable to exploit smart scheduling techniques to compensate for the lack of
CQI information.

As the threshold value is increased the cell throughput performance with the TH-CQI scheme
begins to improve and reaches an optimum at the threshold value of around 10 dB, for all the
considered cases. By increasing the threshold beyond the optimal value the cell throughput begins
to decrease, as the average channel quality deteriorates. Note that even at the optimum threshold
value there is a performance loss in comparison to the AB-CQI scheme. This results from the
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Figure 6.2: FDLA-EP performance based on the TH-CQI scheme, TU channel profile and Macro case 1
scenario. In terms of PS options both TD-PF and TD-RR schedulers are used in the investigation.

unavailability of detailed channel knowledge of the RBs at the transmitter side.

The variation in the coverage performance as a function of the threshold value is different
from the behavior of cell throughput. In order to achieve the maximum FDLA coverage potential
the threshold should be set at a low value, e.g., for the 1x2 TD-PF case the optimum value of
threshold is around 5 dB. This is due to the fact that in case of the coverage limited users it is best
to transmit on a few RBs with better channel quality, as was seen in the FDLA performance curves
of Figure 4.3 (b). However, by doing so the cell throughput performance will deteriorate due to a
reduction in the effective number of RBs, as seen in Figure 6.2 (a). The threshold value of 8 dB is
selected for all the considered cases, as it provides a good trade-off between cell throughput and
coverage. Supplementary results of the TH-CQI scheme based on the Ped. A channel profile are
shown in Figure C.2 (c). It is seen that the optimization of the threshold value is specific to the
channel profile.
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Figure 6.3: FDLA performance with the TH-CQI scheme, based on the G-factor level threshold.

6.4.2 Evaluation of the TH-CQI Scheme Based on G-Factor Level Threshold

The optimal threshold value in terms of cell throughput depends on the actual SINR values and
the intra-RB dynamics. Figure 6.3 (a) illustrates the variation in the optimal threshold value as a
function of the G-factor. This analysis assumes that the threshold is applied in the SINR domain.
Here, the TD-PF scheduler is employed, and results are obtained for the 1x1 and the 1x2 antenna
schemes. In general, a larger threshold value is required for a given G-factor in the presence of
receive antenna diversity. This is expected as the system is operating at a higher mean SINR level.
Further, the optimum threshold value increases with the G-factor due to similar reasons.

Figure 6.3 (b) illustrates the comparison between the cell-level and the G-factor level threshold
optimization. Results for the TD-RR scheduler are also provided here. It is seen that there is only
marginal improvement in the performance through the use of G-factor dependent optimization,
e.g., in the order of 2% - 3%, over the cell-level based Threshold optimization. Further, the trends
are similar for both scheduler types.

6.5 FDLA Performance With the BM-CQI Scheme

The CQI overhead is reduced by the BM-CQI scheme by transmitting the CQI reports only for
the best M RBs, as depicted in Figure 3.20 (d). The scheme is based on the principle that FDLA
normally utilizes only the RBs with favorable channel conditions in resource allocation. It can
support both FDLA algorithms as detailed knowledge of the channel quality at the M RBs is
available at the transmitter. In terms of optimization of the M parameter both cell-level and G-
factor based optimization can be employed. Here, we will only consider cell-level optimization of
the M parameter.

Figure 6.4 illustrates the performance of the BM-CQI scheme for both FDLA algorithms and
the TU channel profile. The aim is to determine that value of M which can provide most of the
FDLA coverage gain, while providing a cell throughput that is similar to the Ref scheme. It is seen
that a fairly large value of M is required to ensure that the cell throughput loss over AB-CQI is
within 5%, e.g., M = 20 for the 1x2 scheme, and M = 18 for the 1x1 scheme. When M is small,
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Figure 6.4: FDLA performance based on the BM-CQI scheme. Results are provided for the TD-PF
scheduler, both antenna schemes and the infinite buffer traffic model.

Figure 6.5: FDLA performance based on the BM-OF-CQI scheme, and the infinite buffer traffic model.

the cell throughput performance deteriorates due to reduction in the degrees of freedom, i.e., the
effective number of RBs whose channel quality is known at LA is reduced. Further, due to the
higher operating point of the 1x2 scheme it requires a larger value of M in comparison to the 1x1
scheme, for similar gain performance.

Although not shown here it was seen that the coverage performance is not as sensitive to M ,
and a moderate value of M (e.g., M = 10 for the 1x2 scheme) is sufficient to achieve most of
the FDLA coverage potential. This is due to fact that FDLA trades bandwidth for improvement in
the SINR, in case of coverage limited users. For the selected values of M the CQI overhead can
be reduced by 10% for the 1x1 case and by 5% for the 1x2 case, in comparison to the AB-CQI
scheme. Next the optimization of the BM-OF-CQI scheme is conducted based on the selected
values of M .
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6.6 FDLA Performance Based on the BM-OF-CQI Scheme

Figure 6.5 illustrates the optimization of the BM-OF-CQI scheme. The aim of this technique is
to reduce the overhead of the BM-CQI scheme by utilizing offset signaling, as described in Sec-
tion 3.9. When N off is small, there is a loss in cell throughput due to the lack of CQI information
at the transmitter side. Results show that below N off = 3 there is a cell throughput loss in
comparison to the Ref scheme, irrespective of the antenna scheme.

In Figure 6.5 (b) we see that coverage performance is not as sensitive as cell throughput to the
N off parameter, e.g., most of the FDLA coverage potential is achieved at N off = 2, for both
antenna configurations. However, in order to provide at least a similar cell throughput as the Ref
scheme N off needs to be set at 3 for the 1x1 scheme. Similarly, N off = 4 is selected for the
1x2 antenna case. For these values of N off the CQI overhead can be reduced by 36% for the 1x1
case and by 18% for the 1x2 case, in comparison to the AB-CQI scheme. In comparison to the
BM-CQI scheme the CQI overhead is reduced by 29% and 13%, depending on the presence of
receive antenna diversity.

The FDLA performance with the BM-OF-CQI scheme under the Ped. A channel profile is
shown in Figure C.2 (d). It is seen that due to the nearly-flat fading channel a large value of M
is required to achieve similar cell-level performance as the Ref scheme. In such cases the Best
M schemes are not suitable for implementation as they cannot provide a significant reduction in
signaling overhead over the AB-CQI scheme.

6.7 FDLA Gain as a Function of the CQI Overhead, for Optimized
CQI Schemes

We now proceed to evaluate the trade-off between UL signaling overhead (bits/CQI report) and
FDLA gain potential in the DL. Figure 6.6 illustrates FDLA performance results for all the con-
sidered CQI schemes. For comparison purposes reference FDLA results for the AB-CQI scheme
are also reported here. Further, both antenna schemes have been considered.

The results show that in general the FDLA cell throughput performance is more sensitive to
CQI overhead in comparison to the coverage performance. The best trade-off in terms of cell
throughput is achieved with the TH-CQI scheme, as the loss in comparison to AB-CQI is around
2% - 3%, while the reduction in overhead is around 76%. However, the coverage loss with the TH-
CQI scheme is higher, around 13% for the 1x1 case and around 8% for the 1x2 antenna scheme.
In terms of overall performance the TH-CQI scheme still provides the most attractive trade-off
between reduction in UL signaling overhead and the achievable gain in the DL.

Among the CQI schemes relying on offset signaling the analysis has shown that the BM-
OF-CQI scheme is more sensitive to bits per CQI report, in comparison to the OF-CQI scheme.
Further, between these two schemes the OF-CQI scheme provides better FDLA performance for
a similar value of CQI overhead. The difference in performance is more significant for the 1x1
case, e.g., when the CQI overhead is set at 50 bits/report the coverage gain with OF-CQI is around
70%, while it is 55% with the BM-OF-CQI scheme. In terms of improvement over the BM-CQI
scheme results show that the BM-OF-CQI scheme can reduce the overhead by 10% - 20% for a
similar cell throughput performance.
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Figure 6.6: FDLA gain over Ref as a function of the CQI overhead, for the investigated CQI schemes. The
results are based on the infinite buffer traffic model.

Based on these results it is concluded that the TH-CQI scheme is the preferred reduced band-
width CQI scheme for FDLA. Further, if the system supports the more complex WF power dis-
tribution then the preferred CQI scheme is OF-CQI. Due to limited potential the Best M schemes
will not be considered hereafter in the FDLA analysis. For similar reasons the FDLA-WF scheme
will also be excluded from future analysis.

6.8 Impact of Reduced CQI Reporting Rate on FDLA Performance

We now investigate the impact of reduced CQI reporting rate on the FDLA potential, for the
optimized CQI schemes. This is a basic mechanism available for reducing the CQI overhead.
However, it will impact the mobility support of the system. Figure 6.7 illustrates the variation
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Figure 6.7: CQI rate as a function of the reporting delay for the optimized CQI schemes.

Table 6.3: CQI parameters for the investigation of delayed CQI reporting, together with FDLA. D cqi is
kept constant at 1.5 ms.

CQI scheme ∆ cqi W cqi CQI rate DLA

[ms] [ms] [kbps] [sub-frames]

Ref-CQI 0.5 0.5 10 4
AB-CQI 2 2 60 5
OF-CQI 2 2 38.5 5

(N off = 3) 4 2 19.3 7
6 2 12.8 9
8 2 9.6 11

TH-CQI 2 2 14.5 5
3 2 9.7 6
4 2 7.3 7

of the CQI rate as a function of the reporting delay (∆ cqi). The goal is to select those values of
reporting delay for each scheme for which the resulting CQI overhead is similar to the Ref scheme.
Based on the curves in Figure 6.7 the cases selected for further evaluation of the FDLA potential
are listed in Table 6.3. Here, the effective LA delay, denoted by DLA, is calculated using (3.21).

Figure 6.8 illustrates the impact of reduced CQI rate on the FDLA-EP potential, with the OF-
CQI scheme. The results are based on the 1x2 scheme and the infinite buffer traffic model. The
maximum FDLA cell throughput gain is around 2% for the optimized settings, while the coverage
gain is up to 25%, similar to Figure 6.6. The results in Figure 6.8 show that the minimum CQI
rate at which FDLA-EP can provide a gain over Ref is 19.3 kbps. However, the mobility support
is severely affected at this CQI rate, and FDLA is not a feasible solution beyond 3-4 km/h.
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Figure 6.8: FDLA-EP performance as a function of the UE speed and CQI reporting delay, for the OF-CQI
scheme. Results are based on the infinite buffer traffic model.

Figure 6.9: FDLA-EP performance as a function of the UE speed and CQI reporting rate, for the finite
buffer traffic model. The results are provided for the OF-CQI and the TH-CQI schemes.
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Figure 6.10: Trade-off between FDLA potential in the DL and CQI overhead in the UL, based on the finite
buffer traffic model.

6.9 FDLA Potential With the Finite Buffer Traffic Model and Lim-
ited CQI

Next, the impact of finite buffer traffic model on FDLA potential is evaluated. Extensive simula-
tions have shown that the optimized CQI parameter settings do not change when the finite buffer
model is introduced. We have seen earlier in Section 4.9 that under the data-fair traffic model
there is an improvement in the FDLA cell throughput gain potential by around 8%. Similarly, the
coverage gain is also improved marginally. These trends are supported by the results in Figure 6.9
for the 1x2 case, although the increase in cell throughput gain is slightly higher.

The performance curves for the OF-CQI scheme show that under the data-fair traffic model
most of the FDLA gain potential can be achieved even when the CQI rate is reduced to 9.6 kbps,
which is similar to the Ref scheme. At this CQI rate the UE mobility of up to 10 km/h can be
supported.

Figure 6.9 (c) and (d) illustrate the FDLA potential with the TH-CQI scheme as a function
of speed, based on the finite buffer model and the 1x2 antenna configuration. Comparing the
performance with the OF-CQI scheme we see that the TH-CQI scheme is more robust to speed.
As an example FDLA can be supported up to 20 km/h, with the CQI rate of 9.7 kbps.

Similar results for the 1x1 antenna configuration can be seen in Figure C.4. In this case, the
OF-CQI scheme can support FDLA up to 15 km/h, while the TH-CQI can support FDLA up to
30 km/h, with similar CQI rate.

Figure 6.10 illustrates the FDLA potential as a function of the CQI rate, for selected values of
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UE speed. Results are shown for both OF-CQI and the TH-CQI schemes. In general, the FDLA
potential is reduced as the CQI rate is decreased. Further, the slope of the OF-CQI curves is
steeper in comparison to the curves of the TH-CQI scheme. Thus, the latter scheme is more robust
to speed, and it provides a better FDLA gain potential as long as the speed is above 10 km/h.
Similar trends are observed for the 1x1 antenna case, and these results have been illustrated in
Figure C.5.

6.10 Conclusions of the FDLA Analysis Based on the Low-Bandwidth
CQI Schemes

We have considered several low bandwidth CQI schemes in the evaluation of the trade-off between
reduction in UL signaling overhead and the available FDLA gain in the DL. Each CQI scheme was
optimized individually, depending on the channel profile, antenna configuration, and the packet
scheduling policy. The AB-CQI scheme characterized by detailed reporting of the channel quality
on each RB was used as reference in this analysis. Although this scheme can provide the maximum
FDLA potential, the CQI overhead is around 60 kbps, which is six times larger than the overhead
required by the Ref scheme (10 kbps).

Considering the OF-CQI scheme we found that the cell throughput performance is sensitive to
the choice of N off , which determines the maximum offset that can be used in the signaling. When
N off is low, there is a reduction in the effective number of RBs with known channel quality at
the transmitter. However, as coverage is dependent on transmission using the best RBs it is more
robust to the choice of N off . Detailed analysis of the OF-CQI scheme with the TD-PF, TD-RR
schedulers as well as the 1x1 and 1x2 antenna schemes has shown that N off = 3 is sufficient to
exploit most of the FDLA coverage potential, while still providing marginal improvement in cell
throughput over the Ref scheme. The resulting reduction in CQI overhead is around 36%, relative
to the AB-CQI scheme.

Next, the optimization of the TH-CQI scheme was carried out. It was seen that when the
threshold value is low there is a loss in FDLA-EP cell throughput due to the lack of CQI infor-
mation. As the threshold is increased the cell throughput is improved until it reaches optimum.
Thereafter, the performance is reduced with an increase in the value of threshold. This is due to
deterioration in the average SINR conditions, as the transmitter cannot distinguish between RBs.

Based on detailed analysis under the TU profile, we have seen that the threshold value of
8 dB provides a good trade-off between coverage and cell throughput. Further, the same setting
of threshold can be used for both antenna schemes as well as the two considered schedulers.
The more complex G-factor level threshold optimization can provide only marginal improvement
in FDLA potential in comparison to the single cell-level based threshold. The TH-CQI scheme
provides the best trade-off between overhead and FDLA gain potential, e.g., with the optimized
TH-CQI scheme the achievable FDLA cell throughput potential is within 3%-4% of AB-CQI, and
the reduction in CQI overhead is around 76%. It was also shown that the threshold optimization is
dependent on the channel profile.

The analysis of the BM-CQI scheme has shown that a fairly large value of M , e.g., around 18-
20, is required to achieve sufficient FDLA gain. Due to the limited potential of overhead reduction
for such a large value of M , the Best M schemes are not recommended for the implementation of
FDLA.
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Table 6.4: Tabulated results of FDLA gain with optimized CQI schemes, as a function of CQI rate and
antenna scheme. The speed is set at 3 km/h, and the finite buffer traffic model has been employed.

Parameter CQI scheme
OF-CQI TH-CQI AB-CQI

CQI rate [kbps] 38.5 19.3 12.8 9.6 14.5 9.7 7.3 60
FDLA-EP cell throughput
gain over Ref [%] (1x1)

47 46 45 44 45 44.5 44 49

FDLA-EP coverage gain
over Ref [%] (1x1)

76 75 74 73 66 75 64 77

FDLA-EP cell throughput
gain over Ref [%] (1x2)

13 12 11 10.5 11 10.5 10 14

FDLA-EP coverage gain
over Ref [%] (1x2)

30 29 28 26.5 22 21 20 30

The potential savings in overhead with delayed CQI reporting was evaluated for the short
listed CQI schemes, namely the OF-CQI and the TH-CQI schemes. The analysis included the
investigation of mobility support at different CQI rates. Results show that a FDLA cell throughput
gain of 10% and a coverage gain of around 26% is achievable with the OF-CQI scheme (1x2
antenna configuration) at 3 km/h, when the CQI rate is reduced to 9.6 kbps. At a similar CQI
rate (9.7 kbps) the TH-CQI scheme can support a slightly reduced FDLA gain. However, the
mobility support is increased up to 20 km/h. We conclude that FDLA can provide a significant
improvement in coverage (i.e., 20%-25%), at a fairly reasonable CQI transmission rate of around
10 kbps. Further, FDLA should be the preferred LA scheme as long as the UE speed is below
20 km/h. For reference purposes the FDLA gain potential with the optimized CQI schemes at
3 km/h is summarized in Table 6.4. The findings of this study have been published in a conference
article [67]. This concludes the analysis of FDLA with reduced CQI schemes.

6.11 Evaluation of FDPS Potential Based on the OF-CQI Scheme

Next, we evaluate the potential of FDPS based on the reduced bandwidth CQI schemes. We focus
on the finite buffer model in the following analysis. In terms of the scheduling policy the PF
scheduler in time and frequency is used. Among the FDPS schemes the F-FDM technique is
selected for further evaluation, based on the findings of Chapter 5. The reference CQI scheme is
AB-CQI, as it provides the maximum FDPS gain potential. Based on settings in Table 6.1 and the
finite buffer model the FDPS cell throughput gain with the AB-CQI scheme was found to be 110%
and 50%, with the 1x1 and the 1x2 antenna schemes respectively. Similarly, the FDPS coverage
gain was found to be 140% and 60% respectively. The reference results assume that the UE speed
is set at 3 km/h.

Figure 6.11 illustrates the FDPS potential with the OF-CQI scheme. It is seen that the perfor-
mance is sensitive to the setting of N off , e.g., a near-linear improvement in gain potential with
N off is seen initially. Further, from Figure 6.11 (a) and (b) it is seen that the setting of N off = 3 is
sufficient to achieve most of the FDPS potential. The trends are similar for both antenna schemes.
As seen earlier in the FDLA analysis, when N off is set at a low value there is a loss in perfor-
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Figure 6.11: F-FDM performance based on the OF-CQI scheme, TD-PF/FD-PF scheduler, finite buffer
traffic model, and the Macro case 1 scenario.

mance, due to lack of CQI information at the transmitter side. Figure 6.11 (c) and (d) illustrate
the cell throughput and coverage gain over Ref respectively. With the selected value of N off the
saving in CQI overhead is around 36% over the reference AB-CQI scheme.

6.12 FDPS Performance Based on the TH-CQI Scheme

The FDPS potential together with the TH-CQI scheme is illustrated in Figure 6.12. Here, the
threshold is applied in the SINR domain. Further, cell-level based threshold optimization is pre-
ferred to G-factor based optimization, due to the limited potential of the latter technique. The
trends are mostly similar to those seen in the FDLA analysis in Figure 6.2. The main difference
is that the coverage performance becomes more sensitive to the threshold value. In comparison to
FDLA, the coverage potential of FDPS is reduced when the threshold is set at a low value. This is
due to the reduction in the multi-user diversity gain caused by the lack of CQI information.
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Figure 6.12: FDPS performance based on the TH-CQI scheme, finite buffer model, and non-ideal CQI
settings.

Based on the evaluation in Figure 6.12 we have selected the threshold value of 4 dB for the
1x1 scheme and 3 dB for the 1x2 scheme. These settings provide the minimum loss in comparison
to the AB-CQI scheme. The loss in FDPS potential is higher with the 1x1 scheme due to the
increased channel dynamics. Further, due to the unavailability of detailed knowledge of each RB
the optimized TH-CQI scheme cannot match the gain potential available with the OF-CQI scheme,
e.g., a loss in cell throughput potential of around 10% - 15% is seen. Among the considered CQI
schemes the TH-CQI technique can provide the maximum saving in CQI overhead, around 76%,
over the AB-CQI scheme. The threshold optimization for FDPS is, however, dependent on the
channel profile, antenna configuration, scheduler type, and UDO.

Figure 6.13 illustrates the performance of the variant TH-CQI scheme where the threshold is
applied in the throughput domain. It is denoted as TH-CQI-2, and the results show similar trends
as Figure 6.12 (c). Although this technique can improve the FDPS potential over the SINR domain
based threshold optimization, the potential is limited, e.g., 1% - 2%. The drawback with the SINR
domain optimization is that the mapping of SINR to throughput is non-linear.
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Figure 6.13: FDPS performance based on the variant TH-CQI scheme, where the threshold is applied in
the throughput domain.

6.13 Optimization of the TH-CQI Scheme Depending on UDO

As mentioned earlier, the optimization of the TH-CQI scheme is dependent on the UDO. Fig-
ure 6.14 illustrates the variation in optimum threshold value as a function of UDO. The trends
are expected as the optimized threshold value is a decreasing function of UDO. At a low value of
UDO a larger value of threshold is required to improve the utilization of the multi-user diversity
gain potential. Further, due to the higher channel dynamics in the 1x1 antenna scheme it requires
a larger value of threshold in comparison to the 1x2 case, for the same UDO.

Figure 6.14: Optimization of the SINR based TH-CQI scheme depending on UDO. The results are based
on the TU channel profile and Macro case 1 scenario.
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Figure 6.15: FDPS performance based on the BM-CQI scheme. The results are based on the TD-PF/FD-PF
scheduler, TU channel profile and Macro case 1 scenario.

6.14 Evaluation of the FDPS Potential With the BM-CQI Scheme

Next, we evaluate the FDPS potential together with the BM-CQI scheme. Figure 6.15 (a) illustrates
the loss in cell throughput over the AB-CQI scheme as a function of the parameter M . The trends
are similar to the FDLA analysis, shown in Figure 6.4. Initially, there is a significant loss in the
FDPS potential due to the reduction in number of RBs with known channel quality, which leads
to deterioration in the multi-user diversity gain. Thereafter the performance improves steadily and
reaches optimum around M = 10. We have selected M = 5 for the 1x1 scheme and M = 6 for
the 1x2 case as they are the smallest values of M which can limit the loss in comparison to AB-
CQI to within 10%. Based on the selected values of M the reduction in CQI overhead is around
66% for the 1x1 case and 60% for the 1x2 case.

6.15 FDPS Performance Based on the BM-OF-CQI Scheme

Figure 6.16 illustrates the FDPS performance with the BM-OF-CQI scheme as a function of N off ,
for the selected values of M . It is seen that the performance is quite sensitive to N off and the
setting of N off = 3 is sufficient to keep the loss relative to AB-CQI within 10%. At this setting of
N off the CQI overhead is reduced by 70% and 66% for the 1x1 case and the 1x2 case respectively.
Similarly, in comparison to the BM-CQI scheme the CQI overhead is reduced by 12% and 15%,
depending on the antenna scheme. Note that the optimized BM-OF-CQI scheme can provide
similar FDPS potential as the TH-CQI scheme. However, it requires an additional 19% and 29%
in CQI overhead, depending on the antenna scheme.
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Figure 6.16: FDPS performance based on the BM-OF-CQI scheme, TU channel profile and non-ideal CQI
settings.

Figure 6.17: Optimization of the BM-OF-CQI scheme depending on UDO. The results are based on the
TU channel profile and the Macro case 1 deployment scenario.

6.16 Optimization of the BM-OF-CQI Scheme Depending on UDO

Next, we consider the optimization of the BM-OF-CQI scheme as a function of the UDO. The
results shown in Figure 6.17 (a) depict the variation in the lowest value of M for which the cell
throughput loss over AB-CQI is within 10%, as a function of the UDO. We have used the setting of
N off = 3 in these results. It is clear that when the UDO is small a larger value of M is required in
order to enable F-FDM to exploit the multi-user diversity gain over the entire system bandwidth.
Further, a larger value of M is required under the 1x2 antenna scheme for the same UDO, due to
the higher system operating point. Figure 6.17 (b) illustrates the associated CQI overhead with the
BM-OF-CQI scheme as a function of the UDO.
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6.17 Impact of Reduced CQI Rate on FDPS Performance

Based on the optimized CQI schemes we evaluate the FDPS potential with reduced CQI reporting
rate. First, a sub-set of CQI rates is selected for each scheme based on the results in Figure 6.18.
The two sets of curves represent the considered antenna schemes. It is clear that the TH-CQI
scheme provides the maximum reduction in overhead, while the optimized Best M schemes are
superior to the OF-CQI scheme. The selected CQI rates for further analysis are listed in Table 6.5
for the different schemes. The aim is to progressively reduce the CQI rate until it is similar to the
Ref scheme, and evaluate the FDPS gain potential as well as mobility support. Further, among the
Best M schemes we consider only the BM-OF-CQI scheme for further analysis.

Figure 6.19 (a) and (b) illustrate the FDPS potential with reduced CQI reporting rate when the
OF-CQI scheme is employed. Figure 6.19 (c) and (d) illustrate the performance with the TH-CQI
scheme and Figure 6.20 illustrates the performance with the BM-OF-CQI scheme. In general the
FDPS gain decreases with increase in UE speed, as LA is not able to track fast variations in the
channel conditions. Among the considered CQI schemes the TH-CQI scheme is the most robust
to UE speed, as it does not depend on detailed knowledge of channel quality. With a similar CQI

Figure 6.18: CQI rate as a function of the reporting delay, for the optimized CQI schemes.
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Figure 6.19: FDPS gain potential as a function of the UE speed, for reduced CQI reporting rate. The
results are presented for the optimized OF-CQI and the TH-CQI schemes.

Figure 6.20: FDPS gain potential as a function of the UE speed, for reduced CQI reporting rate. The
results are presented for the optimized BM-OF-CQI scheme.

rate as the Ref scheme (10 kbps) we see that the OF-CQI scheme can provide almost the full FDPS
gain potential. The TH-CQI scheme can support a maximum cell throughput gain of 36% at the
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Table 6.5: CQI parameters for the investigation of delayed CQI reporting, together with FDPS.

CQI scheme ∆ cqi W cqi CQI rate DLA

[ms] [ms] [kbps] [sub-frames]

Ref-CQI 0.5 0.5 10 4
AB-CQI 2 2 60 5
OF-CQI 2 2 38.5 5

4 2 19.3 7
6 2 12.8 9
8 2 9.6 11

TH-CQI 2 2 14.5 5
3 2 9.7 6
4 2 7.3 7

BM-OF-CQI 2 2 18 5
M=5,N off =3 3 2 12 6

(1x1) 4 2 9 7
5 2 7.2 8

BM-OF-CQI 2 2 20.5 5
M=6,N off =3 3 2 13.7 6

(1x2) 4 2 10.3 7
5 2 8.2 8

Figure 6.21: Trade-off between CQI rate and FDPS potential for optimized OF-CQI, TH-CQI and BM-
OF-CQI schemes.
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CQI rate of 9.7 kbps. This is around 10% lower than the OF-CQI scheme. Similar trends are
observed with the BM-OF-CQI scheme. Considering the FDPS gain potential as well as mobility
support the TH-CQI scheme provides the best performance. The maximum speed at which FDPS
can provide gain over Ref is around 30 km/h, with the 1x2 antenna scheme.

The FDPS gain potential with the reduced CQI reporting rate for the 1x1 antenna scheme is
illustrated in Figure C.6. The trends are similar to the 1x2 case, and the TH-CQI scheme provides
the best overall FDPS performance. The maximum cell throughput potential with reduced CQI
rate is 90%. Further, the maximum speed at which FDPS can provide a gain over Ref is around
35 km/h.

Figure 6.21 illustrates the trade-off between CQI rate and FDPS potential, for the optimized
CQI schemes and the 1x2 antenna configuration. Similar to previous results, it is seen that the TH-
CQI scheme is the most robust to UE speed. If the CQI rate is kept to around 10 kbps the TH-CQI
scheme provides the best FDPS performance beyond the speed of 3 km/h. Similar results for the
1x1 antenna case are illustrated in Figure C.7. The trends are quite similar to the 1x2 case and the
TH-CQI scheme provides the best overall performance, considering also the mobility support.

6.18 Impact of Time-Domain Averaging on FDPS Performance

We conclude the CQI analysis by evaluating the potential of averaging in time domain at the UE.
As seen previously in Figure 3.18, the advantage of averaging is that the effective number of pilots
per RB is increased, which can be used to improve the accuracy of CQI estimation. Figure 6.22
illustrates the FDPS gain potential as a function of the averaging window (W cqi). The results are
based on the 1x2 antenna scheme. Further, two different UE speeds have been considered in the

Figure 6.22: FDPS performance as a function of time domain averaging together with reduced CQI re-
porting rate. The results are based on the 1x2 antenna scheme, TU channel profile, finite buffer model, and
the Macro case 1 deployment scenario.
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analysis. The std. of CQI error is set at 2.5 dB, based on Figure 3.18.

The performance evaluation shows that the FDPS gain is improved with the increase in the
averaging window. Focusing on the performance at W cqi = 2 ms, which has been used as the
reference setting in previous results, we can see that the results in Figure 6.22 match quite well
with those shown in Figure 6.19 and Figure 6.20. Note that with an increase in W cqi the channel
dynamics are also averaged out, and these are what create the multi-user diversity gain in the first
place. This effect is not seen in Figure 6.22 as the considered UE speeds are quite low. The
potential of time domain averaging together with the 1x1 antenna scheme has been illustrated in
Figure C.8. The trends are quite similar to those for the 1x2 scheme. We conclude that time
domain averaging is a useful technique to improve the CQI estimation accuracy, e.g., FDPS cell
throughput gain can be improved by around 15% as W cqi is increased from 0.5 ms to 5 ms (1x2
case).

6.19 Conclusions of the FDPS Analysis Based on the Limited CQI
BW Schemes

The trade-off between UL signaling overhead and the available FDPS potential (F-FDM) in the
DL has been evaluated using three different reduced CQI schemes. Each CQI scheme is optimized
individually based on extensive system-level simulations. Further, a highly frequency-selective
channel profile, i.e., TU, has been used in the analysis. The AB-CQI scheme is used as reference
since it provides the maximum FDPS potential. Based on the finite buffer traffic model it was found
that AB-CQI can provide a FDPS cell throughput gain of 110% and 50% with the 1x1 and the 1x2
antenna schemes respectively. However, this scheme requires a large amount of CQI overhead,
e.g., the CQI rate needs to be around 60 kbps, which is six times larger than the requirement of the
Ref scheme.

We begin by evaluating the FDPS potential based on the offset signaling technique. The anal-
ysis has shown that the performance of the OF-CQI scheme is sensitive to the choice of N off .
When it is set at a low value, there is a significant deterioration in performance due to a reduction
in the multi-user diversity gain potential. The setting of N off = 3 was found to be sufficient to
achieve most of the FDPS potential, for both antenna schemes.

Next the potential of the TH-CQI scheme is investigated. The analysis has shown that the
improvement from applying threshold in the throughput domain is quite limited, compared to the
SINR domain. Further, both coverage and cell throughput are sensitive to the choice of threshold
value. Considering the optimized TH-CQI scheme it was seen that the FDPS cell throughput gain
is around 90% and 40%, depending on the antenna scheme, at low speeds. This performance is
achieved with a CQI overhead that is 76% lower than the AB-CQI scheme. The optimization of
the TH-CQI scheme depends on the channel profile, antenna scheme, scheduler type, and UDO.

The analysis of the BM-CQI scheme has shown that as FDPS is able to exploit multi-user
diversity in both time and frequency, M can be kept at a low value and still achieve within 10%
of the maximum potential, e.g., M = 5 for the 1x1 scheme and M = 6 for the 1x2 scheme. The
optimization of the BM-OF-CQI scheme was carried out based on the chosen values of M . It is
seen that N off = 3 is required to provide sufficient FDPS potential. With the optimized BM-OF-
CQI scheme the FDPS gain potential is similar to the TH-CQI scheme. However, it requires an
additional 19% and 29% in CQI overhead, depending on the antenna scheme. The optimization of
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Table 6.6: Tabulated results of the FDPS gain as a function of the CQI rate, at 3 km/h, based on the finite
buffer traffic model.

Parameter CQI scheme
OF-CQI TH-CQI BM-OF-CQI AB-CQI

CQI reporting delay [ms] 6 8 3 4 7 8 2
CQI rate [kbps] 12.8 9.6 9.7 7.3 9 (1x1) 7.2 (1x1) 60

10.3 (1x2) 8.2 (1x2)
FDPS cell throughput
gain over Ref [%] (1x1)

109 108 90 90 90 90 110

FDPS coverage gain over
Ref [%] (1x1)

132 126 110 105 118 115 140

FDPS cell throughput
gain over Ref [%] (1x2)

48 47 37 37 38 37 50

FDPS coverage gain over
Ref [%] (1x2)

58 57 49 49 52 50 60

the BM-OF-CQI scheme depends on the channel profile, antenna configuration, and UDO.

In order to reduce the CQI overhead even further, delayed CQI reporting was employed. The
main drawback of this technique is that it has an adverse impact on the mobility support. Given
that the Ref scheme can be supported with a CQI rate of 10 kbps, the aim is to determine the FDPS
gain potential with the optimized CQI schemes at a CQI rate similar to the Ref scheme. It is seen
that the maximum gain potential at low UE speeds is provided by the OF-CQI scheme. However,
it can support FDPS only up to 15 km/h. The TH-CQI scheme is the most robust to UE speed as
it does not depend on detailed channel knowledge. Further, the reporting delay can be kept at a
low value as the CQI overhead is inherently lower than the other CQI schemes. At low speeds, the
TH-CQI enabled cell throughput gain is within 10% of that provided with the OF-CQI scheme.
However, as the speed is increased this scheme provides the best gain potential and can support
FDPS up to 30 km/h, based on the 1x2 antenna scheme.

The CQI analysis was concluded with the investigation of the impact of UE based time domain
averaging on FDPS performance. It is seen that due to the narrow bandwidth of the RB it is
beneficial to employ time-domain averaging, e.g., it can improve gain potential by 15% - 20%.
However, as the channel dynamics are also averaged in the process, the size of the averaging
window needs to be adjusted according to the UE speed. For reference purposes the FDPS gain
potential with the optimized CQI schemes is summarized in Table 6.6. The findings of this study
have been published in several conference articles, e.g., [72], [97].
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Practical FDAS Algorithm Design

7.1 Introduction

In this chapter we introduce the advanced multi-cell system simulator that will be used to obtain
realistic estimates of the FDAS gain potential over time domain only adaptation and scheduling.
Further, algorithm modifications required to take into account practical aspects such as real AMC,
and HARQ retransmissions are also covered here.

The chapter is organized as follows: Section 7.2 introduces the new features that have been
introduced in the system model. Section 7.3 covers the modeling aspects as well as describes the
modifications that are introduced in the FDAS algorithms. Section 7.4 presents the validation of
the system simulator. Section 7.5 describes the impact of HARQ strategy on FDLA performance.
Section 7.6 presents the evaluation of HARQ strategy on FDPS performance, while Section 7.7
describes the impact of HARQ management scheme on FDPS performance.

7.2 Features Introduced in the System Simulator

The initial evaluation of the FDAS potential was based on a simplified system model that consisted
of a single-cell deployment. The location of users was modeled using known G-factor distribu-
tions, such as the 3GPP Macro cell out-to-in [64]. Further, several modeling simplifications were
introduced in the RRM entities such as LA and HARQ, as described in Chapter 2.

We will now evaluate the FDAS potential with the short-listed schemes using the system simu-
lator, where all the relevant RRM entities have been implemented in detail. The average SINR of
a user is determined online using the detailed link-budget, as well as co-channel interference from
neighboring cells. Further, it is now possible to investigate the impact of restrictions imposed by
HARQ retransmissions on the packet scheduler and LA. Similarly, the impact of dynamic other-
cell interference (non-AWGN) due to fast fading and variations in traffic, can be evaluated. LA is
based on real modulation, and the control channel, coding overhead, and the CRC overhead (24
bits per transport block) have been modeled. Further, the recommended OFDM link-to-system
performance mapping function (EESM) will be used in the effective SINR calculations. Similarly,
OLLA will be based on the actual HARQ Ack/Nack’s received from the UEs.

129
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Figure 7.1: The hexagonal regular grid cellular setup implemented in the system simulator according to
LTE guidelines, given in [103].

7.3 Description of the System Simulator

The system simulator consists of a detailed multi-cell deployment, based on the latest LTE guide-
lines [103], [14]. The framework consists of a hexagonal regular grid cellular set up, where the
center three target cells are surrounded by two tiers of interfering cells, as shown in Figure 7.1.
There are nineteen sites in the simulation area, each consisting of three sectors/cells, giving a total
of fifty seven sectors [79]. The orientation of the main lobes of directional sector antenna elements
is indicated by solid arrows in Figure 7.1. The PHY layer as well as the primary RRM algorithms
such as PS, LA and HARQ are accurately simulated for the center three sectors/cells only. The
model is generic in terms of PHY layer parameters, and supports the reference LTE bandwidth
scenarios listed in Table 2.2.

A 3-sector network topology with 70 degree eNode-B antennas is assumed for the Macro cell
deployment. The propagation modeling consists of the path loss, shadowing and fast fading. The
path loss model for the Macro cell case includes a 20 dB outdoor-to-indoor penetration loss [14].
The path loss model was introduced earlier in Table 2.3. Fast fading and temporal dispersion is
simulated according to the selected PDP (TU), which is a tapped delay line implementation with
uncorrelated Rayleigh fading paths. The location of users is randomly assigned with a uniform dis-
tribution within the center three cells. During a packet call the path loss and shadowing component
is assumed to be constant for each user, while the fast fading is time-varying. Given this simplifi-
cation handovers are not explicitly simulated. Shadowing is fully correlated between cells of the
same site, while the correlation is 0.5 between sites. The serving cell for a new user is selected
according to the lowest total path loss including both distance dependent path loss, shadowing,



Practical FDAS Algorithm Design 131

effective antenna gains, and the minimum coupling loss.

The RRM related functionalities are explicitly simulated only in the center three target cells,
as depicted in Figure 7.1. The remaining cells act as a source of interference. It is assumed that all
the cells are transmitting at full load by default. There are six HARQ stop-and-wait processes per
user operating in an asynchronous scheme, as described in Section 2.6. The HARQ channel with
the longest pending retransmission is selected. The maximum number of HARQ transmission
attempts per code-block is equal to 4. Further, ideal HARQ Chase Combining is assumed, and
HARQ Ack/Nack signalling delays have been included. Further, error-free detection of the UL
control channels is assumed. The system is based on a simple admission control strategy, which
keeps the total number of users within the center three cells constant. Ideal channel estimation
is assumed throughout. In terms of the DL control channel overhead a fixed number of OFDM
symbols are reserved per TTI, while the Pilot channel overhead is not considered. The infinite
buffer as well as the finite buffer traffic models described in Section 2.10 have been implemented.
The link-to-system level performance mapping is based on the EESM model, which was described
earlier in Section 2.8. The β factors for the considered MCS formats have been obtained from
extensive link-level simulations, and are listed in Table B.2. The default simulation assumptions
are based on the latest LTE recommendations, given in [14], and are summarized in Table 7.1.
Note that there are a few changes in the parameter settings in comparison to the initial FDAS
evaluation, which reflects the current status in 3GPP.

The interaction between the main entities involved in scheduling, i.e., packet scheduler, LA,
HARQ manager and CQI manager was illustrated in Figure 2.4. The overall scheduler is divided
into the time-domain (TD) part followed by the frequency-domain (FD) part, as illustrated in
Figure 3.12. The minimum resolution for scheduling in the frequency domain is one resource
block (RB), and its width is equal to 180 kHz. There are 50 RBs within 10 MHz according to
the latest LTE guidelines [14]. However, only 25 CQI reports are reported to the eNode-B. The
number of CQI reports has been reduced to lower the overhead, as well as to improve the quality
of per RB CQI estimation. The ideal AB-CQI reporting scheme introduced in Section 3.9 is used
by default. The modeling of the relevant RRM entities is described hereafter.

7.3.1 CQI Modeling

For the sake of simplicity, we assume that the CQI is equivalent to a simple SINR measurement at
the input of decoder. Thus, it includes antenna combining. For the 1x1 receiver case the ideal CQI
for RB number n can be expressed in linear scale as:

CQI ideal(n) =
∑EI

i=SI P pilot, rx(i)∑EI
i=SI I tot(i)

, (7.1)

where I tot(i) is the total received interference including receiver noise, on sub-carrier i which is
included in RB n, and P pilot, rx(i) is the virtually received pilot power from the serving cell on
the i-th sub-carrier. The term “virtually received pilot power” is used here as there is no explicit
modeling of pilot symbols. The term P pilot, rx(i) is computed as the product of complete path loss
from the serving cell on the i-th sub-carrier and the predefined virtual pilot transmit power. The
pilot transmit power is only used for CQI computations. The terms SI and EI in (7.1) denote the
start index and end index respectively of the sub-carriers included in RB n.
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Table 7.1: System model assumptions based on the 3GPP Macro cell out-to-in deployment, and default
simulation parameters [49].

Parameter Setting

Cellular Layout Hexagonal grid, 19 cell sites,
3 cells per site

Inter-site distance 500 m
System bandwidth 10 MHz
Sub-carriers per RB 12
Number of RBs (M ) 50
Sub-frame/TTI duration 1 ms
Total eNode-B transmit power 46 dBm
Penetration loss 20 dB
Lognormal shadowing standard deviation 8 dB
Correlation between sectors 1.0
Correlation between sites 0.5
Correlation distance of slow fading 50 m
Min. dist. between UE and cell 35 m
Avg. number of users per cell (UDO) 20 (Ref, FDLA), 10 (FDPS)
Max. users multiplexed per sub-frame (N ) 1 (Ref, FDLA), 10 (FDPS)
TD scheduling TD-PF
FD scheduling F-FDM, FD-PF
Power delay profile TU, 20 paths
CQI reporting scheme AB-CQI, periodic reporting
CQI log-normal error std. 1 dB
CQI reporting resolution 1 dB
CQI measurement sub-band (∆f cqi) 360 kHz (24 sub-carriers)
Processing delay (D cqi) 2 ms
CQI reporting interval (∆ cqi) 5 ms
N abs 5 bits
Control channel overhead 21% (3/14 symbols)
Modulation/code rate settings QPSK (R= 1/3, 1/2, 2/3),

16QAM (R=1/2, 2/3, 4/5),
64QAM (R=1/2, 2/3, 4/5)

HARQ model Ideal chase combining
Max. No. of HARQ transmission attempts 4
Ack/Nack delay 2 ms
1st transmission BLER target 20%
UE speed 3 km/h
UE receiver 2-Rx MRC
Channel estimation Ideal
Carrier frequency 2 GHz
eNode-B antenna gain 14 dB
UE antenna gain 0 dBi
UE noise figure 9 dB (-124 dBm/sub-carrier)
Min. distance between UE and cell ≥ 35 m
Frequency re-use 1
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In case of the 1x2 MRC scheme the ideal CQI is given by:

CQI ideal(n) =
∑EI

i=SI P pilot, rx(i, 1)∑EI
i=SI I tot(i, 1)

+
∑EI

i=SI P pilot, rx(i, 2)∑EI
i=SI I tot(i, 2)

, (7.2)

where I tot(i,m) denotes the total received interference power, and P pilot, rx(i,m) denotes the vir-
tually received pilot power on the i-th sub-carrier at receive antenna number m. In reality, the UEs
cannot perfectly estimate the CQI, and the reported CQI is subject to both measurement uncertain-
ties as well as quantization effects, as the CQI needs to be reported with a small finite number of
bits. As reported earlier, the basic approach is to add a Gaussian distributed measurement error to
the ideal CQI report expressed in decibel, as well as to quantize the CQI to a finite resolution. The
formatted CQI report at the receiver for the n-th RB is expressed as:

CQI(n) = Quant

{
X;

(
10 log10

(
CQI ideal(n)

)
+ ε(n)

)}
, (7.3)

where ε(n) is a zero mean Gaussian distributed variable with standard deviation σCQI ([dB]).
The random variables ε(n) and ε(m) are uncorrelated for n 6= m. The function Quant{x; y}
quantizes the value y in steps of x. We assume periodic CQI reporting from each UE, which is
also the working assumption in 3GPP [14].

7.3.2 Practical Design of LA Based on Real AMC

The practical design of LA takes into account real AMC, first transmission BLER target, HARQ
restrictions, as well as the buffer status. At the transmitter, the effective SINR is calculated on the
basis of the CQI reports, MCS format, and the EESM model. The PHY layer performance curves
shown in Figure 2.11 are used to determine the BLER for a given effective SINR value and MCS
format. We will focus on the detailed analysis of the FDLA-EP algorithm, as it has shown the
most potential.

The pseudo-code of the FDLA-EP algorithm taking into account the practical aspects is illus-
trated in Figure 7.2, based on Matlab notation. Note, that the HARQ retransmission case is not
included in Figure 7.2, as it is fairly straightforward to manage. The algorithm loops over the per
RB CQI values that have been sorted in descending order of quality. For each combination of RBs
the EESM based effective SINR is calculated using (2.22), where γ i denotes the effective CQI
value taking the updated OLLA offset into account. The RB and MCS combination that optimizes
throughput under the BLER and buffer occupancy constraints is used in transmission. In case no
combination of parameters can satisfy all the constraints the lowest MCS and full bandwidth trans-
mission mode is employed. The design of the Ref scheme is relatively straightforward as there is
only one RB available for use.

At the receiver, actual sub-carrier SINR is used to compute the effective EESM SINR. Next,
the actual BLER is read from the relevant PHY layer performance curve. The transmission is
deemed to be successful if X < BLER, where X is a uniformly distributed random variable in
the range [0; 1]. Failed transmissions are afterwards retransmitted using HARQ with ideal Chase
Combining. The effect of Chase Combining is captured by linearly adding the EESM values for
the different HARQ transmissions.

As the CQI error distribution is assumed to be lognormal, it is likely that LA selects the RBs
for transmission which have a positive value of error. In such a scenario the closed loop OLLA
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Figure 7.2: Pseudo-code of the practical FDLA-EP algorithm employing buffer occupancy information as
well as real AMC, based on Matlab notation.
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algorithm described in Subsection 2.5.2 is used to reduce the impact of biased CQI errors. The
offset factor ACQI is adjusted using the received Ack/Nacks. The same offset is applied to each
RB of a user, and only the Ack/Nack of the first transmission is used to adjust the offset factor.
The dynamic range of OLLA offset factor is restricted to 4 dB.

7.3.3 HARQ Aware FD Scheduler Design

As described in Section 3.8, packet scheduling is divided into two steps. In Step # 1, the TD sched-
uler selects a sub set of N users from the available users in the cell. These users are frequency
multiplexed by the FD scheduler in Step # 2. We assume that N = UDO, in order to maximize
the multi-user diversity gain potential. It is desirable to map users to those RBs where they expe-
rience relatively good channel quality. This is a non-trivial optimization problem, which is further
complicated by the additional constraint that pending HARQ retransmissions shall be transmitted
on the same number of RBs as the original transmission. However, the FD scheduler still has the
freedom to select RBs for a retransmission as long as the total number of RBs is the same as for
the original HARQ transmission (i.e., adaptive HARQ) [59].

The steps involved in HARQ management at the FD scheduler are illustrated in Figure 7.3.
In order to limit the HARQ retransmission delays we choose to give priority to pending HARQ
retransmissions in the FD scheduler. Hence, assuming that Q of the N users have pending retrans-
missions requiring allocation of K RBs, this leaves Y = M − K RBs for transmission of new
data from the remaining L users (Step A in Figure 7.3). We begin by allocating up to Y RBs to the
L users with new data to transmit (Step B). This gives maximum flexibility in selecting RBs for
the users with relatively high channel quality, which tends to maximize the transmitted through-
put for new data. The remaining K RBs are subsequently allocated to the Q users with pending
retransmissions (Step C). It means that there are less degrees of freedom for selecting good RBs
for retransmissions, as compared to new data. This approach is taken because it is less critical to

Figure 7.3: HARQ management strategy applied at the FD scheduler, that is required to manage the
division of RB resources between first transmissions and retransmissions [59].
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Figure 7.4: (a) Comparison between the G-factor CDF obtained from previous study and the system
simulator implemented here. (b) Comparison between the CDFs of instantaneous sub-carrier SINR (TU
profile) obtained from link-level model and the system simulator.

have good channel quality for retransmissions, as these will most likely be correctly received due
to the HARQ combining gain. The assumption is that the BLER target for the first transmissions
is within 10%-20%. We evaluate the impact of selected HARQ management strategy on FDPS
performance in Section 7.7.

7.4 Validation of the System Simulator

Figure 7.4 (a) illustrates the CDF curves of the G-factor obtained from the system simulator, as
well as from a previous study [64]. The inter-site distance (ISD) in [64] was equal to 2800 m,
in comparison to 500 m used here. As a result, it is seen that the CDF curve from the system
simulator is shifted slightly to the right, indicating better average SINR conditions. As expected
the difference between the curves is mainly seen in the low-medium G-factor range, where the
SINR is limited by inter-cell interference.

In Figure 7.4 (b) the CDF curves of instantaneous sub-carrier SINR obtained from the system
simulator as well as from the link-level model, described in Appendix A, are shown. These curves
are used to investigate the implementation of the channel model and antenna processing. They are
obtained for the 1x2 MRC receiver and the TU channel profile. It is seen that the sub-carrier level
channel dynamics in the two curves match quite well.

7.5 Impact of HARQ Strategy on FDLA Performance

The impact of adaptive and non-adaptive HARQ transmission on the FDLA performance is il-
lustrated in Figure 7.5. The non-adaptive HARQ scheme restricts the transmitter to allocate the
same RBs for retransmission that were used in the original transmission. It is obvious that the per-
formance of coverage limited users is more sensitive to the HARQ strategy, since they normally
experience retransmissions due to the severe interference conditions. Further, FDLA performance
is sensitive to speed as a result of the CQI and LA processing delays. Thus, we focus on the cover-
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Figure 7.5: Impact of HARQ strategy on coverage performance, based on the 1x1 antenna scheme, infinite
buffer traffic model and 30 km/h. The time-domain scheduler is based on the PF principle.

age performance at 30 km/h, and the 1x1 antenna scheme. It is seen in Figure 7.5 that the adaptive
HARQ transmission scheme can provide a significant improvement over the non-adaptive scheme
in terms of coverage, e.g., over 100%. The FDLA-EP scheme has been used in these results. Thus,
it is recommended to employ adaptive HARQ transmission in a practical system.

7.6 Impact of the HARQ Strategy on FDPS Performance

Figure 7.6 illustrates the impact of HARQ strategy (adaptive versus non-adaptive HARQ) on FDPS
performance. The results are based on the 1x2 antenna scheme, infinite buffer traffic model, and
the speed is set at 30 km/h. It is seen that adaptive HARQ can improve the coverage performance
significantly, e.g., around 57%. Similar trends are observed in Figure 7.6 (c), which illustrates the
CDF of user throughput. In Figure 7.6 (d) it is seen that due to the reduced degrees of freedom the
non-adaptive HARQ scheme occasionally forces a very low FDM order, e.g., around 2-4.

7.7 Influence of the HARQ Management Scheme on FDPS Perfor-
mance

Finally, the impact of the HARQ management scheme on FDPS performance is evaluated. The
proposed HARQ management technique is compared to a scheme that prioritizes multiplexing
of retransmissions in frequency, instead of the first transmissions. Figure 7.7 (b) illustrates that
although the latter scheme can improve the BLER performance for the first retransmissions, it
is not able to improve the coverage significantly, as seen in Figure 7.7 (a). Similar trends were
observed in cell throughput. It is recommended to prioritize the multiplexing of first transmissions
in frequency, if the objective is to maximize spectral efficiency.
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Figure 7.6: Impact of HARQ strategy on FDPS performance, based on the 1x2 antenna scheme, infinite
buffer traffic model, and a speed of 30 km/h.
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Figure 7.7: FDPS performance as a function of the HARQ management scheme, based on the 1x2 antenna
scheme, and the infinite buffer model.



Chapter 8

System Simulator Based Evaluation of
the FDAS Potential

8.1 Introduction

In this chapter the system simulator based evaluation of FDAS is presented. The chapter is orga-
nized as follows: The algorithms selected for further analysis are short listed in Section 8.2. The
detailed performance evaluation of FDLA is described from Section 8.2, and onwards up to Sec-
tion 8.10. The evaluation of FDPS is presented from Section 8.11, and onwards up to Section 8.16.
The conclusions of the FDPS analysis are covered in Section 8.17. Finally, Section 8.18 describes
the evaluation of FDPS under fractional load.

8.2 FDAS Schemes Selected for Further Evaluation

Based on the detailed analysis of different LA algorithms in Chapter 4, the FDLA-EP scheme with
single-block transmission is selected for further evaluation. Similarly, among the FDPS schemes
the F-FDM scheme based on single-block, equal power, and full-bandwidth transmission will be
evaluated, on the basis of analysis in Chapter 5. The performance of FDAS schemes is compared
against the reference scheme that has been described in Section 3.4.

Among the low bandwidth CQI schemes that can support FDAS the TH-CQI scheme will be
used in the detailed analysis, based on the conclusions of Chapter 6. Further, the AB-CQI scheme
is employed as the reference CQI scheme for the evaluation of FDAS potential. The complete
description of the system simulator has been provided in Chapter 7, and the default simulation
parameters have been listed in Table 7.1.

139
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Figure 8.1: (a) FDLA cell throughput gain over Ref as a function of the CQI error and antenna scheme,
and (b) FDLA coverage gain over Ref. The results are obtained with the infinite buffer traffic model, and
the speed is set at 3 km/h.

8.3 Impact of CQI Error and Receive Antenna Diversity on FDLA
Performance

Figure 8.1 (a) and (b) illustrate the FDLA cell throughput and coverage gain over Ref for the
1x1 and 1x2 antenna schemes at 3 km/h, based on PF scheduling in time. Further, the impact
of CQI errors on performance is also shown. Similar to the trends in Figure 4.4, it is seen that
FDLA gain is reduced in the presence of CQI errors. Furthermore, FDLA is mainly a coverage
enhancing mechanism, as seen in Figure 8.1 (b). In the presence of receive antenna diversity the
FDLA potential is reduced, due to stabilization of the channel dynamics. These results based on
the infinite buffer traffic model and non-ideal CQI settings (AB-CQI) show that the coverage gain
of FDLA over Ref is in the order of 10% - 40%, depending on receive diversity.

8.4 Detailed LA Performance Curves

Figure 8.2 illustrates the detailed LA performance curves for the 1x1 and 1x2 antenna schemes.
Figure 8.2 (a) and (b) illustrate the cell throughput and coverage respectively, for the FDLA and
Ref schemes. In these results the User Diversity Order (UDO) has been fixed at 20. Figure 8.2 (c)
illustrates the CDF of the user throughput. While the trends are similar to Figure 4.3 (a), it is
observed that the simplified single-cell model gives an optimistic estimate of performance. This
can be expected as the previous Shannon theorem based throughput estimation was based on ideal
channel coding, continuous rate adaptation, and did not take into account the fact that the decoder
performance is dependent on the MCS format (i.e., β factor in (2.22)).

Figure 8.2 (d) illustrates the average number of scheduled RBs as a function of the G-factor.
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Figure 8.2: Detailed LA performance curves, based on non-ideal CQI settings, the 1x1 and 1x2 antenna
schemes, and the infinite buffer traffic model.
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Figure 8.3: Impact of dynamic other-cell interference on FDLA performance, based on the 1x2 antenna
case and the infinite buffer model.

In general, the trends are similar to Figure 4.3 (b), and confirm that when the average SINR is
low FDLA optimizes the transmit bandwidth under a frequency-selective fading scenario. Fig-
ure 8.2 (e) illustrates the FDLA user throughput gain over Ref as a function of the G-factor, and
Figure 8.2 (f) illustrates the average user throughput versus the G-factor. In general, the perfor-
mance trends are similar to Figure 4.3 (d). However, it is observed that due to the EESM model
FDLA can also improve performance over Ref at high SINR values.

8.5 Impact of Dynamic Other-Cell Interference on FDLA Performance

The results in Figure 8.2 assume that the interfering cells always transmit at full power, as the
detailed modeling of RRM functions is implemented only in the center three cells. Intuitively,
we expect the FDLA performance to improve if the other-cell interference is dynamic in nature,
e.g., when the RRM functions are implemented in all cells of the network. This is due to the
fact that FDLA can avoid transmission on those RBs that are experiencing severe interference,
thus improving SINR on the selected RBs. In order to investigate this behavior we model FDLA
performance in the interfering cells using the CDF of scheduled PRBs (cell-level), obtained from
the analysis in Section 8.4.

The results in Figure 8.3 show that the FDLA performance improves marginally when the
other-cell interference is dynamic in nature. Note that the model used here ensures that the RB
allocation pattern changes slowly in time at each eNode-B, due to the inability of LA to track fast
variations in SINR.

8.6 FDLA Performance as a Function of the Maximum Allowed Power
Per RB

In order to limit the dynamic range of SINR variations due to adaptive power allocation as well
as to reduce the PAPR of the transmit signal the maximum allowed power per RB, denoted by
Power RB,max, is parameterized. Figure 8.4 illustrates the FDLA cell throughput and coverage as
a function of Power RB,max. Here, the interfering cells are transmitting at full power. It is seen
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Figure 8.4: Impact of maximum allowed power per RB (Power RB,max) on FDLA performance, based on
the 1x2 antenna scheme, and the infinite buffer traffic model.

that even though the maximum power per RB is restricted to 2% of full power, there is marginal
impact on the FDLA performance. This is due to the fact that the Turbo decoder prefers that
all the symbols within the code block have similar SINR conditions, e.g., resulting from limited
variations in power. Further, the FDLA algorithm schedules on more than half of the RBs in the
average sense, as seen in Figure 8.2 (d), which reduces the impact on FDLA performance.

8.7 Impact of the Traffic Model on FDLA Performance

Figure 8.5 illustrates the impact of traffic model on the FDLA performance. While Figure 8.5 (a)
and (b) show the cell throughput and coverage respectively, Figure 8.5 (c) illustrates the CDF of
the average user throughput, and Figure 8.5 (d) illustrates the CDF of the scheduled G-factor. It is
seen that the absolute value of cell throughput is reduced under the finite buffer traffic model, by
around 30%. This traffic model causes the coverage limited users to remain within the simulation
set up for a longer duration than the cell-center users, thus reducing the cell throughput. Further,
the PF scheduler tries to provide inter-user fairness by scheduling the coverage limited users more
often, as seen in Figure 8.5 (d). The coverage performance is not affected by the traffic models
considered in this study.

8.8 Significance of OLLA

Figure 8.6 (a) illustrates the relative loss in cell throughput as a function of the std. of lognormal
error on the per-RB CQI report. Figure 8.6 (b) illustrates the loss in coverage in comparison to the
case with no CQI errors (i.e., σCQI = 0). It is seen that OLLA can improve both cell throughput
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Figure 8.5: Impact of traffic model on FDLA performance, based on the 1x2 MRC antenna scheme.

Figure 8.6: Impact of OLLA on FDLA performance when noisy and limited CQI feedback is assumed.

and coverage significantly. The trends are similar to Figure 4.4, and confirm that OLLA should be
employed in the practical RRM implementation.
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Table 8.1: FDLA gain over Ref for the 1x2 MRC case and the Macro case 1 scenario. Results are based on
the AB-CQI reporting scheme at the CQI rate of 25 kbps.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

Static 18 10 13 13
Low mobility
(3 km/h)

8 7 10 10

Medium mobility
(30 km/h)

-4 -7 5 5

Table 8.2: FDLA gain over Ref for the 1x1 antenna case and the Macro case 1 scenario. Results are based
on the AB-CQI reporting scheme at the CQI rate of 25 kbps.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

Static 30 29 50 50
Low mobility
(3 km/h)

26 14 41 41

Medium mobility
(30 km/h)

-3 -5 11 11

8.9 Summarized FDLA Results Based on the AB-CQI Scheme

The analysis of FDLA based on the system simulator shows that in general the trends in perfor-
mance are similar to those obtained with the single-cell model. However, the simplified system
model provides an optimistic estimate of the FDLA gain, due to the modeling simplifications.
Further, the system settings are also slightly different between the two sets of results. Table 8.1
provides the summarized results of FDLA cell throughput and coverage gain over the reference
scheme, for the 1x2 antenna case and the Macro case 1 scenario. The results are provided for both
infinite buffer and finite buffer traffic models. Table 8.2 provides similar performance results for
the 1x1 antenna scheme. It is seen that FDLA cannot improve the cell throughput over the Ref
scheme at 30 km/h, due to the slow CQI feedback.

8.10 FDLA Performance Based on the TH-CQI Scheme

The TH-CQI scheme can reduce the signaling overhead significantly relative to the AB-CQI
scheme, as can be seen in Table 8.3. Further, based on the selected parameter settings the CQI
rate with the TH-CQI scheme can be made similar to the Ref-CQI scheme. Figure 8.7 illustrates
the relative loss in cell throughput and coverage over the AB-CQI scheme as a function of the
Threshold value. The trends in terms of cell throughput are similar to Figure 6.2 (a), as there is
a unique optimal value of Threshold which maximizes the cell throughput. Further, the optimal
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Table 8.3: Parameters for the investigation of low-bandwidth CQI reporting schemes.

CQI scheme CQI Overhead ∆ cqi CQI rate
[bits/report] [ms] [kbps]

Ref-CQI N abs = 5 1 5
AB-CQI M ·N abs = 125 5 25
TH-CQI N abs + M = 30 5 6

Figure 8.7: Relative loss in FDLA performance as a function of the Threshold value, based on the 1x2
antenna scheme, and the finite buffer traffic model.

Table 8.4: FDLA gain over Ref based on the TH-CQI scheme, and the finite buffer traffic model. Results
are provided for the 1x1 and 1x2 antenna schemes.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

1x1 1x2 1x1 1x2

Static 20 10 40 11
Low mobility
(3 km/h)

15 2 40 7

Medium mobility
(30 km/h)

-5 -6 10 5

Threshold value is smaller for coverage than cell throughput, as the cell-edge users will generally
be scheduled only on a few good RBs. Table 8.4 provides the summarized FDLA performance
results for the 1x1 and the 1x2 antenna schemes, based on the finite buffer traffic model and the
TH-CQI scheme, at the CQI rate of 6 kbps. This concludes the analysis of FDLA.
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Figure 8.8: Impact of CQI error and antenna scheme on FDPS performance, based on the AB-CQI scheme
and infinite buffer traffic model.

8.11 FDPS Performance as a Function of the CQI Error and Receive
Antenna Diversity

Next, the investigation of the FDPS potential based on the system simulator is carried out. Fig-
ure 8.8 illustrates the impact of receive diversity and CQI error on FDPS performance. The trends
are similar to Figure 5.5, and confirm that FDPS can improve performance significantly over the
reference scheme. Further, OLLA is able to stabilize the performance in the presence of CQI inac-
curacies. The FDPS cell throughput gain over Ref is around 70% - 30%, and the coverage gain is
around 80% - 45%, depending on the presence of receive diversity. Comparing the absolute gain
with the simplified model it is observed that the previous estimates of the FDPS potential were
optimistic, due to the modeling simplifications.

8.12 Impact of Speed on FDPS Performance

FDPS performance as a function of the UE speed is evaluated in Figure 8.9. The trends are similar
to Figure 5.6. These results assume non-ideal CQI according to settings in Table 7.1. It is seen that
FDPS performance is sensitive to speed as LA is not able to track fast variations in the channel,
due to the CQI and LA processing delays. Further, FDPS should be employed in the low-medium
mobility scenario, i.e., below 30 km/h.
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Figure 8.9: FDPS performance as a function of speed, based on the 1x2 MRC scheme and the infinite
buffer traffic model.

Figure 8.10: Impact of the traffic model on FDPS performance, based on the AB-CQI scheme.
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Figure 8.11: Impact of OLLA on the FDPS cell throughput and coverage. The finite buffer traffic model
is employed in these results.

8.13 Impact of Traffic Model on FDPS Performance

Figure 8.10 illustrates the impact of the traffic model on FDPS performance. Similar to the trends
in FDLA performance, shown in Figure 8.5, the FDPS cell throughput is also reduced when the
data-fair traffic model is employed. However, the PF scheduler is able to maintain the coverage
performance. Further, the cell throughput gain over Ref is improved with the finite buffer traffic
model, which is similar to the trends in Figure 5.7.

8.14 FDPS Performance Under OLLA

Figure 8.11 illustrates the performance of OLLA when applied together with FDPS. The trends
are similar to Figure 5.5, and confirm that OLLA is effective in reducing the impact of biased CQI
errors, e.g., OLLA can improve performance by around 10% - 15%. However, there is still a loss
of around 5% in both cell throughput and coverage when the per-RB CQI error is around 1 dB.
One of the topics for further research is the impact of OLLA convergence on performance. We
have assumed a fixed OLLA step size, which is based on previous HSDPA studies.

8.15 FDPS Under Different Degrees of Fairness

Next, FDPS performance under different degrees of fairness is evaluated. Figure 8.12 illustrates
performance with four combinations of TD and FD schedulers, which have been described earlier
in Section 3.8. It is seen in Figure 8.12 (a) and (b) that different TD and FD scheduler combi-
nations can provide a trade-off between cell throughput and coverage, e.g., the TD-BET/FD-TA
scheduler can improve coverage over the TD-PF/FD-PF scheduler by around 15%, without any
significant deterioration in cell throughput. The TD-MT/FD-MT scheme is not able to improve
the cell throughput even though it prioritizes users with good channel conditions due to the CQI
errors and the relatively low FDM order, as seen in Figure 8.12 (f). Further, the TD-PF/FD-ER
scheduler tries to allocate equal number of RBs to all users irrespective of their location, as seen
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Figure 8.12: Impact of the time-domain and frequency-domain scheduling policy on FDPS performance,
based on the finite buffer traffic model.
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Table 8.5: FDPS gain over Ref for the 1x2 MRC case, and Macro case 1 deployment scenario. The
results are based on the AB-CQI reporting scheme at the CQI rate of 25 kbps, as well as the TD-PF/FD-PF
scheduler.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

Static 56 42 57 57
Low mobility
(3 km/h)

46 32 45 45

Medium mobility
(30 km/h)

18 12 10 10

Table 8.6: FDPS gain over Ref for the 1x1 case, and Macro case 1 deployment scenario. The results are
based on the AB-CQI reporting scheme at the CQI rate of 25 kbps.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

Finite buffer Infinite buffer Finite buffer Infinite buffer

Static 94 90 86 86
Low mobility
(3 km/h)

86 74 83 83

Medium mobility
(30 km/h)

23 18 16 16

in Figure 8.12 (d). The TD-BET/FD-TA scheduler tries to provide equal throughput to all users
by allocating more RBs to the coverage limited users, as seen in Figure 8.12 (d). More detailed
explanation of these results has been provided in [59].

8.16 Summarized FDPS Results Based on the AB-CQI Scheme

The analysis of FDPS based on the system simulator has shown that the performance trends are
similar to those obtained with the single-cell model. However, the absolute gain over Ref with
the advanced model is lower than that predicted by the simplified model. Table 8.5 provides the
summarized results of the FDPS cell throughput and coverage gain over the reference scheme,
based on the 1x2 antenna case. Similarly, Table 8.6 provides the FDPS gain numbers for the 1x1
antenna scheme. The results have been provided for both traffic models and for all three mobility
scenarios.
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Figure 8.13: (a) Relative loss in FDPS performance as a function of threshold, based on the 1x2 antenna
case and the finite buffer model. (b) Variation of FDPS cell throughput as a function of speed, and the
CQI scheme. The results are based on the finite buffer traffic model, and for comparison purposes the
performance of Ref scheme is also shown.

Table 8.7: FDPS gain over Ref based on the TH-CQI scheme and the finite buffer traffic model.

Mobility scenario Cell throughput gain [%] Coverage gain [%]

1x1 1x2 1x1 1x2

Static 88 51 75 55
Low mobility
(3 km/h)

80 42 70 45

Medium mobility
(30 km/h)

20 16 12 10

8.17 FDPS Performance Based on the TH-CQI Scheme

Figure 8.13 (a) illustrates the relative loss in both cell throughput and coverage over the AB-CQI
scheme, as a function of the Threshold value. The trends are similar to Figure 6.12 (a) and (b), and
a unique optimal Threshold value exists that minimizes the loss. The CQI parameter settings have
been taken from Table 8.3.

Figure 8.13 (b) illustrates the variation in FDPS cell throughput as a function of speed. Results
are provided for the AB-CQI, TH-CQI and the Ref schemes. In general the trends are similar
to Figure 6.21. However, as the AB-CQI scheme is modeled with a larger CQI rate in these
simulations it can provide a small gain over the TH-CQI scheme, even at 30 km/h. It is concluded
that the TH-CQI scheme is more robust to speed in comparison to the AB-CQI scheme, under the
assumption that the CQI rate is fixed at 6 kbps. In summary, the CQI overhead can be reduced
significantly with the TH-CQI scheme, e.g., 76%, with around 5% - 10% loss in performance.
Table 8.7 provides the summarized FDPS results based on the TH-CQI scheme.
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8.18 FDPS Under Fractional Load

Until now we have assumed that there is always sufficient data available at the eNode-B, and that it
always transmits on the entire bandwidth. This is referred to as the “full load” scenario. However,
in practice the system can experience a situation where there is not enough traffic, e.g., due to lack
of users. We denote this as the “fractional load” scenario.

Under fractional load the FDPS scheduler will try to optimize the bandwidth usage by trans-
mitting on the RBs that are experiencing low interference, i.e., it will normally not be required to
transmit on the entire system bandwidth. The resulting improvement in SINR (i.e., interference-
control) can be utilized to improve the data rate, particularly for the coverage limited users. Thus,
FDPS inherently provides a mechanism for interference control, which is particularly effective
under fractional load. Further, this is achieved without any centralized management, and without
the need for inter eNode-B signaling. Similarly, no modification of the CQI format is required.

The ability of LA to track the fast variations in interference will, however, be limited by the
LA and CQI processing delays. As a result, if the scheduler is allowed to change the RB allocation
pattern on a TTI basis, the LA error will increase as it will not be able to track the interference
variations. In order to reduce the probability of such events we propose to introduce additional
constraints on the scheduler. The purpose of this constraint is to restrict transmission on the same
RBs for a longer time than the CQI delay, in average sense. Further, the number of RBs that can be
used in transmission in each TTI is also regulated in a stochastic sense. Note that the scheduler is
still allowed to modify the user-multiplexing order on the selected RBs. Although these constraints
will reduce the available degrees of freedom at the scheduler, we expect that FDPS can still provide
a gain over round-robin scheduling under fractional load.

A preliminary investigation of the FDPS performance under fractional load based on the above
description has been made during this study. A simple two-state Markov chain based model is
used to regulate the RB availability at each eNode-B. The modeling details as well as the perfor-
mance evaluation is presented in Annex I, which is a reprint of the conference article. Taking the
round-robin scheduler in time and frequency as reference it was found that FDPS can improve
the scheduled SINR significantly, especially at low load, e.g., an improvement of 4 dB was seen
at 25% load. This can be attributed to the tendency of FDPS to transmit on the RBs that are ex-
periencing minimum interference. Further, FDPS under fractional load can provide an effective
trade-off between cell throughput and coverage, e.g., when the load is 25%, coverage is improved
by a factor of two, while the cell throughput is halved compared to the full load case. Other
techniques that can regulate the availability of RBs at each eNode-B while satisfying the above
mentioned constraints are currently under investigation.
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Chapter 9

Overall Conclusions and
Recommendations

In this dissertation we have proposed several Frequency-Domain Adaptation and Scheduling (FDAS)
algorithms for an OFDMA based system that are suitable for practical implementation. Further, a
detailed system-level evaluation of the available FDAS gain potential in Downlink (DL) over time-
only adaptation and scheduling (Reference scheme) has been performed. The analysis is based on
the UTRA Long Term Evolution (LTE) cellular system framework. The impact of limited and
noisy channel-quality feedback has been included in the analysis. Further, several practical sys-
tem aspects such as control channel and coding overhead, link-to-system performance mapping,
Hybrid Automatic Repeat reQuest (HARQ) restrictions, traffic induced variations, and impact of
dynamic other-cell interference are included in the evaluation.

The overall evaluation of the FDAS potential has been divided into two parts, depending on
the complexity of the system model. In the first part a simplified single-cell based model has
been employed, where only the most relevant entities such as the Packet Scheduler (PS), Link
Adaptation (LA) and the Channel Quality Information (CQI) control loop have been implemented
in detail. The FDAS algorithm design as well as the preliminary performance evaluation has been
carried out using the single-cell model. Extensive Monte Carlo simulations based on diverse oper-
ating conditions such as different multipath channel profiles, antenna configurations, bandwidth,
speed, etc., have been performed in order to make a generalized analysis. The FDAS algorithms
with the largest potential were short-listed and further evaluated by using a state-of-the-art multi-
cell system simulator in the final part of the study. As a result, realistic estimates of the FDAS gain
potential at the system-level over time-domain only adaptation and scheduling have been obtained.

The most important FDAS design parameter is the granularity of adaptation in frequency-
domain, where generally an increase in the scheduling resolution leads to an improvement in
spectral efficiency. However, the channel-quality feedback needed to support FDAS also increases
with an increase in the scheduling resolution. Further, as the signaling overhead reduces the useful
data rate in Uplink, it needs to be minimized. The study has shown that most of the FDAS potential
can be achieved if the scheduling resolution is in the order of coherence bandwidth. For the
typically experienced multipath channel profiles the minimum scheduling bandwidth can be fixed
at around 350 kHz, which is similar to the LTE recommendation [14].
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9.1 Main Findings of the FDLA Analysis

In order to reduce resource allocation complexity at the transmitter, as well as the overhead of Allo-
cation Table (AT), the single-user per Transmission Time Interval (TTI) scenario is investigated in
the thesis. The packet scheduler can still exploit multi-user diversity, but only in the time domain,
similar to HSDPA. The parallel sub-channels in OFDMA experience diverse fading conditions
over a mobile multipath channel. This frequency-selective fading behavior can be exploited by
Frequency-Domain Link Adaptation (FDLA) to improve link throughput, by utilizing bandwidth
and/or power adaptation in frequency, as well as Adaptive Modulation and Coding (AMC). The
basic idea behind FDLA is that when the SINR is low, it is beneficial to trade bandwidth for SINR
(by reallocating power in frequency), as the mapping of SINR to throughput is close to linear (i.e.,
according to the Shannon Theorem).

It is assumed that the system is operating under a power constraint. Further, the HARQ trans-
missions must satisfy the target first transmission BLER constraint. These aspects as well as the
handling of HARQ retransmissions is included in the proposed FDLA algorithms. In terms of the
power allocation strategy apart from the simple equal-power distribution we have also investigated
the more advanced Water-filling power distribution in frequency. Further, the inverse Water-filling
strategy has also been investigated in the preliminary study.

The system-level analysis in the 3GPP Macro-cell deployment scenario has shown that the
adaptation of MCS format within a single HARQ transmission (i.e., multiple code block trans-
mission to a single User Equipment (UE)) does not provide a significant gain over single-block
transmission, e.g., less than 5%. FDLA is mainly a coverage enhancing mechanism, as frequency-
domain adaptation is most suitable when the SINR operating point is low, i.e., beneficial for the
cell-edge users that are experiencing severe other-cell interference. In general, the maximum
FDLA potential is observed when the average SINR is below 0 dB. Further, considering the per-
formance as well as the signaling overhead requirements, the simpler equal-power distribution
in frequency is the most attractive scheme. Water-filling is sensitive to the granularity in power
domain, and it leads to increased variability in the symbol quality. This is detrimental to the per-
formance of the selected encoding scheme. The FDLA gain potential is reduced in the presence
of transmit and/or receive antenna diversity, as the array gain and/or diversity gain stabilizes the
channel dynamics, thus reducing the degrees of freedom. Further, adaptive HARQ transmission
can provide a significant gain over non-adaptive HARQ transmission, especially at medium speeds
(i.e., 30 km/h).

In terms of the traffic model, two variants of the best-effort traffic have been employed in the
analysis. The infinite buffer model is characterized by equal session time for all users, while the
finite buffer model allows fixed data for download, irrespective of the user location. As the finite
buffer model is a data-fair model the cell-edge users have a significant impact on cell throughput,
and it is reduced by around 30% over the infinite buffer case, irrespective of the FDAS scheme.

Depending on the presence of receive antenna diversity, FDLA can provide a coverage gain of
10% - 40% over the reference scheme, at 3 km/h. These results are based on the threshold based
CQI scheme (TH-CQI), with periodic CQI reporting at the rate of 6 kbps. Further, the FDLA
performance is sensitive to UE speed, and it is not suitable beyond 20 km/h. Performance is also
sensitive to the accuracy of CQI reports, and the standard deviation (std.) of CQI error on the
resource block (RB) should be kept within 1 dB - 2 dB (assuming lognormal distribution of error).
Further, it has been shown that the Outer Loop Link Adaptation (OLLA) mechanism is required
to stabilize the FDLA performance under biased errors, i.e., when the CQI reports experience



Overall Conclusions and Recommendations 157

measurement inaccuracies and processing delays.

9.2 Recommendations for FDPS Algorithm Design

The potential to exploit multi-user diversity in both time and frequency is investigated under
Frequency-Domain Packet Scheduling (FDPS). Smart scheduling concepts such as opportunis-
tic scheduling in time and frequency have been utilized to fully exploit the available degrees of
freedom in the OFDMA system. A novel scheduling framework has been proposed, where the
overall scheduler is divided into a time-domain (TD) part followed by the frequency-domain (FD)
part. The main task of the TD scheduler is to control inter-user fairness, while the FD scheduler
handles frequency-domain multiplexing aspects. This framework is flexible as it can be tuned ac-
cording to the complexity and signaling overhead requirements. Further, TD scheduling can be
bypassed altogether if the aim is to investigate the potential of optimal user-multiplexing in fre-
quency. Different scheduling policies can be applied at the TD and FD schedulers, depending on
whether the goal is to improve cell throughput or coverage.

A novel design for the HARQ aware FD scheduler has been proposed, and the impact of differ-
ent HARQ management strategies on FDPS performance has been evaluated. The recommended
technique is to reserve adequate number of RBs for HARQ retransmissions, while providing the
maximum flexibility to the FD multiplexing of first transmissions. Such a strategy will limit the
HARQ retransmission delays, and at the same time maximize the transmitted throughput for new
data. System level simulations have shown that the selected HARQ strategy can improve the cell
throughput, without having a significant impact on coverage.

There is marginal gain in FDPS performance from advanced power distribution in frequency
(i.e. Water-filling), over the simpler equal-power distribution and full bandwidth transmission.
Further, the latter technique also limits the PAPR of the transmit signal, and it stabilizes the per-
formance of the Turbo decoder (i.e., LTE encoding scheme), which prefers that the symbols have
similar quality within a single code block. Thus, it is recommended that the FDPS scheduler
should transmit on the entire bandwidth using equal-power distribution in frequency, as long as
there is sufficient data to send.

System-level evaluation of FDPS shows that performance is dependent on the user multiplex-
ing flexibility in the frequency domain, e.g., if the FD scheduler is restricted to allocate only
adjoining RBs to a user the cell throughput is reduced by 15% - 20%, over the fully flexible solu-
tion. Similarly, the performance is sensitive to CQI errors, e.g., the relative loss in cell through-
put is around 25% when the std. of CQI error per RB is equal to 2 dB. The impact of noisy
channel-quality feedback is reduced by employing the OLLA mechanism, e.g., the cell throughput
is improved by around 5% - 10%.

The traffic model has an impact on FDPS performance, e.g., the cell throughput is reduced
by around 26% when the finite buffer traffic model is employed. Further, it is observed that the
performance is sensitive to UE speed. The FDPS gain over Ref is optimal at low speeds, and it is
not suitable to employ channel aware scheduling beyond 30 km/h. At a low speed, e.g., 3 km/h,
FDPS can provide a cell throughput gain of 40% - 80% and a coverage gain of 45% - 70%,
depending on the presence of receive antenna diversity. These results are based on periodic CQI
reporting using the TH-CQI scheme, at the rate of 6 kbps.

The key difference between FDPS and FDLA is that the former does not depend on bandwidth
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reduction for the improvement in SINR. It is the order of multi-user diversity in both time and
frequency that determine the potential of SINR improvement under FDPS. Thus, it can provide
a significant improvement in performance over the reference scheme even at medium-high SINR
values, depending on the user diversity order.

9.3 Recommendations for Design of Low-Bandwidth CQI Schemes
Enabling FDAS

The potential of FDAS, like any adaptation scheme, is highly dependent on the nature of channel-
quality feedback. In order to maximize the gain potential of FDAS in a highly frequency-selective
environment the RB width should be quite narrow. However, this implies that only a few pilot
symbols will be available for CQI estimation within a single RB, making it difficult to achieve
high per-RB CQI measurement accuracy. Simulations have shown that the std. of CQI error can
be up to 2.5 dB, when the RB width is equal to 375 kHz

One of the available mechanisms to reduce the CQI error without increasing the RB width is to
perform averaging in time at the receiver side, as the effective number of pilots can be increased.
However, this will lead to an increase in the link adaptation delay, which will affect the mobility
support. Further, excessive averaging can also reduce the perceived channel dynamic range. Ide-
ally, the averaging window at the UE should be adjusted according to its speed. Another approach
is to select the window size that can provide a good trade-off between CQI error and mobility
support, e.g., the study has shown that the window size should be around 2 ms - 3 ms. The overall
goal is to limit the std. of per-RB CQI error to around 1 dB.

Periodic CQI reporting has been assumed in this study, which is also the recommended mode
in LTE. Several CQI bandwidth reduction schemes have been investigated, including full CQI re-
porting (denoted as AB-CQI), smart encoding of CQI information such as combination of absolute
and offset signaling (OF-CQI) and signaling of the best M CQIs (BM-CQI, BM-OF-CQI). Addi-
tionally, a novel threshold-based CQI scheme (TH-CQI) has been proposed. This scheme is based
on signaling of the average channel quality over the best RBs (i.e., threshold is specified in the
SINR domain).

Lowering of the CQI rate as a means to reduce overhead has also been considered in the study.
The different CQI schemes have been optimized separately for FDLA and FDPS. Based on exten-
sive system-level simulations it was found that the TH-CQI scheme has the most potential, e.g.,
the CQI overhead can be reduced by around 75% with 5% - 10% loss in performance, compared to
near ideal signaling. Further, the TH-CQI scheme is the most robust low-bandwidth CQI scheme
against speed and measurement errors.

9.4 Topics for Future Research

One of the key topics for future research is the combination of FDAS and MIMO (e.g., spatial
multiplexing, and beam forming techniques). The deployment of antenna arrays is becoming
popular as the data rate requirements continues to rise, e.g., LTE supports up to 4x4 antenna
configuration. Intuitively, MIMO and FDAS can compliment each other, e.g., a transmit antenna
array can be used to induce channel dynamics for static users, which can be exploited by FDAS.
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Similarly, in the Micro-cell scenario FDAS alone has limited potential, due to the high average
SINR. In this case MIMO can be used to reduce the average SINR per stream, and thereafter it can
be combined with FDAS to improve overall performance.

Another important area of research is the design of QoS-aware FDPS scheduler, which can
handle a mix of services with different packet delay, data rate, and priority requirements. The
performance evaluation of such a scheduler based on a mixture of real-time (e.g., streaming) and
non real-time services is necessary to justify practical implementation of FDAS. Similarly, the
multiplexing of very low data rate services such as VoIP together with other traffic types needs
to be investigated. Further, the results presented in this study need to be modified to include the
impact of real channel estimation, pilot channel overhead, and increased MCS granularity.

In this dissertation we have assumed low-medium mobility scenario. In such cases the best
user multiplexing strategy in the spectral efficiency sense is to perform channel-aware scheduling
in the frequency-domain, i.e., FDPS. However, this is not the case in the high speed scenario.
Intuitively, in such cases it makes sense to improve robustness against fast-fading by exploiting the
available frequency-diversity. This implies that each transmission is distributed across the entire
spectrum, so that burst errors can be avoided. Further, the CQI overhead becomes manageable
in the high speed scenario as detailed frequency-selective reports are not required. The design of
such multiplexing schemes as well as their performance evaluation is another important research
topic.





Appendix A

OFDM Link-Level Model: Description
and Performance Analysis

A.1 Introduction

This appendix provides a description of the OFDM link-level model that has been developed dur-
ing the course of the PhD. Further, basic link-level results are also provided to explain the working
of the tool. The aim of this study is to gain better understanding of the OFDM link-level perfor-
mance. Moreover, the link-level tool was also used to generate the SINR traces that have been
used in the single-cell model, as explained in Section 2.12.

The chapter is organized as follows: The description of the link-level processing chain is
presented in Section A.2. This is followed by the modeling assumptions in Section A.3. The
validation of the OFDM link-level performance is presented in Section A.4, while Section A.5
describes the single user LA curves as well as the cell-level spectral efficiency obtained with the
link-level tool.

A.2 Description of the E-UTRA Link-Level Model

Figure A.1 illustrates the block diagram of the OFDM based link-level transceiver chain. The de-
sign is based on the E-UTRA PHY layer guidelines given in [14]. Among the important features
implemented are channel encoding/decoding based on the 3GPP Rel 6 guidelines [78], HARQ
rate matching, MIMO processing and the multipath MIMO channel model [104]. In the DL the
transmitter is located at the eNode-B, while the receiver is based in the UE. At the transmitter
information bits are generated by the transport block generator. The size of the transport block is
determined by the LA module and can be based on the instantaneous channel conditions. Specif-
ically, the transport format and resource combination (TFRC) information passed by LA is used
to calculate the block size. For the sake of simplicity fixed MCS transmission is assumed, i.e.,
non-adaptive transmission based on the average SINR measured at the input of detector.

The first step of processing at the transmitter is CRC encoding. The outcome of CRC decoding
at the receiver determines whether the block needs to be retransmitted or not. This is followed by
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Figure A.1: Block diagram of the OFDM link-level transceiver implemented during the PhD project. The
evaluation of the OFDM link-level performance has been published in [62].
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code block segmentation. The purpose of this functionality is to ensure that the input to the channel
encoder is restricted according to the maximum code block size. If needed the packet is divided
into several code blocks before being fed to the channel encoder. The UTRA Release 6 Turbo
encoder has been employed in this study [78]. Based on the code rate requirement the encoded
bits are either punctured or repeated by the rate matcher. The code rates can be adjusted from
approximately 1/6 to 1/1.

The coded and interleaved bits are modulated according to the selected modulation format. In
case of QAM modulation a QAM re-mapping is performed according to [78]. The purpose is to
relocate the systematic bits at more reliable constellation points in order to improve the decoder
performance. The modulated symbols are space-time processed according to the selected MIMO
scheme. Each spatial stream is passed through an IFFT module. Further, the cyclic prefix is added
before the stream is transmitted over the multipath MIMO channel.

At the receiver side the UE basically performs the inverse operations with respect to the trans-
mitter, as shown in Figure A.1. The receiver perfectly restores the amplitude and phase on each
sub-carrier such that only AWGN impairments remain (although scaled by the channel coeffi-
cient). If the CRC decoder determines that the data packet is error free, an Ack is signalled back
to the eNode-B, otherwise the soft bits are stored in the UE buffer, and a Nack is signalled back.
Upon reception of a Nack the eNode-B performs fast PHY layer HARQ retransmission of the data
packet [2].

A.3 Modeling Assumptions

A simple LA algorithm is adopted in this analysis where the MCS selection is based on the average
SNR (i.e., G-factor). Further, it is assumed that there are no CQI measurement inaccuracies, or
reporting delay. The CQI is estimated on a sub-carrier basis. It is assumed that the UL control
channel used to transmit the HARQ Ack/Nack messages is received without any errors. Further,
the simple TD-RR scheduler is employed in this analysis.

The MIMO channel model used here is based on the implementation in [104], which is a
correlation based stochastic MIMO model. In this study it is assumed that the antennas are uncor-
related. Several multipath channel profiles have been implemented, according to the description
in Section 2.14. Table A.1 provides the tapped delay line parameters of the considered channel
profiles. The PHY layer HARQ scheme is based on Incremental Redundancy (IR) [78]. Note that
Chase Combining (CC) is a special case of IR and is thus implicitly supported as well. The max-
imum number of transmission attempts per data packet is parameterized. In order to maintain a
steady flow of data to a single user, several independent SAW based HARQ processes are initiated
in parallel (N-channel SAW protocol) [14]. The reference antenna schemes used in this study have
been described earlier in Section 2.11.

The default simulation assumptions are listed in Table A.2. Based on these settings and single
stream transmission the peak data rates that can be supported are given in Table A.3. The maximum
supported rate in the DL with single stream transmission and 64 QAM 4/5 is around 40 Mbps
(10 MHz). The overhead due to signalling and pilot channels is not considered here. It implies
that multi-stream transmission will be required to meet the peak data rate requirements of LTE
(100 Mbps).
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Table A.1: Tapped delay line parameters of the Ext. ITU Ped. A, Ext. ITU Veh. A [43] and the COST259
TU [83] channel models, sampled at 30.72 MHz.

Tap Ext. ITU Ped. A Ext. ITU Veh. A COST259 TU Doppler

Relative
Delay
(µs)

Avg.
Power
(dB)

Relative
Delay
(µs)

Avg.
Power
(dB)

Relative
Delay
(µs)

Avg.
Power
(dB)

Spectrum

1 0 -5.197 0 -6.153 0 -5.7 CLASSIC‡
2 0.0325 -6.997 0.0325 -7.999 0.217 -7.6 CLASSIC
3 0.0651 -8.897 0.1302 -7.789 0.512 -10.1 CLASSIC
4 0.0977 -7.697 0.3255 -9.602 0.514 -10.2 CLASSIC
5 0.1628 -8.397 0.3580 -6.761 0.517 -10.2 CLASSIC
6 0.1953 -13.197 0.7161 -13.651 0.674 -11.5 CLASSIC
7 0.2929 -21.697 1.0741 -13.142 0.882 -13.4 CLASSIC
8 - - 1.7252 -18.153 1.230 -16.3 CLASSIC
9 - - 2.5063 -23.098 1.287 -16.9 CLASSIC
10 - - - - 1.311 -17.1 CLASSIC
11 - - - - 1.349 -17.4 CLASSIC
12 - - - - 1.533 -19.0 CLASSIC
13 - - - - 1.535 -19.0 CLASSIC
14 - - - - 1.622 -19.8 CLASSIC
15 - - - - 1.818 -21.5 CLASSIC
16 - - - - 1.836 -21.6 CLASSIC
17 - - - - 1.884 -22.1 CLASSIC
18 - - - - 1.943 -22.6 CLASSIC
19 - - - - 2.048 -23.5 CLASSIC
20 - - - - 2.143 -24.3 CLASSIC
‡The “Classic” Doppler spectrum corresponds to the spectrum resulting from
uniform distribution in angle of the incident power [19].

A.4 Validation of the Link-Level Statistics

The CDF of the instantaneous SINR for different antenna cases is shown in Figure A.2. Results are
obtained using the TU channel profile. There are two sets of curves depicting the SINR measured
on a sub-carrier basis, and the SINR measured on the entire bandwidth (wideband). In a well
designed OFDM system with no ISI degradations, the SINR distribution on the sub-carrier will be
Rayleigh distributed. The obtained CDF curves for the sub-carrier cases match well with known
theoretical distributions for different MIMO schemes, e.g., see in [28], [79].

The CDF curves obtained for the wideband cases in Figure A.2 show that the dynamic range
of average SINR is very limited, due to the large bandwidth as well as the frequency-selective
channel profile. It implies that the selection of modulation and coding rate is almost constant for
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Table A.2: Default simulation parameters used in the link-level analysis of OFDM.

Parameter Setting

System bandwidth, (BW ) 10 MHz
RB bandwidth 10 MHz
FFT size 1024
Sub-frame duration 0.5 ms
Number of useful sub-carriers 600
Number of OFDM symbols per sub-
frame

7

CP length (µs) 4.75
Number of users (UDO) 1
Power delay profile TU
Channel coding 3GPP Rel. 6 compliant Turbo cod-

ing with basic rate of 1/3
CRC overhead 24 bits
CQI parameters Ideal CQI reception
TD scheduling RR
Selected LA scheme frequency-blind transmission (Ref)
MCS settings QPSK: 1/6, 1/3, 1/2, 2/3

16QAM: 1/2, 2/3, 3/4
64QAM: 2/3, 4/5

HARQ Type IR & CC [69]
HARQ SAW channels 6
HARQ Max. number of transmissions 4
UE speed 3 km/h
UE receiver 1x1, 1x2 MRC, 2x2 SFTD
Channel estimation Ideal
Carrier frequency 2 GHz

a given average SINR or G-factor, and the simple LA model used here can provide a realistic
estimate of the system-level performance.

The uncoded BER performance of different modulation schemes has been verified using refer-
ence curves in [105]. It is well known that the BER performance of the OFDM signal is dependent
on the Doppler frequency, e.g., see [24]. For a fixed sub-carrier spacing the link-level performance
deteriorates with increase in UE speed, due to the Inter-Carrier Interference (ICI) degradation.
Similarly, for a fixed speed the BER performance deteriorates with a decrease in sub-carrier sep-
aration. These aspects are verified in Figure A.3, which shows the uncoded BER performance as
a function of the E b/N o (SNR per bit) for the following settings of sub-carrier spacing (∆f ): 1,
6, 15, 20 [kHz]. Further, the following three UE speeds have been selected for analysis: 3, 30 and
350 [km/h]. The 1x1 antenna scheme, flat fading channel profile, and QPSK modulation scheme
are employed in these results.

Figure A.3 (a) illustrates that at 3 km/h ideal OFDM link-level performance in the BER region
of interest (10−2 − 10−3) is achievable if the sub-carrier spacing is at least 6 kHz. When ∆f =
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Table A.3: Supported peak data rates based on single stream transmission and settings in Table A.2.

MCS Supported single
stream data rate
[Mbps]

QPSK 1/6 2.8
QPSK 1/3 5.6
QPSK 1/2 8.4
QPSK 2/3 11.2
16QAM 1/2 16.8
16QAM 2/3 22.4
16QAM 3/4 25.2
64QAM 2/3 33.6
64QAM 4/5 40.3

1 kHz a deterioration in performance is seen when the BER is below 0.001. It implies that in order
to achieve ideal OFDM performance at the very low BER values the sub-carrier spacing needs to
be much larger than the maximum Doppler frequency, which is around 5 Hz for the 3 km/h case.
Figure A.3 (b) and (c ) illustrate similar results for the 30 km/h and 350 km/h cases respectively.
At 30 km/h the minimum spacing that gives ideal performance is in the order of 15 kHz (also
LTE assumption). However, at 350 km/h none of the considered cases can provide very low BER
performance and the error floor is observed in all cases.

The turbo decoder implementation has been verified against results in [106]. The decoder
performance for some of the considered MCS formats has been shown earlier in Figure 2.11.
These curves have been obtained for the AWGN channel and have been verified against similar

Figure A.2: CDF of the instantaneous SINR measured at the input of detector. Results are based on the
TU channel profile at 3 km/h.



OFDM Link-Level Model: Description and Performance Analysis 167

Figure A.3: BER Vs E b/N o for the QPSK modulation scheme and the 1x1 antenna configuration. Various
combinations of OFDM sub-carrier spacing as well as UE speeds are considered in this analysis, based on
the Rayleigh flat-fading channel profile.
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Figure A.4: Link adaptation curve based on wideband transmission in TU channel profile, and the 1x2
antenna scheme.

results in [103].

A.5 Link Adaptation Curves

The link-level performance in terms of BLER Vs SINR curves for the different MCS formats
listed in Table A.3 has been used to generate the LA curve, shown in Figure A.4. It is obtained
by converting the BLER into an equivalent throughput for each MCS format. Each point on the
LA curve gives the maximum supported throughput for a given SINR [2, pp. 129]. In Figure A.4
instead of throughput we have shown spectral efficiency (η spectral) as the function of long-term
average SINR. Further, the influence of HARQ on spectral efficiency can be seen. Here, CC has
been used for the code rates below 1/2, while IR is used for the high code rates. The LA curve is
dependent on the underlying channel profile as well as on the PHY layer parameters such as the
antenna scheme, receiver type, and speed.

Figure A.5: Illustration of the HARQ retransmission gain based on CC and IR combining.
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Figure A.6: (a) Comparison of link adaptation curves for different antenna cases. (b) Spectral efficiency
as a function of the antenna scheme and cellular deployment scenario.

The difference between CC and IR HARQ schemes is illustrated in Figure A.5, based on the
QPSK 3/4 format. In case of CC an identical copy of the signal is sent in each transmission
attempt. Thus, the combining gain is equal to 3 dB, 4.7 dB and 6 dB at the first retransmission,
second retransmission, and third retransmission respectively. These match well the width of the
corresponding steps in the staircase shaped curve for CC in Figure A.5. In case of IR, in addition
to the combining gain there is also an extra coding gain with each retransmission, due to the
increase in the number of parity bits . The additional parity bits belong to the punctured positions
within the original transmission. The effective code rate after one IR retransmission will be 3/8,
which is quite close to the mother code rate of 1/3. As a result the coding gain in subsequent IR
retransmission attempts is marginal.

Figure A.6 (a) illustrates the LA curves for the considered antenna schemes in the TU channel
profile. It is seen that there is a significant improvement in spectral efficiency when an additional
receive antenna is added, due to the array gain. However, the improvement due to transmit diversity
over the 1x2 case is not significant. Figure A.6 (b) shows the spectral efficiency at cell-level as
a function of the antenna scheme and the cellular deployment scenario. The cell-level spectral
efficiency is calculated by convolving the LA curve of Figure A.6 (a) with the corresponding G-
factor distribution, shown in Figure 2.15. It is seen that based on uncorrelated antennas and the
Macro-cell scenario the 2x2 SFTD and the 1x2 MRC antenna schemes can provide a gain of 76%
and 53% respectively over the 1x1 case. Similarly, in the Micro-cell scenario the gain in cell-level
spectral efficiency over the 1x1 case is around 35% and 25% respectively. Note that these results
do not include FDLA as well as of multi-user packet scheduling. The main findings of this study
have been published in a conference article [62].
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Verification of the EESM
Link-To-System Performance Mapping
Model

B.1 Introduction

This appendix covers verification of the Exponential Effective SINR Metric (EESM) link-to-
system performance mapping model, which is recommended for an OFDM based system such
as LTE [14]. The EESM model was introduced earlier in Section 2.8, and it provides a technique
to map the link-level performance (in terms of effective SINR) into an equivalent throughput at the
MAC layer [75].

The chapter is organized as follows: Section B.2 provides a recapitulation of the EESM model,
while Section B.3 describes the modeling assumptions as well as the simulation methodology. The
results and discussion are covered in Section B.4.

B.2 Recapitulation of the EESM Model

The EESM model is a counterpart of the Actual Value Interface (AVI) technique used in HSDPA
[103]. It is useful in the system-level evaluation as it limits the computational load by reducing
link-level processing. The computationally intensive link-level functionalities such as channel
decoding, demodulation, etc., are not implemented at the system-level. Instead these are modeled
using a link-to-system performance mapping scheme [103]. It is necessary that the model is able to
capture the essential link-level characteristics, while it is desirable that it can be applied to different
multiple access strategies as well as transceiver types [75].

As introduced earlier in Section 2.8 the EESM model has been recommended for use in an
OFDM based system such as LTE [14], [75], where the decoder performance is not only dependent
on the average SINR over the code block, but also on the inter-symbol SINR variability. The goal
is to define a suitable effective SINR metric (scaler value) which can accurately characterize the
decoder performance. In case of the EESM model the effective SINR is given by (2.22), and it
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Table B.1: Default simulation parameters for the verification of the EESM model.

Parameter Setting

System bandwidth, (BW ) 5, 10 [MHz]
RB bandwidth 10 MHz
Number of users (UDO) 1
Power delay profile TU, Ped. A, AWGN
Channel coding 3GPP Rel. 6 compliant Turbo cod-

ing with basic rate of 1/3
CQI parameters Ideal
TD scheduling RR
Selected LA scheme frequency-blind transmission (Ref)
MCS settings QPSK: 1/3, 2/3

16QAM: 4/5
UE speed 3 km/h
UE receiver 1x1, 1x2 MRC
Channel estimation Ideal
Carrier frequency 2 GHz
Link-to-system mapping EESM

is similar to the geometric average SINR over the symbols within the code block, conditioned by
the beta (β) factor. The beta factor is determined from extensive link-level simulations and it is
adjusted for each MCS separately. However, according to theory the beta factor is independent
of the system bandwidth and the channel profile. In the following analysis we will verify the
suitability of the EESM model to estimate decoder performance under LTE assumptions.

B.3 Modeling Assumptions

The verification of the EESM model is based on the link-level processing chain illustrated earlier
in Figure A.1. The simulation methodology has been taken from [76] and [107]. It involves
generating several channel realizations for each PDP profile and adjusting the noise power to
obtain an estimate of the BLER in the desired operating range, i.e., BLER of 10%-30%. The TU
and Ped. A channel profiles have been employed to investigate whether the EESM beta factor
needs to be changed under different PDPs. In terms of system bandwidth we have used two cases,
5 MHz and the 10 MHz according to PHY layer parameters given in Table 2.2. Further, the 1x1
and the 1x2 antenna schemes, based on the description in Section 2.11, have been employed in the
analysis. The detailed list of simulation assumptions is provided in Table B.1.

B.4 Results and Discussion

Figure B.1 illustrates the BLER Vs EESM effective SINR performance curves for the QPSK 1/3
format, 10 MHz and the 1x2 antenna scheme. The channel realizations are based on the TU and the
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Figure B.1: BLER as a function of the EESM effective SINR for the QPSK 1/3 format, based on the 1x2
antenna scheme and 10 MHz. Three sets of curves are shown for different beta values including the beta
value selected for system level simulations.
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Figure B.2: BLER as a function of the EESM effective SINR for the 16QAM 4/5 format, based on the 1x2
antenna scheme and 10 MHz. Three sets of curves are shown for different beta values.
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Figure B.3: Comparison between the BLER estimate obtained from detailed link-level simulations and the
EESM model. The results are based on the QPSK 2/3 format, 1x1 antenna scheme and 5 MHz.

Ped. A channel profiles. Further, results for three beta values are shown in Figure B.1, including
the beta factor used in system level simulations. Similarly, Figure B.2 illustrates the link-level
performance based on the 16 QAM 4/5 format. As the BLER target for the first transmission is
usually kept in the range of 10-30% [2], [59], we will concentrate on this region. We observe that
for the selected β value most of the points obtained from the EESM model lie on the AWGN curve,
irrespective of the channel profile. It implies that the EESM model is an effective link-to-system
performance mapping scheme for LTE.

Figure B.3 shows the link-level performance using the QPSK 2/3 format, 1x1 scheme and
5 MHz bandwidth. It is seen that the EESM model can provide a reliable estimate of performance
at the system-level, without the need for detailed link-level processing. Based on extensive link-
level simulations the optimal settings for the β factor are listed in Table B.2, for the MCS formats
used in this study.

Table B.2: Optimized setting of β factors for the different MCS formats used in the study.

MCS β

QPSK 1/3 1.38
QPSK 1/2 1.45
QPSK 2/3 1.59
16QAM 1/2 4.83
16QAM 2/3 6.10
16QAM 4/5 7.11
64QAM 1/2 12.10
64QAM 2/3 21.00
64QAM 4/5 26.64



176 Appendix B

B.5 Acknowledgement

This study was undertaken in collaboration with fellow PhD student Na Wei.



Appendix C

Low Bandwidth CQI Schemes Enabling
FDAS: Supplementary Results

C.1 Introduction

In this appendix we present supplementary results for Chapter 6, which covers the analysis of low
bandwidth CQI schemes enabling FDAS. Additional FDLA results are provided for the Ped. A
channel profile as well as the 1x1 antenna scheme. The supplementary results for FDPS are mainly
for the 1x1 antenna scheme.

C.2 FDLA Performance Based on the OF-CQI Scheme and RR Sched-
uler

Figure C.1 illustrates the performance of the OF-CQI scheme in the TU channel profile. The
results are based on the RR scheduler and the infinite buffer traffic model. The trends are similar
to those observed for the PF scheduler in Figure 6.1. We see that N off = 3 is sufficient to achieve
most of the FDLA potential, irrespective of the antenna scheme.

C.3 Optimization of CQI Parameters Depending on the Channel Pro-
file for FDLA

The dependence of the N off parameter on the channel profile is investigated for the OF-CQI
scheme in Figure C.2 (a) & (b), where the Ped. A channel profile has been used. It is seen that
N off = 3 is sufficient to achieve most of the FDLA gain potential for the OF-CQI scheme, similar
to the TU case.

Figure C.2 (c) illustrates the performance of TH-CQI scheme in the Ped. A profile. It is clear
that the optimization of threshold is specific to the channel profile. The FDLA performance with
the BM-OF-CQI scheme in the Ped. A channel profile is shown in Figure C.2 (d). We can see that
due to the nearly flat fading channel profile a large value of M is required to achieve the FDLA

177



178 Appendix C

Figure C.1: FDLA performance based on the OF-CQI scheme, TD-RR scheduler and the infinite buffer
traffic model. Results are presented for both FDLA schemes as well as for both 1x1 and 1x2 antenna
schemes.

capacity similar to Ref. In such cases the Best M schemes are not suitable for implementation
as they cannot provide a significant reduction in signaling overhead over the reference AB-CQI
scheme.

C.4 Impact of Reduced CQI Reporting Rate on FDLA Performance

Figure C.3 illustrates the FDLA performance with reduced CQI reporting rate. The TH-CQI
scheme and the infinite buffer model have been used here. The trends are similar to those observed
for the OF-CQI scheme in Figure 6.8. Figure C.4 illustrates the FDLA potential with delayed CQI
reporting, and the trends are similar to those observed in Figure 6.9.

Figure C.5 illustrates the FDLA potential as a function of the CQI rate, for selected values
of UE speed. The trends are similar to those observed with the 1x2 antenna scheme, shown in
Figure 6.10. The TH-CQI scheme is more robust to UE speed as it does not depend on detailed
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Figure C.2: Optimization of CQI parameters for FDLA based on the Ped. A channel profile and the infinite
buffer traffic model.

Figure C.3: FDLA-EP performance as a function of the UE speed and CQI reporting delay, for the TH-CQI
scheme. Results are based on the infinite buffer traffic model.
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Figure C.4: FDLA-EP performance as a function of the UE speed and CQI reporting rate, for the finite
buffer traffic model. Results are provided for the OF-CQI, TH-CQI schemes and are based on the 1x1
antenna scheme.

CQI reports. On the other hand the OF-CQI scheme is very sensitive to speed.

C.5 Impact of Reduced CQI Rate on FDPS Performance

Figure C.6 illustrates FDPS performance with reduced CQI reporting rate. Results are provided
for optimized CQI schemes and the 1x1 antenna scheme. The CQI rates for the different schemes
have been selected according to the criteria laid down in Section 6.17. The trends are similar to
the 1x2 antenna case, as seen in Figure 6.19 and Figure 6.20. It is seen that FDPS can provide an
attractive gain over Ref, even when the CQI rate for FDPS is similar to the Ref scheme.

Figure C.7 illustrates the trade-off between CQI rate and FDPS potential, for the optimized
CQI schemes and the 1x1 antenna configuration. The trends are similar to those observed in
Figure 6.21. The main finding is that among the considered techniques the TH-CQI scheme is the
most robust to UE speed. If the CQI rate is kept at around 10 kbps, the TH-CQI scheme provides
the best FDPS performance beyond the speed of 10 km/h.
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Figure C.5: Trade-off between FDLA potential in the DL and CQI overhead in the UL, based on the finite
buffer traffic model and the 1x1 antenna scheme.

C.6 Impact of Time-Domain Averaging on FDPS Performance

Figure C.8 illustrates the FDPS gain potential as a function of the averaging window (W cqi). The
results are based on the 1x1 antenna scheme. We observe similar trends as in the 1x2 antenna case,
shown in Figure 6.22. As mentioned earlier the advantage of averaging in time is that the effective
number of pilots per RB can be increased, thus providing potential to improve the accuracy of CQI
estimation. This is also verified in Figure 3.18 where it is seen that the equivalent std. error on RB
SINR estimate is reduced with the increase in W cqi.
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Figure C.6: FDPS performance as a function of the UE speed, for different CQI rates and the 1x1 antenna
scheme.
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Figure C.7: Trade-off between CQI rate and FDPS potential for optimized OF-CQI, TH-CQI and BM-OF-
CQI schemes. Results are based on the 1x1 antenna scheme.

Figure C.8: FDPS performance as a function of time domain averaging together with reduced CQI re-
porting rate. Results are based on the 1x1 antenna scheme, TU channel profile, finite buffer model, and the
Macro case 1 deployment scenario.
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Statistical Significance Assessment

D.1 Introduction

The statistical significance assessment of the key performance indicators obtained for a set of ref-
erence simulation scenarios is performed here. The chapter is organized as follows: The modeling
assumptions are outlined in Section D.2, including the list of selected simulation scenarios. The
results and discussion are presented in Section D.3.

D.2 Modeling Assumptions

The statistical significance analysis is based on conducting a large number of simulations (around
fifty) with identical parameter setup, but with a different seed of the random number generator.
The variation in KPIs is investigated by means of the well known box and whiskers diagram
[108], [109]. The following KPIs have been considered, which have been defined previously in
Section 2.15.

• Average cell throughput

• Average user throughput

• Coverage

D.2.1 Selected Cases for Assessment

The following cases have been selected for evaluation:

1. Verification of the FDLA-EP, FDLA-WF and Ref performance presented in Section 4.9, and
based on the infinite buffer traffic model.

2. Verification of the FDLA-EP, FDLA-WF and Ref performance presented in Section 4.9, and
based on the finite buffer traffic model.
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Figure D.1: Box plots of the KPIs obtained for the Ref scheme and the infinite buffer model, in Section 4.9.

Figure D.2: Box plots of the KPIs obtained for the FDLA-EP scheme with the infinite buffer traffic model,
in Section 4.9.

3. Verification of the F-FDM, A-FDM and Ref performance presented in Section 5.9, and based
on the finite buffer traffic model.

4. Verification of the Ref and FDPS performance obtained with the system simulator and the
infinite buffer model, shown in Section 8.13.

5. Verification of the Ref and FDPS performance obtained with the system simulator and the
finite buffer model, shown in Section 8.13.

D.3 Results and Discussion

Figure D.1 illustrates the box and whiskers diagrams for the average cell throughput and coverage
obtained for the Ref scheme. The simulation scenario was described earlier in Section 4.9. The
KPIs are normalized to the sample mean, i.e., the mean value obtained from all the simulations.
In the box and whiskers diagrams the box is drawn from the lower hinge defined as the 25%
percentile, to the upper hinge corresponding to the 75% percentile. The median value is shown
as a line across the box. The length of the box gives the inter-quartile range, while the whisker
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Figure D.3: Box plots of the KPIs obtained for the FDLA-WF scheme and the infinite buffer model, in
Section 4.9.

Figure D.4: Box plots of the KPIs obtained for the Ref scheme and the finite buffer model, in Section 4.9.

Figure D.5: Box plots of the KPIs obtained for the FDLA-EP scheme and the finite buffer traffic model, in
Section 4.9.
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Figure D.6: Box plots of the KPIs obtained for the FDLA-WF scheme and the finite buffer model, in
Section 4.9.

Figure D.7: Box plots of the KPIs obtained for the Ref scheme and the finite buffer model, in Section 5.9.

Figure D.8: Box plots of the KPIs obtained for the F-FDM scheme and the finite buffer model, in Sec-
tion 5.9.
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Figure D.9: Box plots obtained for the A-FDM scheme and the finite buffer model, in Section 5.9.

Figure D.10: Box plots obtained for the Ref scheme and the infinite buffer model, obtained with the system
simulator.

on each side of the box is extended to the most extreme data values within 1.5 times of the inter-
quartile range. Data values lying beyond the ends of the whiskers are marked as outliers [108].
Similar results are presented in Figure D.2 onwards and up to Figure D.9, covering the first three
cases listed in Subsection D.2.1.

We see that the deviation in the average cell throughput from its corresponding sample mean
is within ±6%, for most cases. Further, in general the distribution of cell throughput is symmetric
about the median value. Additionally, the mean and median values are nearly equal in all cases,
which implies that the underlying distribution is Gaussian in nature [110].

In terms of coverage performance, the box plots show that the deviation from the sample mean
is around±10%. The distribution of samples is asymmetric about the mean value in several cases,
e.g., the samples are concentrated within the 25%-75% region of the CDF. Further, the median
and mean values are nearly equal in most cases. The asymmetric nature of the distribution of
coverage samples as well as the large deviation in values is due to the lack of uncorrelated link-level
statistics. This is a known drawback of the decoupled link and network simulation methodology.

Figure D.10 through to Figure D.13 show the statistical significance assessment of KPIs, ob-
tained from the system simulator based evaluation of FDAS. It is seen that in most cases the
deviation in cell throughput and average user throughput from the sample mean is within ±3%,
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Figure D.11: Box plots obtained for the FDPS scheme and the infinite buffer, obtained with the system
simulator.

Figure D.12: Box plots obtained for the Ref scheme and the finite buffer, obtained with the system simu-
lator.
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Figure D.13: Box plots obtained for the FDPS scheme and the finite buffer, obtained with the system
simulator.

which is sufficiently accurate. In terms of coverage, the deviation from the mean value is around
±10% for the infinite buffer cases, while it is around ±6% for the finite buffer cases. Further, the
distribution of coverage samples is symmetric about the median value.
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Abstract— In this paper we investigate the perfor-
mance of frequency domain packet scheduling (FDPS)
under fractional load (FL), based on the UTRAN
Long Term Evolution downlink. Under FL, the packet
scheduler does not need to transmit on entire system
bandwidth due to lack of traffic in the network, which
leads to an improvement in the user experienced
SINR. System-level simulations show that the pro-
portional fair scheduler tries to optimize resource al-
location by avoiding transmission on frequencies that
are experiencing severe interference. As an example,
FDPS can provide a gain of 4 dB in SINR over the
round-robin scheduler, when the load is equal to 25%.
The observed interference control is achieved without
any centralized management. Further, FDPS under
FL can provide an effective trade-off between cell
throughput and coverage. The FDPS performance is
dependent on the ability of link adaptation to track
variations in interference. This ability is reduced
when the frequency usage pattern is changing rapidly
over time.

I. INTRODUCTION

The downlink radio access of the 3GPP UTRAN

long term evolution (LTE) will be based on

the orthogonal frequency division multiple access

(OFDMA) scheme. The guidelines for the Physical

layer design are described in [1]. As LTE sup-

ports frequency-domain adaptation techniques in

downlink we will investigate the performance of

frequency domain packet scheduling (FDPS), which

refers to fast channel dependent scheduling in

both time and frequency domains. Previous FDPS

studies [2], [3], [4] indicate that it has significant

potential over time-domain only scheduling, e.g.

in [4] it is reported that FDPS can provide a

gain of around 40% in cell throughput. The main

drawbacks of FDPS are high scheduler complexity

and increased signaling overhead in the uplink as

well as in the downlink. Previous FDPS studies are

based on the full load scenario.

As OFDMA can provide intra-cell orthogonality

by means of the cyclic prefix, the main source of

interference in downlink is inter-cell interference

(ICI) [5]. It can severely limit the throughput of

users near the cell edge, in a reuse 1 network

with continuous coverage. When the network is

experiencing a lack of traffic, the packet scheduler

optimizes resource allocation by transmitting only

on a portion of the system bandwidth. This leads to

a reduction in ICI and thereby an improvement in

SINR, which can be particularly useful to cell-edge

users as their data rate can be improved. The focus

of this study is the investigation of FDPS under the

fractional load (FL) scenario.

We assume that there is no co-ordination between

the entities responsible for resource allocation in

the neighboring cells. The analysis is based on a de-

tailed LTE system-level model, developed accord-

ing to the guidelines given in [1]. The important

scheduling related functions such as link adaptation

(LA) and HARQ have been modeled explicitly.

Further, as the FDPS performance is sensitive to

the accuracy of channel quality indication (CQI)

reports, realistic assumptions for achievable CQI

accuracy and reporting frequency have been used

[4].

The paper is organized as follows: Section II

describes the interaction between the different func-

tional entities involved in packet scheduling. It also

covers the description of the LA functionality and

the FDPS algorithm. Section III provides details on

the system-model as well as describes the modeling

of FL. Section IV covers the results and analysis,

while the conclusions are summarized in Section

V.

II. PACKET SCHEDULING FRAMEWORK

Fig. 1 illustrates the interaction between the dif-

ferent entities involved in packet scheduling (PS),

which are located at the base station (eNode-

B) in order to facilitate fast channel dependent

scheduling [6]. Following LTE naming convention

the basic time-frequency resource available for data

transmission is denoted as the physical resource

block (PRB). The PRB consists of a fixed number

of adjacent OFDM sub-carriers and represents the



Fig. 1. Interaction between PS, LA, and the HARQ manager
entities of the eNode-B that are responsible for dynamic resource
allocation.

minimum scheduling resolution in the frequency

domain [1]. The PS is the controlling entity in the

overall scheduling process. It can consult the LA

module to obtain an estimate of the supported data

rate for certain users in the cell, for different alloca-

tions of PRBs. LA utilizes frequency-selective CQI

feedback from the users, as well as Ack/Nacks from

past transmissions, to ensure that the estimate of

supported data rate corresponds to a certain BLER

target for the first transmissions. Further, outer loop

link adaptation has been used to stabilize the BLER

performance in the presence of LA uncertainties

[7]. It provides a user based adaptive offset on a

sub-frame interval that is applied to the received

CQI reports. This technique can reduce the impact

of biased CQI errors on LA performance [8]. Under

FL, the scheduler employs a sub-set of PRBs for

transmission. Further, restrictions on the allowed

power per active PRB can also be enforced in order

to control interference variations in the network.

The aim of the scheduler is to optimize the cell

throughput for the given load condition under the

applied scheduling policy, e.g., proportional fair

scheduling in time and frequency [8]. The HARQ

manager provides buffer status information as well

as transmission format of the pending HARQ re-

transmissions.

A. Link Adaptation

The experienced SINR of a single radio link is

formulated with the aid of Fig. 2. The received

SINR measured at the sub-carrier frequency f at

scheduling interval n is given by:

SINR( f ,n) =
2

∑
i=1

P( f ,n) ·Hi( f ,n)

No( f )+∑
N
k=1 Ik( f ,n)

, (1)

Fig. 2. A single radio link in the reuse 1 LTE downlink, where
transmission from neighboring cells leads to ICI. Under FL, the
link SINR can vary significantly due to dynamic variations in
the ICI.

where P( f ,n) denotes the transmit power from own

cell, Hi( f ,n) is the channel power gain experienced

at the ith receive antenna, Ik( f ,n) denotes inter-cell

interference power experienced from surrounding

cell k, and No represents thermal noise. The expres-

sion in (1) is based on a 1x2 MRC receiver. Further,

there are N + 1 cells in the network. Note that

thermal noise is the only time-invariant parameter

in (1). Under FL, the PRB containing sub-carrier f

can be either in use or inactive in each of the cells.

Moreover, the PRB activity state can vary on a sub-

frame basis, which results in larger ICI dynamics in

comparison with the full load case. At the eNode-

B frequency-domain LA is performed by using

the knowledge of prevailing channel conditions

obtained through frequency selective CQI reports.

Due to processing delays at both ends the CQI

report measured at the receiver is not available in-

stantaneously at the transmitter, as shown in Fig. 2.

If the ICI conditions change before the packet is

finally received, LA will not be able to track those

changes, leading to a performance deterioration. As

a result under FL, the performance of both LA

and FDPS becomes sensitive to the time correlation

in the PRB "On" and "Off" activity states. In this

regard, as the channel fading is correlated in time

it is expected that PRB activity states will also be

correlated.

B. Frequency Domain Packet Scheduling

We will focus on localized transmissions in the

frequency-domain [1]. The overall scheduler is di-

vided into a time-domain (TD) part followed by

the frequency-domain (FD) part. The aim of the

scheduler is to maximize the utilization of available

multi-user diversity in both time and frequency

domains. The details of the scheduler framework



as well as its performance evaluation is provided

in the related paper [8]. The motivation behind

the partitioning of the scheduler is to reduce the

complexity of frequency-domain multiplexing al-

gorithm and to handle the restrictions imposed by

HARQ retransmissions in an effective manner. A

subset of M users are passed to the FD scheduler by

the TD scheduler in each sub-frame. Independent

scheduling policies can be applied at each scheduler

part. The task of the TD scheduler is to achieve

inter-user fairness, while the FD scheduler tries to

optimize the spectrum efficiency. The choice of M

depends on the scheduler complexity as well as on

the allowed DL control overhead. Control signaling

is required to notify users of incoming transmis-

sions, and the resulting overhead depends on M.

The default scheduler is based on the well known

proportional-fair (PF) metric, which is applied in

both time and frequency. Further, the reference

scheduler consists of round-robin scheduling in

frequency, while the TD scheduler is based on the

PF metric.

III. SYSTEM MODEL

The performance evaluation is based on a de-

tailed system-level model of LTE, following the

guidelines in [1]. The system bandwidth is fixed at

10 MHz, and the Physical layer settings are based

on the LTE working assumptions. The main sim-

ulation parameters are listed in Table I, assuming

the macro-cell case 1 deployment scenario. We as-

sume that the PRB bandwidth is equal to 375 kHz,

resulting in 24 PRBs. Scheduling related functions

are explicitly modeled in the three center cells only.

The remaining fifty-four cells act as a source of

ICI. The link-to-system level mapping is based on

the exponential effective SNR metric (EESM) model

[8]. The location of users is randomly assigned with

a uniform distribution within each of the three cen-

ter cells. It is assumed that the distance dependent

path loss and shadow fading is constant during a

packet call. A finite buffer best effort traffic model

is employed, where each user downloads a 2 Mbit

packet. As soon as the download is completed, the

session is terminated and a new call is immediately

started at a new random location. The serving cell is

selected randomly among the strongest cells within

a selection margin of 2 dB. The key performance

indicators are the average cell throughput, user

throughput distribution and coverage at 5% outage.

A. Modeling of Fractional Load

As scheduling is not explicitly simulated in

the non-center cells a model is required for FL

TABLE I

DEFAULT SIMULATION PARAMETERS [1].

Parameter Setting

System bandwidth 10 MHz
Sub-carriers per PRB 25
Cellular Layout Hexagonal grid, 19 cell

sites, 3 cells per site
Inter-site distance 500 m
Total eNode-B transmit
power

46 dBm

Penetration loss 20 dB
Shadowing standard de-
viation

8 dB

Max. users multiplexed
per sub-frame

6

Power per active PRB,
PPRB

32.2 dBm

C 20 sub-frames
Traffic model Single 2 Mbit packet
Power delay profile ITU Typical Urban, 20

paths
Ack/Nack delay 2 ms
CQI log-normal error
std.

1 dB

CQI reporting resolution 1 dB
CQI delay 4 ms
Pilot, control channel
overhead

28.5% (2/7 symbols)

Modulation/code rate
settings

QPSK (R= 1/3, 1/2,
2/3), 16QAM (R=1/2,
2/3, 4/5), 64QAM
(R=1/2, 2/3, 4/5)

HARQ model Ideal chase comb.
No. of HARQ processes 6
1st Tx. BLER target 20%
UE speed 3 km/h
UE receiver 1x2 MRC
Channel estimation Ideal
Cell selection margin 2 dB

scenario. We have selected the well-known dis-

crete two-state homogenous Markov-chain based

stochastic model, as shown in Fig. 3. The states

represent whether a PRB is "On" or "Off". The

parameters of the Markov model can be tuned to

provide a certain average rate of state transitions.

This facilitates the modeling of a dynamic FL

scenario with known correlation behavior between

PRB activity states. Independent Markov chains are

used in all the interfering cells in the network,

assuming the same state transition probabilities.

The activity state of each PRB is updated every

0.5 ms.

Let P 1 denote the probability that a PRB is "On",

while P 0 = 1−P 1 denotes the probability that it is

"Off". Given the Markov chain in Fig. 3, we can

express the state probabilities for PRB "Off" and



TABLE II

FRACTIONAL LOAD SCENARIOS INVESTIGATED.

Load fac-
tor, P1

Number of ac-
tive users per
cell, L

Avg. num of
active PRBs, X

0.25 5 6
0.50 10 12
0.75 15 18
1.00 20 24

"On" states as,

P 0 =
b

a+b
, (2)

P 1 =
a

a+b
. (3)

Given this simple stochastic model for controlling

the On/Off activity for each of the M PRBs in

each of the interfering cells, there will be X active

PRBs for a given cell in a sub-frame, such that X ∈

[0,1,2, · · · ,M]. The probability of experiencing q

consecutive "On" states is geometrically distributed

with a mean value given by:

C =
1

b
. (4)

From (3) and (4) and since a and b should be in the

range [0;1], parameter C is subject to the following

constraint,

C > max
{

1,
P 1

1−P 1

}

. (5)

The value of C relative to the CQI delay determines

how effectively LA can track the SINR variations.

We select C = 20 sub-frames by default, such that

it is much larger than the CQI delay (8 sub-frames).

In the center cells, the number of active PRBs is de-

termined by using a Binomial distribution based on

the given load factor, P 1. By default constant power

allocation in frequency is considered, i.e., fixed

power per active PRB denoted by P PRB. We also

show performance results for the flexible power

allocation scheme, where the total power is divided

equally among the active PRBs, for comparison

purposes. We investigate FDPS performance under

Fig. 3. Discrete two-state homogeneous Markov chain used
for modeling of FL.

Fig. 4. Statistics for availability of PRBs collected from entire
network.

different load conditions enumerated in Table II.

The ratio of average number of active PRBs to the

number of users L, i.e., X/L, is kept constant, in

order to make a fair comparison.

IV. SIMULATION RESULTS

Fig. 4 shows the probability distribution function

(PDF) of the number of active PRBs for different

FL scenarios listed in Table II. The statistics are

collected from all the cells in the network. The PDF

curves follow expected trends with the mean value

of active PRBs in each case matching with X in

Table II.

Fig. 5 illustrates the behavior of key parame-

ters that affect system performance. The results in

Fig. 5 (a) confirm that FL results in an improvement

in the sub-carrier SINR. Further, a significant gain

of FDPS (PF) over reference scheduler is seen

especially at low load, e.g., at P1 = 0.25 the SINR

improvement with reference scheduler is 6 dB (not

shown here), while it is 10 dB with FDPS. The

additional gain is attributed to the use of CQI,

which lowers the probability of scheduling on the

same PRBs in neighboring cells. The interference

control seen here is achieved without relying on

any centralized management. Fig. 5 (b) illustrates

the cumulative density function (CDF) of the total

transmit power used at each scheduling node. The

curves follow expected trends as the eNode-B tunes

the transmit power according to P1. Fig. 5 (c)

depicts the CDF of the experienced SINR measured

on a packet basis. We observe a higher gain in SINR

than expected at low load, similar to Fig. 5 (a). The

CDF curves of Fig. 5 (d) illustrate that LA is able

to map the improvement in SINR due to FL into a

gain in user throughput, especially at the tail of the

throughput distribution, i.e., in terms of coverage.

However, the curves converge at the top, which is

a result of the limited MCS range, e.g., the highest

available MCS, 64QAM 4/5, is selected at around

15 dB, while the SINR can increase up to 40 dB.



Fig. 5. Behavior of key parameters governing system perfor-
mance.

Fig. 6 illustrates the performance of FDPS in

terms of average cell throughput and coverage,

which is defined as the data rate at 5 % outage.

It is observed that FDPS can provide a trade-off

between cell throughput and coverage, e.g., when

P1 = 0.25, the coverage is improved by a factor

of around two, while the average cell throughput

is halved, in comparison with the full load case.

We compare the results obtained with the following
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Fig. 6. Average cell throughput and coverage performance as
a function of P 1. The results for the reference scheduler are
shown for two FL cases.

Shannon Theorem based approximation,

cell_ tp ∼= W ·P 1 · log2
(

1+SINR ·

1

P 1

)

, (6)

where W denotes the bandwidth. P 1 appears twice

in (6) to represent the FL induced bandwidth re-

duction as well as the SINR improvement from

the reduction in ICI. By substituting the median

value of SINR (∼1 dB) from Fig. 5 (a) and the cell

throughput from Fig. 6 (a) for the P 1 = 1.0 case into

(6) we obtain the Shannon based estimate of the

cell throughput for the different cases, also shown

in Fig. 6 (a). It can be seen that there is a good

match between the estimated and the observed cell

throughput values, except for the P 1 = 0.25 case.

In the latter scenario, due to the limited MCS range

LA is not able to map the very high SINR values

into corresponding value of throughput. Further,

compared to the reference scheduler PF scheduling

in frequency can provide an additional gain of 10-

15% in throughput and coverage.

Fig. 7 (a) and Fig. 7 (b) illustrate the impact

of rate of change of the PRB allocation pattern.

Frequent changes in the PRB activity results in a

performance loss, due to the inability of LA to track

the ICI variations. The impact is significant at low

load, e.g., a loss of up to 25% in coverage is seen

in Fig. 7 (b).

Fig. 8 illustrates the comparative performance

of the constant and the flexible power allocation

schemes. The two schemes have quite similar per-

formance as the deployment scenario is mainly

interference limited, and the use of higher transmit

power does not lead to a similar SINR improve-

ment.



Fig. 7. Impact of the PRB switching rate on FDPS performance.

V. CONCLUSIONS

In this paper we have investigated the per-

formance of frequency domain packet scheduling

(FDPS) under fractional load (FL) scenario, based

on the UTRAN Long Term Evolution downlink.

Under FL, the packet scheduler does not need

to allocate entire system bandwidth for transmis-

sion, due to lack of traffic in the network, which

leads to an improvement in the experienced SINR.

System-level simulations show that the proportional

fair scheduler tries to optimize resource allocation

by avoiding transmission on frequencies that are

experiencing severe interference. As an example,

FDPS can provide a gain of 4 dB in SINR over

the frequency-blind scheduler, when the load is

equal to 25%. The observed interference control

is achieved without relying on any centralized

management. Further, FDPS under FL can provide

an effective trade-off between cell throughput and

coverage, e.g., when the load is 25%, coverage is

improved by a factor of two, while cell throughput

is halved compared to full load case. The FDPS

gain depends on the ability of link adaptation to

track the variations in interference. This ability is

reduced if the frequency usage pattern is changing

at a fast rate.
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