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Abstract

The use of scrubbers in the maritime industry has seen a significant increase
in the past decade due to the implementation of new environmental legisla-
tion passed by the International Maritime Organisation. The new legislation
stated that by 2020, no vessel would be allowed to emit exhaust gas produced
by the combustion of fuel oil containing more than 0.5% sulphur by mass.

To be able to continue the use of fuel oil containing more than 0.5% sul-
phur by mass, a scrubber can be installed aboard the ship capturing the
sulphur contained in the exhaust gas. Marine scrubbers exists in different
designs and typically operates in either open- or closed-loop. In open-loop
the scrubber uses seawater to remove the SO2 from the exhaust gas, whereas
in closed-loop freshwater is used where alkali substances have to be added
to neutralise the acid produced in the scrubber.

Computational Fluid Dynamics (CFD) has become a popular tool for
modelling scrubbers, as it provides the basis for capturing interfacial forces,
chemistry and heat- and mass transfer. Furthermore, it can provide a pos-
sibility to examine phenomena and tendencies that occur inside industrial
scale scrubbers, which is a cumbersome, if not impossible, task to achieve on
installations on this size.

In this work a model based on the Eulerian-Eulerian CFD framework is
developed for a packed bed scrubber. The model incorporates several sub-
models for both the packed bed and dispersed droplets. Among these are in-
terfacial forces in the packed bed, heat- and mass transfer in the two regimes
of the scrubber, and a chemistry model that accounts for the reactions in sea-
water when SO2 is absorbed. Additionally custom boundary conditions for
the nozzles in scrubbers have been developed, which accounts for droplet
size, liquid volume fraction and liquid velocity.

The completed model was used to calibrate the coefficients for the heat
and mass transfer in the packed bed, using data gathered from an ocean
going vessel. Comparing the calibrated model results to the data, it was
found that the model was able to predict the pressure loss to within 3%,
exhaust gas and seawater temperatures to within 3% and 3.5%, respectively,
and SO2 content between -24% and 25%. Although the latter seems like a
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large error; due to the low concentrations of SO2 measured at the outlet of
the scrubber the absolute difference were not more than 5 ppm for five out
of the six data points.

This model can be used to improve new generations of packed bed scrub-
bers as it allows for optimising aspects such as water consumption, pressure
loss, SO2 removal efficiency, and distribution of seawater in the packed bed,
to be addressed.



Resumé

Brugen af scrubbere i den maritime industri har oplevet en betydelig stigning
i det seneste årti på grund af implementeringen af ny miljølovgivning ved-
taget af den Internationale Søfartsorganisation. Med den nye lovgivning blev
det vedtaget, at i 2020 måtte intet fartøj have lov til at udsende udstødnings-
gas produceret ved forbrænding af skibsolie indeholdende mere end 0,5%
svovl på massebasis.

For at kunne fortsætte brugen af skibsolie, der indeholder mere end 0,5 %
svovl på massebasis, kan der installeres en scrubber ombord på skibet, som
opfanger svovlen i udstødningsgassen. Marine scrubbere findes i forskellige
designs og fungerer typisk i enten åben eller lukket kredsløb. I et åbent
kredløb bruger scrubberen havvand til at fjerne SO2 fra udstødningsgassen,
mens der et i lukket kredsløb anvendes ferskvand, hvor der skal tilsættes et
basiske stof for at neutralisere den syre, der dannes i scrubberen.

Computational Fluid Dynamics (CFD) er blevet et populært værktøj til
modellering af scrubbere, da det giver grundlaget for at fange grænseflade-
kræfter, kemi og varme- og masseoverførsel. Ydermere kan det give mu-
lighed for at undersøge fænomener og tendenser, der opstår inde i scrubbere
på industriel skala, hvilket er en besværlig, hvis ikke umulig, opgave at ud-
føre på installationer af denne størrelse.

I dette projekt er der udviklet en model til en packed bed scrubber, baseret
på den Eulerske- Eulerske CFD-metode. Modellen inkorporerer flere under-
modeller for både packed bed og dråber. Blandt disse er grænsefladekræfter i
packed bed, varme- og masseoverførsel i scrubberens to regimer og en kemi-
model, der redegør for reaktionerne i havvand, når SO2 absorberes. Deru-
dover er der udviklet brugerdefinerede randbetingelser for dyserne i scrub-
bere, som tager højde for dråbestørrelse, væskevolumenfraktion og væske-
hastighed.

Den færdige model blev brugt til at kalibrere koefficienterne for varme-
og masseoverførslen i packed bed ved hjælp af data indsamlet fra et fartøj
på havet. Ved at sammenligne de kalibrerede modelresultater med dataene
viste det sig, at modellen var i stand til at forudsige tryktabet inden for 3%,
udstødningsgas- og havvandstemperaturer inden for henholdsvis 3% og 3,5%
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og SO2 indhold mellem -24% og 25%. Selvom det sidste virker som en stor
fejl, så er der på grund af de lave koncentrationer af SO2 målt ved udløbet
af scrubberen ikke mere end 5 ppm i absolutte forskel mellem modellen og
dataene for fem ud af de seks datapunkter.

Denne model kan bruges til at forbedre nye generationer af packed bed
scrubbere, da den giver mulighed for at optimere aspekter som vandforbrug,
tryktab, SO2 fjernelseseffektivitet og fordeling af havvand i packed bed.
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Nomenclature

a Specific surface area m−1

aPh Phase interface specific surface area m−1

A Area m2

AT Total alkalinity mol kg−1

A Viscous packing coefficient
B Inertial packing coefficient
b Molal concentration mol kg−1

Cd Drag coefficient
CK Packing specific heat transfer constant
Ch Packing specific mass transfer constant
D Diffusion Coefficient m2 s−1

Ds Spreading Coefficient m
d Droplet diameter m
d32 Sauter mean diameter m
dh Hydraulic diameter m
E Phase kinetic energy m2 s−2

Fs Spread factor m
~Fij Interfacial force N m−3

Fr Froude number
f Volume fraction of droplet size
~g Gravitational acceleration m s−2

h Mass transfer coefficient s−1

he Enthalpy J kg−1

Hcc Dimensionless Henry solubility
Hcp Concentration Henry solubility
I Ionic strength
Ik Turbulent intensity
j0 Bessel function of 0th order
K Heat transfer coefficient W m−3 K−1

K∗ Equilibrium constant mol kg−1

k Turbulent kinetic energy m2 s−2

k′ Oxidation Rate mol L−1 min−1



ldh Turbulent length scale
ṁ Specific mass flow kg s−1 m−3

MW Molar mass g mol−1

ni,j Number fraction
Nu Nusselt number
p Pressure Pa
Pe Peclet number
Pe′ Viscosity modified Peclet number
Q̇ Specific heat transfer W m−3

Re Reynolds number
R Universal gas constant J K−1 mol−1

r Radius m
~r Radial distance m
Sc Schmidt number
Sh Sherwood number
t Time s
T Temperature K
~u Velocity m s−1

V̇ Volumetric flow rate m3 s−1

X Mole fraction
x Representative volume of droplet bin m3

Y Mass fraction
z Charge
We Weber number



Greek
letters
α Volume faction
αth Thermal Diffusivity m2 s−1

β Daughter size probability distribution
Γ Breakup frequency s−1

γ Activity coefficient
ε Turbulent dissipation rate m2 s−2

κ Thermal conductivity W m−1 K−1

µ Viscosity Pa s
ρ Density kg m−3

σ Surface tension N m−1

τ Shear tress N m−2

¯̄τ Turbulent stress tensor kg m−2 s−2

θ Angle
ω Specific turbulent dissipation rate s−1

Subscripts
br Breaking
cr Critical
d Drift
dis Dispersion
g Gas phase
i Index
l Liquid phase
p Phase Index
q Phase Index
s Solid phase
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Chapter 1

Introduction

The process of removing sulphur oxides (SOx) from exhaust gases has been
of interest to industry since the beginning of the 20th century. Initially the
capture of sulphur from the exhaust gas of coal burning processes was in-
tended as a method of producing sulphuric acid for commercial purposes.
It was first around 1930 that concerns were raised about the environmental
issues caused by the emission of SOx and the first scrubbers were installed
on power stations around England [1].

The scene for the use of scrubbers in the maritime industry was set in
1997, when the International Maritime Organisation (IMO) adopted the An-
nex VI of the MARPOL convention. Here it was stated that the sulphur
content of the fuel oils used globally must not exceed 4.5% by mass and that
it must not exceed 1.5% by mass in the Baltic Sea by 2005. To meet the more
stringent legislation in the Baltic Sea the shipowners were presented with
two options; either switch to a compliant fuel or use any other technological
method to limit their emission of SOx [2].

Since the ratification of Annex VI other areas have adopted the same reg-
ulations as in the Baltic Sea and these are now termed the Emission Control
Areas(ECA). In figure 1.1 the ECA as it looks in 2021 is shown [3]:
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Chapter 1. Introduction

Emission Control Areas

Fig. 1.1: Emission Control Areas as defined by the IMO shown in dark grey. [3, 4]

Over the years, since the adoption of Annex IV, the allowable sulphur
content has gradually been decreased both globally and in the ECA. The
timeline for the implementation of these reductions is shown in figure 1.2 [5]:
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Fig. 1.2: Timeline for the permissible fuel sulphur content globally and in ECA [5]

It was first in 2016, when the IMO announced that the global sulphur cap
would be revised, from 3.5% to 0.5% by mass, by the 1 of January 2020, that
interest from shipowners was shown in scrubbers.

In 2016 the IMO announced that the global sulphur cap would be revised
from from 3.5% to 0.5% by mass. This peaked the interest in scrubbers as
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shipowners were forced to take action. Prior to this it was easier and cheaper
to just switch to a compliant fuel if a ship was to enter the ECA, as the sul-
phur content of the Heavy Fuel Oil (HFO) was already compliant. However,
with the new legislation, exclusively using compliant fuel would increase fuel
cost significantly which made the business case for installing a scrubber as a
method for reaching compliance attractive .

Using the concentration of SOx in exhaust gas directly as a measure of
compliance is not ideal as it would be possible to simply dilute the exhaust
gas with ambient air to reduce the concentration of SOx. As the sulphur in
the exhaust gas originates from fuel oil, a comparative measure related to the
CO2 produced by the combustion is made. Based on the global average the
IMO has correlated the following emission ratios to the sulphur content in
the fuel oil [6]:

Sulphur content Emission ratio

% kg
kg

SO2
CO2

ppm
%v/v

4.5 195.0

3.5 151.7

1.5 65.0

1.0 43.3

0.5 21.7

0.1 4.3

Table 1.1: SO2 / CO2 ratio for equivalent fuel sulphur content [6]
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Chapter 1. Introduction

1 Scrubber Types

Generally there are two types of scrubber designs used in the maritime in-
dustry, which are inline and U-type scrubbers. The difference between these
two types of scrubber designs is the path that the exhaust gas has to take to
pass through the scrubber. In figure 1.3a a schematic of an inline scrubber
is shown, here it can be seen that the exhaust gas inlet and outlet are placed
inline with each other on the centreline of the scrubber thereby giving it its
name. For the u-type scrubber, where a schematic is shown in figure 1.3b, the
exhaust gas inlet and outlet both faces upwards. This forces the gas to make
a u-turn in the scrubber, hence its name u-type.

Each scrubber design comes with its pros and cons in terms of space
requirements, manufacturability, and design. An important criteria when
injecting a liquid into the exhaust gas system is to ensure its containment
and prevent backflow. This is handled for the inline scrubber by installing
an exhaust cover over the exhaust inlet as shown in figure 1.3a. The exhaust
cover ensures that the liquid injected from above does not flow back into the
exhaust gas system. For the u-type scrubber the design of the scrubber body
itself handles the issue with potential back flow as the exhaust inlet faces
downwards and is elevated well above the bottom of scrubber. Although the
scrubbers shown in figure 1.3 are not to scale, it is clear that for a scrubber
with the same cross sectional area in the main body, the u-type scrubber has
a larger footprint compared to the inline scrubber. Because floor space is a
premium aboard ships inline scrubbers are often used for retrofits on existing
vessels where the layout of the deck plan was not made with a scrubber in
mind.

The prime objective for a scrubber is to create a larger interfacial area
between the liquid and exhaust gas to facilitate the absorption of SO2. There
are generally two methods by which the interfacial area between the liquid
and exhaust gas can be created. One is to use a packed bed as shown in
1.3a. Here, a packing material is used to slow down the liquid and create a
large interfacial area between the liquid and exhaust gas as the liquid flows
along the surfaces of the packing material. The other method for creating the
interfacial area between the exhaust gas and liquid, is to use sprays to create a
dispersed mist of droplets which is shown in 1.3b. These two methods are not
fixed to the specific type of scrubber design, meaning the an inline scrubber
can be designed for operation as a spray scrubber and a u-type scrubber can
be designed to operate as a packed bed scrubber.
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1. Scrubber Types

Packed Bed

Exhaust Cover

Exhaust

Inlet

Exhaust

Outlet

Demister

Cooling

Spray


Large Nozzles


Cooling

Spray


Small Nozzles


Liquid 

Outlet

(a) Inline scrubber, using a packed bed to achieve the interfacial area between the scrubbing liquid and exhaust
gas.

Exhaust

Outlet

Demister

Cooling

Spray


Large Nozzles


Small Nozzles


Liquid 

Outlet

Exhaust

Inlet

(b) U-type scrubber, using sprays to achieve the interfacial area between the scrubbing liquid and exhaust gas.

Fig. 1.3: Scrubber designs generally used in the maritime industry and the methods used to
create a large interfacial area between the liquid and exhaust gas.
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Chapter 1. Introduction

2 Scrubber Systems

Besides the scrubber design and the method for creating the interfacial area,
there is also the system for handling of liquid used in the scrubbing process.
For marine scrubbers seawater is an ideal liquid as it readily available and
acts as buffer due to is natural alkalinity [7]. A scrubber system using sea-
water as the scrubbing liquid is called an open loop system and can be seen
in figure 1.4. In an open-loop system the seawater is pumped from below
the waterline and up to the scrubber, which is placed near the smoke stack
at the top of ship. Once the seawater has passed through the scrubber it
is discharged back into the ocean, through an outlet in the hull below the
waterline.

Fig. 1.4: Open-loop scrubber system [8].

A different approach is to use a closed-loop scrubbing system, which is
shown in figure 1.5. Here, the water from scrubbing process is recycled after
it has been through the scrubber. It does however require more auxiliary
equipment to use a closed loop system as the build up of sulphur species
causes the pH of the water to increase and at the same time residual fuel
and other impurities accumulate in the process water. To neutralise the acid
produced by the absorption of SO2 an alkali substance is added to process
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2. Scrubber Systems

water as it is recirculated. Additionally the sludge formed by the residual fuel
and impurities have to be separated from the process water and stored aboard
until the vessel can discharge it when at port. Lastly a heat exchanger is
necessary to cool the system as heat from the exhaust gas is transferred to the
process water. With the auxiliary equipment and the need for continuously
adding an alkali substance to the process water this type of scrubber system is
comparatively more expensive in both initial investment and operation cost,
compared to an open-loop scrubber system.

Fig. 1.5: Closed-loop scrubber system [8]

A hybrid of the two systems also exists and is opted for if the route of
the vessel often crosses into areas where the discharge of seawater from an
open-loop scrubber system is banned. For example discharge is banned in
both the Suez and Panama canal and in the domestic emission control areas
of China [9]. As a hybrid system has the ability to switch between open-
and closed-loop operation, it is often selected over a closed-loop system as its
initial investment cost is only slightly higher, but provides the operator with
the option of only running in the more expensive closed-loop mode when
sailing in a discharge ban area.
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Chapter 1. Introduction

3 State Of The Art

Spray scrubbers have been thoroughly studied in the literature, where com-
putational fluid dynamics (CFD) has been used as a tool. Simulations of spray
u-type scrubbers for SO2 absorption with a limestone slurry on power plants
have been investigated using both an Eulerian-Eulerian and an Eulerian-
Lagrange framework [10–12]. In all these studies interfacial forces, chemistry
and heat- and mass transfer was accounted for and the models results were
in good agreement with the experimental results.

The absorption of SO2 in seawater has been presented in studies relating
to both pure chemistry and in relation to absorption in a single droplet of
seawater [7, 13, 14]. In these studies various species and their reactions are
accounted for. However, the two studies relating to pure chemistry account
for a different number species and have different approaches in their meth-
ods, though they both show good agreement with experimental data [7, 13]

An Eulerian-Lagrange model of an inline spray scrubber using seawater
has been presented. Here chemisty, droplet heat- and mass transfer, and wall
films were considered. The model was correlated to data and showed error
of around 10% on pressure loss, SO2 absorption and temperature [15].

Packed bed scrubbers have been modelled as chemical reactors and typi-
cally only in one dimension parallel to the flow direction of the flue gas. In
these models flow patterns and pressure loss are neglected, and only the re-
moval of sulphur is accounted for [16, 17]. More detailed modelling of packed
beds consisting of small packing elements have been presented [18, 19]. In
one of the studies, an Eulerian-Eulerian model was used for predicting SO2
and NOx in a cylindrical bed with uniform liquid distribution under high
pressure. Here the authors found that the removal efficiency of SO2 was
not affected by the high pressure in the packed bed whereas NOx and CO2
were [19]. The other study presented the same Eulerian-Eulerian model but
only focused on the absorption SO2, which was modelled for three different
3 packing types [18].

It is clear that spray scrubbers are well described and a lot of modelling
approaches are available for this type of scrubber. On the other hand some
sub models available for packed bed scrubbers, but the entirety of packed
bed scrubbers are not readily available.

4 Objectives

In this project the overall objective was to develop a model of a packed bed
inline scrubber operating in open-loop mode. The model should be relatively
rapid to evaluate so as to be suitable for optimising future scrubber designs
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4. Objectives

and design changes to current scrubber models in an industrial setting. To
fulfil the objectives set, the following had to be achieved:

• A detailed understanding of the heat- and mass transfer processes in-
side and outside the packed bed

• Knowledge of the influence of liquid distribution on the removal effi-
ciency of the packed bed

• A sufficient understanding of the chemical reaction processes that occur
with the seawater and to incorporate this into the scrubber model.

• As this project has ties to industry, a final objective was that the knowl-
edge and experience gained in this project is applicable to a practical
design in a commercial setting.
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Chapter 2

Modelling

The model for the scrubber is developed in OpenFOAM, which is an open-
source C++ library made for solving partial differential equations using the
finite volume method [20]. Due to its open source code and availability
OpenFOAM has seen a great increase in use by the CFD community in both
academia and industry in recent years. Unlike commercial CFD-codes Open-
FOAM is not a one in all solver, instead it consists of a series of purpose build
solvers which are coded for a specific set of governing equations.

In this work the model is based on the solver called multiphaseEulerFoam
which is an Eulerian-Eulerian solver capable of solving for a system of any
number of compressible phases with a common pressure [20]. In this frame
work each phase has its own momentum, energy and species equation, and
the interactions between the phases are handled as source terms in the re-
spective equation set.

The governing equations upon which multiphaseEulerFoam solver is based
are presented in the following. The conservation of mass for a phase p is
given as:

∂

∂t
(
αpρp

)
+∇ ·

(
αpρp~up

)
=

n

∑
q=1

(
ṁqp − ṁpq

)
(2.1)

where αp is the volume fraction of phase p, ρp is the density, ~up is the velocity
vector, and ṁqp and ṁpq is the mass between phases p and q.

The momentum equation for phase p can be given as:

∂

∂t
(
αpρp~up

)
+∇ ·

(
αpρp~up~up

)
=

−αp∇p + αpρp~g +∇ · ¯̄τp +
n

∑
q=1

(
~Fqp + ṁqp~uqp − ṁpq~upq

)
(2.2)

13



Chapter 2. Modelling

where p is the common pressure, ~g is the gravitational acceleration, ¯̄τ is the
stress tensor which account for both viscous and turbulent stresses, ~Fqp is
the interfacial forces between phase q and p, and ṁqp~uqp and ṁpq~upq is the
momentum transfer due to mass transfer between the phases q and p.

The energy equation for phase p can be given as:

∂

∂t
(
αpρphep

)
+∇ ·

(
αpρp~uphep

)
+

∂

∂t
(
αpρpEp

)
+∇ ·

(
αpρp~upEp

)
=

αpρp~up ·~g +∇2
(

αpαth,phep

)
+ Q̇pq (2.3)

where hep is the enthalpy, Ep is the kinetic energy, αth is the thermal diffusiv-
ity, and Q̇pq is the heat transfer between phases q and p.

As both the exhaust gas and seawater consists of multiple species, a
species equation is solved for each individual species in each phase. The
species equation for phase p can be given as:

∂

∂t

(
αpρpYp,k

)
+∇ ·

(
αpρp~upYp,k

)
= ∇2

(
αpρpDp,kYp,k

)
+ ṁpq,k (2.4)

where Yp,k is the mass fraction of species k in phase p, Dp,k is the diffusion
coefficient, and ṁpq,k is the mass flow of species k from phase q to phase p.

In addition to the solver, a custom thermodynamic and physical library is
created to model the phase properties. The expressions used for the seawater
and exhaust gas in this library are presented in appendix I

To be able to use the multiphaseEulerFoam solver to model a packed bed
scrubber, new correlations for interfacial forces and heat- and mass transfer
will have to be added. Furthermore, handling the respective models for in-
and outside the packed bed also have to be developed. Lastly the incorpora-
tion of chemical reactions into solver also have to be carried out.

14



Chapter 3

Chemistry

In the following chapter a detailed overview of the chemistry model that is
implemented into the model presented in paper D is given. The chemical
reactions that occur during the scrubbing process are generally extremely
fast and can therefore be treated as equilibria, which results in system of
non-linear equations that have to be solved in each iteration of the solution.
The absorption of SO2 in seawater and the equilibria governing the reactions
have been presented in various studies throughout the literature [7, 13, 21]. In
the equilibria models the number of equilibria considered varies, where some
only considers the sulphite species, while others also includes sulphate and
carbonate species. In the chemistry model used for this work the following
equilibria are considered:

SO2(aq) 
 HSO−3 + H+ (3.1)

HSO−3 
 SO2−
3 + H+ (3.2)

HSO−4 
 SO2−
4 + H+ (3.3)

CO2(aq) 
 HCO−3 + H+ (3.4)

HCO−3 
 CO2−
3 + H+ (3.5)

In addition to the equilibria the oxidation of sulphites, which produces
sulphates, is also considered in the chemistry model.

1 Seawater Properties

Compared to pure water, using seawater as the scrubbing liquid requires
extra attention to be paid to the chemistry that occurs during the scrubbing
process. There are two properties of seawater which have an influence on
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Chapter 3. Chemistry

the chemical reactions that occur. One property is that seawater is an ionic
solution and the other is the natural alkalinity. Both properties depend on the
species that make up the saline concentration. The majority of the species that
makes up the salinity in standard seawater are presented in Table 3.1 [22]:

Species Yi × 10−3 bi zi MWi

Cl− 19.35 0.5658 -1 35.45

Na+ 10.78 0.4861 1 22.99

SO2−
4 2.71 0.0293 -2 96.06

Mg2+ 1.28 0.0548 2 24.31

Ca2+ 0.41 0.0107 2 40.08

K+ 0.399 0.0106 1 39.10

HCO−3 0.108 0.00183 -1 61.02

Br− 0.067 0.00087 -1 79.90

Sr2+ 0.08 0.00009 2 87.62

B(OH)3 0.0198 0.00033 0 51.83

CO2−
3 0.016 0.00027 -2 60.01

B(OH)−4 0.0079 0.00010 -1 78.84

F− 0.0013 0.00007 -1 19.00

sum 35.1717 1.16075

Table 3.1: Standard mean composition of seawater with a salinity of 35 g
kg [22]. In the columns

the mass fraction, molality, charge, and molar mass for each species is presented.

A key factor of using seawater as the scrubbing liquid is its natural alka-
linity. Alkalinity is a measure of a liquids ability to resist acidification which
is caused by weak acids and their conjugate bases acting as a buffer for the
solution [23]. The alkalinity of seawater can be given as follows [24]:

AT =
[
HCO−3

]
+ 2

[
CO2−

3

]
+
[
B(OH)−4

]
+
[
OH−

]
+
[
HPO2−

4

]
+ 2

[
PO3−

4

]
+
[
SiO (OH)−3

]
+ [NH3] +

[
HS−

]
+ ... (3.6)

−
[
H+
]

F −
[
HSO−4

]
− [HF]− [H3PO4]− ...

It can bee seen in Equation 3.6 that several species affect the alkalinity of sea-
water. However, the concentration of many of the species are small compared

16



1. Seawater Properties

to the main contributors, some of which was presented in Table 3.1. In the
model for seawater, in this work, the alkalinity is approximated as shown in
equation 3.7 [25]:

AT ≈
[
HCO−3

]
+ 2

[
CO2−

3

]
(3.7)

1.1 Activity Coefficient

When modelling ionic solutions the equilibria starts to deviate from the ideal
behaviour where the activity of a given species is equal to its concentration.
To account for this deviation an activity coefficient for each ionic species is
introduced into the equilibrium expressions [26]. By rewriting the expression
for an equilibrium equation it can be seen that the introduction only affects
the equilibrium constant:

K =
γB[B−]γC[C+]

[A]
(3.8)

K∗ = K
1

γBγC
=

[B−][C+]

[A]
(3.9)

To calculate the activity coefficient for the individual species the Davies
equation, given in equation 3.10, is used [27]. This is an empirical extension
on the Debye-Hückel equation for weak electrolytic solutions.

ln (γi) = −Az2
i

( √
I

1 +
√

I
− 0.2I

)
(3.10)

A =
1.82× 106

(εT)1.5

ε = (87.91− 0.4044TC + 9.587× 10−4T2
C − 1.328× 10−6T3

C) (3.11)

In Equation 3.10 it can be seen that the activity coefficient depends on the
charge of the species, the ionic strength of the solution and the empirical
parameter A which depends on temperature and the dielectric constant of
the solvent. Here the solvent is pure water and the dielectric constant is
correlated with the temperature in ◦C [28].

The ionic strength for a solution can be calculated as shown in the follow-
ing equation:

I =
1
2

nspecies

∑
i=1

biz2
i (3.12)

However, as not all of the species listed in Table 3.1 are included in the
model the ionic strength of the seawater is based in the following empirical
correlation [29]:
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Chapter 3. Chemistry

I =
1994Ysal

1000− 1005Ysal
(3.13)

where Ysol is the mass fraction of saline species.
The Davies equation used for determining the activity is only valid for

solutions with an ionic strength less than 0.5, corresponding to a salinity of
24.5 g

kg . But, it can be seen in figure 3.1, the activity for seawater with a
salinity does not differ significantly.

20 25 30 35 40 45
Salinity

0.2

0.3

0.4

0.5

0.6

0.7

Ac
tiv

ity
 γ

|z|=1

|z|=2

Activity Davies Equation

T = 273.15 K
T = 298.15 K
T = 323.15 K

Fig. 3.1: Activity coefficients predicted by the Davies equation for species with charges ±1 and
±2 respectively. The grey dots represents the standard seawater with salinity of 35 g

kg .

2 Solution Method

The equilibria presented in equations 3.1, 3.2, 3.3, 3.4 and 3.5 are expressed
algebraically through their respective equilibrium constants as follows:
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2. Solution Method

K∗HSO3
=

[
HSO−3

] [
H+
]

[SO2]
(3.14)

K∗SO3
=

[
SO2−

3

] [
H+
][

HSO−3
] (3.15)

K∗SO4
=

[
SO2−

4

] [
H+
][

HSO−4
] (3.16)

K∗HCO3
=

[
HCO−3

] [
H+
]

[CO2]
(3.17)

K∗CO3
=

[
CO2−

3

] [
H+
][

HCO−3
] (3.18)

The equilibrium constants for equations 3.16, 3.17 and 3.18 have all been
determined in seawater [30, 31]. This means that the non-ideal behaviour
due to the ionic species in the seawater is accounted for in the expressions
for the equilibrium constants. Thus the introduction of activity coefficients
presented in equation 3.9 is only applied to the equilibrium constants in
equations 3.14 and 3.15. As the expressions for the equilibrium constants
are exhaustive correlations, they are presented in appendix II.

For all of the equilibria their equilibrium constants have been calibrated
with the concentration of the species expressed in molality. Molality is gen-
erally given as the concentration of a substance in moles per kg of solvent.
However in some cases it is expressed as moles per kg of mixed solvent,
which is the case for the equilibria used in this model. As the framework
in OpenFOAM uses mass fraction as a basis for concentration, all concen-
trations are converted to molality before the equilibria is satisfied and vice
versa when the change in species concentration are imposed on the transport
equation. The conversion from mass fraction to molality is given as:

bi =
Yi

MWi 0.001 kg
g

(3.19)

The equilibria are solved by introducing a variable which represents the
production or consumption of H+ into each equilibrium equation [32]. Thereby
the concentration of each species after the equilibriums are fulfilled can be ex-
pressed as:
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Chapter 3. Chemistry

[
SO2(aq)

]
a
= [SO2]i − b1[

HSO−3
]

a =
[
HSO−3

]
i + b1 − b2[

H+
]

a =
[
H+
]

i + b1 + b2 + b3 + b4 + b5[
SO2−

3

]
a
=
[
SO2−

3

]
i
+ b2

[CO2]a = [CO2]i − b3[
HCO−3

]
a =

[
HCO−3

]
i + b3 − b4[

CO−3
]

a =
[
CO−3

]
i + b4[

HSO−4
]

a =
[
HSO−4

]
i − b5[

SO2−
4

]
a
=
[
SO2−

4

]
i
+ b5

(3.20)

Combining these expressions with equations 3.14, 3.15, 3.16, 3.17 and 3.18
results in a set of non-linear equation that are solved at each time step. The re-
sulting set of equations are solved using the Newton-Raphson method where
the variables from equation 3.20 and equations 3.14-3.18 are put into respec-
tive vectors b = [b1, b2, b3, b4, b5] and f = [ f1, f2, f3, f4, f5] which results in the
following matrix equation for an iteration:

bi+1 = bi + [B]−1 [−f] (3.21)

where [B] is the Jacobian matrix of the equilibria which can be given as:

[B] =


∂ f1
∂b1

· · · ∂ f1
∂b5

...
. . .

...
∂ f5
∂b1

· · · ∂ f5
∂b5

 (3.22)

With equation 3.21 being iterative, a convergence criteria for b has to be
set. Since the concentration of H+ is on the order of 10−9 which is the smallest
among the species in the equilibria, the iterations stops when the following
condition is met:

10−12 ≤ max
(∣∣∣bi − bi+1

∣∣∣) (3.23)

This method requires the system of equations to be solved for each cell
in the mesh. To limit the number of iterations required for the system of
equations to converge supplying an initial guess for b. Considering that the
change in species concentration is limited by the transfer of species between
the phases, the change in concentration within a single time step will be
small. Therefore the initial guess for b is simply zero for all variables in the
vector.

3 Equilibria Validation

Data for the absorption of SO2 in seawater and resulting changes in pH has
been published in earlier works [13]. The amount of absorbed SO2 absorbed
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3. Equilibria Validation

is given not only by the SO2 dissolved in the seawater but also include the
sulphite species, which means that the total SO2 absorbed is given as:

[SO2]abs = [SO2] + [HSO3] + [SO3] (3.24)

The initial concentration of the species used for the validation is presented
in table 3.2, where the species that are not listed are not present initially.

Species SO2−
4 HCO−3 CO−3 H+

Molality mol
kg 2.93×10−2 1.83 ×10−3 2.85 ×10−4 7.943 ×10−9

Table 3.2: Initial concentration of species in seawater.

The concentration of SO2−
4 , HCO−3 are taken from table 3.1, whereas the

concentration of CO−3 is calculated using equation 3.7, where the total alka-
linity of standard seawater which is 2.4 mmol kg−1 is used [22]. Lastly the
concentration of H+ is calculated from the standard pH of seawater which is
8.1 [22].

In figure 3.2 the comparison between that data and the equilibria model
is presented:

10-4 10-3 10-2 10-1

SO2 absorbed [mol/kg]

2

3

4

5

6

7

8

pH

pH of Seawater

Model
Data

Fig. 3.2: Comparison of equilibria model with data from literature [13].

It can be seen that the model follows the trend in the data well. However,
there are discrepancies between the data and the model. The errors are seen
around the equivalence point, where the pH is 4, which is where the weak
bases present in seawater have been neutralised. Generally the errors are
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within ± 5% with the exception of the three data point with a pH of 4.0, 3.5
and 3.0 where the error is 12, 6 and 6 % respectively. Despite these errors,
the general performance of the equilibria model is sufficiently accurate for
the scrubber model.

In figure 3.3 concentration of all sulphur and carbon species are shown as
the seawater acidifies during the absorption of SO2. For the sulphite species
it can be seen that initially the bulk of the absorbed SO2 is converted to
SO2−

3 , but at a pH below 6.5 the equilibria between SO2−
3 and HSO−3 , shown

in equation 3.15, goes in favour of HSO−3 and the concentration of SO2−
3 is

reduced. From this point on HSO−3 constitutes the bulk of the sulphite species
arising from the the absorption of SO2.

Additionally it can be seen that at the equivalence point the increase in
concentration of HSO−3 is relatively small. Looking at the carbon species it
can also be seen that this corresponds to when the equilibria between HCO−3
and CO2 begins to favour CO2, meaning that all of the bases from the dis-
solved carbonates have been depleted.

After the equivalence point it can be seen that the concentration of SO2
begins to increase and at a pH of 2.5 the concentration is rapidly approaching
that of HSO−3 .
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Fig. 3.3: Sulphur and carbon species molality during the acidification of seawater.

Finally, it can be noted that little change can be seen for the sulphate
species, where the concentration of SO2−

4 remains almost unchanged until a
pH of 3 is reached. Even though the change is relatively insignificant, the
role of this equilibria in the model becomes apparent when oxidation of the
sulphite species are considered.

3.1 Sulphite Oxidation

During the scrubbing process the sulphite species, that is HSO−3 , and SO2−
3 ,

react with the oxygen in the liquid to produce sulphate species, HSO−4 , and
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SO2−
4 . The oxidation rate for the sulphite species can be given as follows [33]:

− d [S(IV)]
dt

= k′ [S(IV)]2 [O2]
0.5
l (3.25)

Here the reaction rate is determined from the total concentration of sul-
phite species [S(IV)]. To express the reaction rate for the individual species
the overall reaction rate is simply weighted by the fraction of concentration
of the individual species to the concentration of the sulphites, which can be
expressed as [33]:

d
[
HSO−3

]
dt

=

[
HSO−3

]
[S(IV)]

d [S(IV)]
dt

(3.26)

d
[
SO2−

3

]
dt

=

[
SO2−

3

]
[S(IV)]

d [S(IV)]
dt

(3.27)

The rate constant for the oxidation rate shown in equation 3.25, can be
given as:

log
(
k′
)
=

(
19.45− 5069.47

T
+ 14.74

√
I − 2.93I − 2877

√
I

T

)
(3.28)

It should be noted that the expression given for the oxidation rate in equation
3.28 has units of L1.5 mol−1.5 min−1. Therefore the oxidation rate is calculated
in molarity mol m−3, and converted to mass fractions before assignment in
OpenFOAM. One of the more computationally expensive operations in the
model is the transfer of species across the gas-liquid interface. To limit the
number of species that has to be accounted for in this process the oxygen
concentration in the liquid is assumed to be in equilibrium. The equilibrium
between the exhaust gas and liquid is expressed through Henry’s law which
can be given as follows [34]:

[O2]l = Hcc [O2]g (3.29)
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Population Balance Model

In this section an overview of the population balance model used to model
droplets sizes is given. The population balance model is implemented in the
model presented in paper D.

In the scrubber a variety of droplet sizes exists, not only due to different
droplet sizes produced by the nozzles, but also due to interfacial interactions
between the exhaust gas and seawater. There are generally two different
methods for tracking droplet sizes in an Eulerian framework. One method
is to sub-divide the liquid phase into separate sub-phases where each sub-
phase is assigned a single droplet size. The second method is to assign series
of fields to the liquid phase where each field represents a given droplet size.

Each of the two methods comes with pros and cons. In the case where
sub-phases are used to represent the droplet sizes, the exact size of the
droplet is used in all of the sub-models resulting in a more detailed picture of
the gas and liquid interactions throughout the scrubber. The drawback with
this method is that for each of the sub-phases a complete set of, momentum,
energy, and species equations have to be solved at each iteration, which is
computationally expensive. In the case where a series of fields are used, a
transport equation per field is required to be solved at each iteration, which
is computationally cheaper compared to using sub-phases. A drawback is
that an averaged droplet size have to be used for other sub-models such as
drag or heat- and mass transfer.

Because the sub-phase method quickly becomes computationally expen-
sive, as series of fields are used to represent the distribution of droplet sizes.
To keep track of the droplet sizes and how the distribution changes through-
out the scrubber the population balance model implemented in the Open-
FOAM library is used [20]. The population balance model couples the trans-
port equation for a given droplet size with events such as breakup, coales-
cence, drift, and nucleation, where the last two phenomena relates mainly to
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bubbles.
Solving for the droplet sizes over a continuum is infeasible, and therefore

the space of droplet sizes are discretised [35]. For the discrete equations,
a range of droplet sizes over which the population balance model operates
have to be defined and divided into a number of bins which represents the
individual droplet size. Each bin has three main properties which are droplet
diameter di, representative volume xi = πd3

i /6 and volume fraction fi. The
volume fraction defined such that the summation over all bins equals unity.
[20].

As explained previously, an average droplet size has to be determined for
liquid phase, in this case the Sauter mean diameter is used to represent the
droplet size and can be given as:

d32 = 6

(
nbin

∑
i=0

ai fi
xi

)−1

(4.1)

For the population balance model used in this work, it is assumed that
droplet coalescence can be neglected, thus resulting in droplet breakup be-
ing the only phenomenon considered. With this assumption the transport
equation for a single bin can be given as follows [20] :

∂(αl fi)

∂t
+∇ (αl~ul fi) = αl

fi
xi

nbin

∑
j=i

xjni,jΓj − αlΓi fi (4.2)

where Γi is the breakup frequency of the droplet size under consideration,
Γj is the breakup frequency of a droplet size larger than the droplet size under
consideration, and ni,j is the fraction of droplets birthed by the breakup of a
bin larger than the one under consideration.

In order to close the transport equation the breakup frequency, Γ and
the fraction of droplets from breakup ni,j. When determining ni,j probability
distribution is used, which is called that daughter size distribution. In the
following the derivation of these two parameters are explained.

1 Breakup Frequency

When droplets break it is caused by an external shear stress which overcomes
the force of the surface tension trying to maintain the droplet shape. In
the breakup model used in this work, two phenomena are considered for
producing the external shear stress are turbulent induced shear stress and
drag induced shear stress [36].

To determine when droplet breakup occur the Weber number is used as it
relates the shear stress to the surface stresses created by the surface tension.
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1. Breakup Frequency

The Weber number can be expressed as:

We =
τi
τs

(4.3)

where τi is the shear stress caused turbulence or drag, and τs is the surface
stress caused by the surface tension. The surface stress can produced by the
surface tension can be given as:

τs =
σ

d
(4.4)

When the Weber number exceeds a critical value breakup of the droplet
occurs. The critical Weber number has been correlated to experimental work
and can be given as [37]:

Wecr =

55
(

24
Red

+ 20.1707
Re0.615

d
− 16

Re2/3

d

)
200 < Red < 2000

5.48 Red ≥ 2000
(4.5)

1.1 Turbulent Induced Breakup

The turbulent shear stress is derived based on the assumption of isotropic
turbulence and can be given as [36]:

τt =
(
ρl − ρg

) ( ρl
ρg

)−1/3

β (εd)2/3 (4.6)

where ε is the turbulent dissipation rate and the model constant β = 8.2 [36].
As the turbulence model used in this work is the k-ω SST model, the

turbulent dissipation rate, ε has to be calculated from the values of k and ω
which can be given as follows [20]:

ε = β∗ · kω (4.7)

where the model constant β∗ = 0.09 [38].
Combining the expression for the turbulent shear stress presented in equa-

tion 4.6, Weber number presented in equation 4.3, and critical Weber number
presented in equation 4.5, the critical diameter for the turbulent breakup can
be determined as follows [36]:

dcr,t =

(
Wecrσ

β
(
ρl − ρg

))3/5 (
ρl
ρg

)1/5

ε−2/5 (4.8)

Lastly the turbulent droplet breakup time can be given as [36]:

tbr,t =

(
ε

ρl
ρg

)−1/3 (
β

ρl − ρg

ρl

)−1/2

d2/3 (4.9)
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1.2 Drag Induced Breakup

For the drag induced droplet breakup the shear stress is based on the relative
velocity between the droplet and the surrounding gas, which can be given as:

τd = ρg
(∣∣~ug − ~ul

∣∣)2 (4.10)

In the same manner as for the critical diameter for turbulent induced
breakup, the critical diameter for drag induced breakup can be written as
[36]:

dcr,d =
Wecrσ

ρg
(∣∣~ug − ~ul

∣∣)2 (4.11)

Finally the droplet breakup time can be determined as [36, 39]:

tbr,d = t∗br,d
d∣∣~ug
∣∣√ ρl

ρg
(4.12)

t∗br,d = c (Wecr − 12)m (4.13)

where t∗br,d is the dimensionless breakup time.
The coefficients c and m in equation 4.13 are dependent on the critical

Weber number Wecr, and their values for all Weber numbers are presented in
table 4.1:

c m Welow Wehigh

7.00 0.00 1 12

6.00 -0.25 12 18

2.45 0.25 18 45

14.1 -0.25 45 351

0.766 0.25 351 2670

5.50 0.00 2670 ∞

Table 4.1: Coefficients for dimension less breakup time, presented in equation 4.13 [39].

When the critical diameter, dcr and breakup time tbr have been deter-
mined for both drag and turbulence the breakup frequency can be deter-
mined where the input to the function depends on which of the two phe-
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1. Breakup Frequency

nomena result in the smaller critical diameter:

Γ =



((
d

dcr,t

)3
−1
)

tbr,t
dcr,t < dcr,d

((
d

dcr,d

)3
−1

)
tbr,d

dcr,d < dcd,t

(4.14)

In figure 4.1 the critical diameter and breakup time for both drag and
turbulence induced breakup are shown over a range of droplet diameters
corresponding to that used in the model. For the case shown, it can be seen
for droplets with a diameter below 0.7 mm that the smallest critical diameter
results from turbulence while above it is drag that governs the breakup of
the droplets. Examining the breakup time presented, it can be seen that the
breakup occurs faster when it is induced by turbulence as compared to drag
for droplets with a diameter below 0.75 mm.

This is of course not always the case, as an increase in the turbulent dis-
sipation rate ε, reduces both the critical diameter and the turbulent breakup
time for turbulence induced breakup. On the other hand if the relative veloc-
ity between the droplet and gas increases the drag induced breakup becomes
dominant as the critical diameter is reduced. Even though the relative veloc-
ity also affect the breakup time its impact is almost neglectable compared to
the velocity of the gas.
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Fig. 4.1: Critical diameter and breakup time for turbulent and drag induced breakup. For the
case depicted the following parameters are used: ε = 5m2 s−3, σ = 0.075N m−1, |~u| = 7m s−1

and
∣∣~ug − ~ul

∣∣ = 10m s−1, while the phase properties are that of seawater and exhaust gas at
298.15K.

2 Daughter Size Distribution

The daughter size distribution governs how volumes of the droplets result-
ing from a breakup are distributed. Because population balance models have
been used extensively in the study of bubbles, there are several daughter size
distributions available to characterise the breakup of bubbles. These models
can be divided into three categories which are empirical, phenomenological
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2. Daughter Size Distribution

and statistical [40]. Because daughter size distributions are not readily avail-
able for droplet breakup a statistical model is used. Some of the statistical
models for binary bubble breakup are presented in figure 4.2:

0.0 0.2 0.4 0.6 0.8 1.0
Breakup volume fraction xi/xj

0.0

0.5

1.0

1.5

2.0

2.5

Dimensionless daughter
size distributions

Coulaloglou and Tavlarides
Hsia and Tavlarides
Lee et. al

Fig. 4.2: Statistical daughter size distributions presented in the works of Coulaloglou and Tavlar-
ides [41], Hsia and Tavlarides [42], and Lee et. al [43].

Common for all of the statistical daughter size distributions shown in fig-
ure 4.2 is that they are all centred around half the volume of the droplet
breaking. Additionally all of the distributions are determined on the interval
going from 0 to the size of the breaking droplet, which increases the proba-
bility of uneven breakage of the droplet.

By assuming that the breakup is binary and results in two droplet of
approximately the same size, the daughter size distribution can be treated as
a normal distribution. The distribution used in this work has mean of half
the volume of the breaking droplet and a standard deviation equal 10% of
the mean, this can be expressed as follows [44]:

β(xi, xj) =
2

0.1xj
√

2π
exp

−1
2

(
2xi − xj

0.1xj

)2
 (4.15)

The number fraction ni,j is defined such that when a daughter droplet
is formed and does not correspond to the representative volume of a bin,
it is assigned to the adjoining bins. This results in following expression for
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ni,j [35]:

ni,j =
∫ xi+1

xi

xi+1 − v
xi+1 − xi

β
(
v, xj

)
dv +

∫ xi+1

xi

v− xi−1

xi − xi−1
β
(
v, xj

)
dv (4.16)

3 Constraints And Stability

The final consideration for the population balance model is how the packed
bed is represented. Clearly the concept of dispersed droplets is meaningless
in this region of the scrubber due to the chaotic nature of the two-phase flow
interacting with the random packing material. The discontinuity in the trans-
port equations for the droplet sizes caused by the packed bed means that a
distribution of droplet sizes have to be established at the bottom of the packed
bed where the flow is again considered as dispersed droplets. Determining
such a distribution for liquid droplet would require significant experimental
efforts or high fidelity simulations, which is beyond the scope of this work.
Here it is simply assumed that the droplet leaves bed with a uniform distri-
bution with a diameter of 0.01m. The merit for such an assumption lies in
observations made at a visit to laboratory that made analysis of pressure loss
over the packing material. This assumption also allows for a way to handle
the discontinuity caused by the packing material as it is simply to constrain
the equation sets for all cells that are placed in the packed bed area in such a
way that the droplet diameter is equal to 0.01m for the entire packed bed.

As it was shown in the section 1 the breakup frequency is dependent on
both turbulence parameters of the k-ω SST model. This was found to result
in instabilities when the liquid volume fraction approached unity because the
system of equations for the turbulence model becomes numerically unstable
when the gas volume fraction approaches zero. Therefore to improve the
stability of the CFD-solver breakup is disabled in cells with a liquid volume
fraction larger than 0.9. This cut-off is chosen arbitrarily as it simply made
the solver progress. However, this value is still well above any point where
the droplets would be considered to be dispersed.
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Chapter 5

Interfacial Forces

In this section an overview of the interfacial forces used for the scrubber
model in paper D are presented. In paper B a detailed description of the
model used to describe the interfacial forces in the packed bed [45].

1 Dispersed Droplet Drag

With the variation of droplets sizes in the scrubber and varying velocities of
both the gas and droplets a drag correlation which is valid over at large range
of Reynolds numbers is used. The drag correlation, shown in equation 5.1, is
based on measurements on spherical droplets, which is assumed to be valid
for the droplets in the scrubber [46].

Cd =

((
24

Red

)0.52
+ 0.320.52

)1/0.52

1 < Red < 10.000 (5.1)

The droplet Reynolds number is given as follows:

Red =
dρg

∣∣~ug − ~ul
∣∣

µg
(5.2)

where d is the droplet diameter
The drag correlation for the droplets can be seen in figure 5.1:
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Fig. 5.1: Drag coefficient for dispersed droplets [46].

2 Packed Bed Force

The interfacial forces in the packed bed are modelled using a porous medium
approach. There are several models presented in the literature for porous
medium approaches in regards to random- and structured packing [47–49].
A method based on simplified momentum equations for determining the
coefficients from experimental data was used and it was found that all of
the models found in literature had issues with their predictive performance
when used for the IMTP type packing used in the scrubber [45, 50]. (see
paper B.)

The porous medium model accounts for three interaction forces that are
gas-solid, liquid-solid, and gas-liquid. The three interaction forces can be
expressed as [45]:

~Fgs = αg
(
Agsµg +Bgsρg

∣∣~ug
∣∣)~ug (5.3)

~Fls = αl

(
Alsµl +

Bls

α2
l

ρl |~ul |
)
~ul (5.4)

~Fgl =
Agl |~ul |+Bgl |~ul |2∣∣~ug − ~ul

∣∣ (
~ug − ~ul

)
(5.5)
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3. Dispersion Force

It should be noted that the expression used for the gas-liquid interaction
force, shown in equation 5.5 differs from that presented in literature as the
packing packing material used there is IMTP-50 and not IMTP-60 [45].

The coefficients Ags, Bgs, Als, Bls, Agl and Bgl are determined from
data from SULCOL 3.4.4, which is a proprietary software provided by the
manufacture [51]. Because the data provided is proprietary the values of the
coefficients cannot be presented here.

A comparison of the normalised pressure loss predicted by the porosity
model and the normalised pressure loss from SULCOL 3.4.4 is shown in
figure 5.2:
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Fig. 5.2: Comparison of the porous medium model with data from SULCOL 3.4.4 [51].

3 Dispersion Force

When the seawater flows through the packed bed the impact on the surfaces
of the random packing causes the seawater to spread out. This will occur
until an equilibrum is reached, meaning that the liquid volume fraction is
uniform. This phenomena can be treated as a dispersion force acting on the
seawater. A model for liquid dispersion in packed beds have been presented
in the literature, where a dispersion force has been added to the momentum
equations of the phases [52]. The model for the dispersion force is expressed
in the same manner as gas-liquid and liquid-solid interfacial forces given
in equation 5.4, but they are proportional to a drift velocity instead of the
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velocity of the phases. The dispersion force for the individual phases can be
given as follows [52]:

~Fdis,l =αl

(
Alsµl +

Bgls

α2
l

ρl |~ul |
)
~ud,l+(

Agl |~ul |+Bgl |~ul |2∣∣~ug − ~ul
∣∣

) (
~ud,l − ~ud,g

)
(5.6)

~Fdis,g =αg
(
Agsµg +Bgsρg

∣∣~ug
∣∣)~ud,g+(

Agl |~ul |+Bgl |~ul |2∣∣~ug − ~ul
∣∣

) (
~ud,g − ~ud,l

)
(5.7)

Where ~ud,g and ~ud,l are the drift velocity of gas and liquid phase, respectively.
The drift velocity for a phase is expressed in terms of the gradient of the

volume fraction and velocity of the individual phase can be given as [52]:

~ud,i = −
Ds

αi

(
|~ui| ∇αi − (~ui · ∇αi)

~ui
|~ui|

)
(5.8)

where Ds is the spread coefficient which is determined experimentally for
the individual type of packing material.

Experiments for determining the spread coefficient in the IMTP packing
material can be found in literature [53]. Here two methods for determining
the spread coefficient were used. One is the central jet method, where a jet of
water is injected at the top of a cylindrical packed bed and the distribution
of water can then be measured at the bottom of the packed bed. The other is
a tracer method, where a uniform flow is first established across the packed
bed, then a tracer is injected in the same manner as the jet, and again collected
at the bottom of the packed bed where the distribution can be determined.
The spread coefficients found the IMTP type packing are shown below [53]:

Ds × 10−3 m

packing type Jet Tracer mean

IMTP-40 2.45 2.95 2.7

IMTP-50 3.00 3.14 3.07

IMTP-60 4.09 4.20 4.145

Table 5.1: Spread coefficients for IMTP [53].
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3. Dispersion Force

It can be noted that the spread coefficient for IMTP-60 which is used in
the scrubber, are not reported. Therefore the value is interpolated using the
mean values presented in table 5.1. This results in a spread coefficient for
IMTP-60 Ds = 3.61× 10−3m.

However it was discovered that when the dispersion model was imple-
mented, as presented in equations 5.6, 5.7, and 5.8, there was little to no
difference in the liquid distribution in the bed before and after the imple-
mentation.

To be able to determine what causes the lack of dispersion, the method for
determining the spread coefficient Ds was further studied. When the spread
coefficient is determined from experimental data gathered using the central
jet method, the following differential equation is solved, where Ds calibrated
to fit the solution to the data:

∂L
∂h

= Ds

(
1
r

∂L
∂r

+
∂2L
∂r2

)
(5.9)

Where L is the superficial velocity of the liquid, Ds is the spreading coeffi-
cient, r is the radial coordinate and h is the vertical coordinate.

Analytical solutions to equation 5.9 are presented in the literature, where
different liquid distributors are considered [54]. Among the liquid distrib-
utors that are presented, the jet method is represented as a single point in
the centre of a cylindrical bed. The solution corresponding to this boundary
condition can be given as [54]:

L (r, h) =
V̇

πR2 +
V̇

πR2

∞

∑
s=1

J0 (qsr/R)

J0 (qs)
2 exp

(
−qsDsh

R2

)
(5.10)

Where V̇ is the volumetric flow from the source point, R is the radius
of the column, J0 is the Bessel of the 0th order, and qs is the roots to the
derivative of J0.

Comparing the solution of equation 5.10 with the results of the model, as
presented in the literature, are shown in figure 5.3. Here it can be seen that
in the centre of the column there is aprroximately an order of maginutude in
difference in the superficial liquid velocity.
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0.00000 0.01363 0.02726 0.04089 0.05452 0.06816
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Fig. 5.3: Comparison of superficial liquid velocity 1 m from the jet, for the dispersion model
presented in literature and analytical solution presented in equation 5.10 [52].The radial lines
shown are spaced 0.05 m apart.

In a first attempt to match the results of the implemented model and the
analytical solution, the value of Ds was increased in order to increase the dis-
persion force. This did however prove unsuccessful, as numerical instabilities
quickly resulted in the CFD-solver not working. This was found to be caused
by the fact that the volume fraction of the phases cancels out for the gas-solid
and liquid-solid part for equations 5.6 and 5.7 when combining them with
the drift velocity as presented in equation 5.8. This results in the dispersion
force not being scaled properly when applied to the respective phases, which
makes the system of equations used by the CFD-solver unstable.

To rectify this issue, the expression for the drift velocity is modified such
that the volume fractions no longer cancels when combining equations 5.6,
5.7 and 5.8. The new expression for the drift velocity of the phases are given
as [44]:

~udi
= Fs

(
|~ui| ∇αi − (~ui · ∇αi)

~ui
|~ui|

)
(5.11)

where Fs is a spread factor.
The spread factor introduced in equation 5.11 is then calibrated such that

the results of the implemented dispersion model matches that produced by
the analytical solution. This is achieved by sweeping over a series of values
for the spread factor and evaluating error between the averaged radial super-
ficial velocity and the analytical solution. Here it was found that Fs = 0.85
resulted in the minimum error. In figure 5.4 contours of the modelled dis-
persion with the modified drift velocity and analytical solution are shown for
varying distances from the jet.
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(b) Liquid superficial velocity 1.5 m from the jet.
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Fig. 5.4: Liquid superficial velocity for the new dispersion model (on the left side) compared
with the analytical solution (on the right side) for the dispersion. The radial lines shown in each
figure are spaced 0.05 m apart. It should be noted that the colour grading mapped differently
for each figure. 39



Chapter 5. Interfacial Forces

40



Chapter 6

Heat- And Mass Transfer

This section provides an overview of the heat- and mass transfer correlations
used in the model presented in paper D. Furthermore, the correlations that
will be presented for the internal heat- and mass transfer are detailed in Paper
A [55].

The overall heat- and mass transfer coefficients do not depend on whether
the region under consideration is dispersed droplet or packed bed as it is
based on two phase film theory [20, 56]. The overall mass transfer coefficient
can be given as:

ṁgl,k =
ρghg,k ρlhl,k

φkρghg,k + ρlhl,k

(
Yg,k − φkYl,k

)
(6.1)

φk =
ρl

ρgHcc
k

where hg,k and hl,k are the mass transfer coefficient species k on the gas and
liquid side of the interface, respectively. Hcc

k is the dimensionless Henry
solubility for species k.

The Henry solubility Hcc
k is determined from the The van’t Hoff equation

which can be given as [34]:

Hcc
k =

Hcp	

RT
exp

((
−∆sol H

R
+ T

)(
1
T
− 1

T	

))
(6.2)

Where Hcp	 is the concentration Henry solubility at standard temperature,
R is the universal gas constant, and ∆sol H is the enthalpy of dissolution.

Values for Hcp	 and − ∆sol H/R can be found in literature for SO2 and CO2
which are the species considered at the gas-liquid interface. [34]

For the overall heat transfer coefficient the expression is simpler than that
for mass transfer as it relates only to the phases. The overall heat transfer
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coefficient can be given as [20]:

Q̇gl =
Kg Kl

Kg + Kl
(Tg − Tl) (6.3)

The difference between the two regions lies in how the heat- and mass
transfer coefficients are expressed on each side of the interface. In this work
the Chilton-Colburn analogy is assumed to be valid meaning that the mecha-
nisms of heat and mass transfer are the same [56]. The analogy is used for the
liquid side in droplet region and in both gas and liquid side in the random
packing.

1 Dispersed Droplet Heat- And Mass Transfer

In the region with dispersed droplets the volumetric heat- and mass transfer
coefficients on either side of the gas-liquid interface can be given as follows
[20]:

hi,k =
6αl Di,k

d2 Shi,k (6.4)

Ki =
6αlκi

d2 Nui (6.5)

where Di,k is the diffusion coefficient of species k in phase i, Shi,k is the Sher-
wood number, κi is the thermal conductivity of phase i and Nui is the Nusselt
number.

On the gas side of the droplet interface two different correlations are used
for the heat- and mass transfer. For the heat transfer coefficient the following
correlation have been derived for spheres [57]:

Nug = 2 + 0.775Re0.5
d

Pr1/3/
√

2γ + 1[
1 +

(
1

(2γ+1)3Pr

)]1/6 (6.6)

γ =
1

(1 + Red)
0.25

For the mass transfer coefficient on the gas side the following expression
is used [58]:

Shg,k = 2 + 0.552Red
1/2Sc1/3

k (6.7)

On the liquid side of the droplets gas-liquid interface a heat- and mass
transfer model was developed in paper A. This model is based on internal
circulation for droplet for low and high Reynolds numbers, where a different
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set of streamlines are used depending on the case. The streamlines used for
the low and high Reynolds number cases are shown in figure 6.1:

Fig. 6.1: Streamlines for the internal circulation in droplets for low and high Reynolds numbers
[55]. The streamlines shown on the left hand side of the figure are used for the low Reynolds
number case, while the streamlines on the right hand side are used for high Reynolds number
case [59, 60].

In both cases, the transfer of heat and mass is a function of a modified
Peclet number, which can be specified for each type of transfer as:

Pem,k =
d
∣∣~ug − ~ul

∣∣
Dl,k

(6.8)

Peth =
d
∣∣~ug − ~ul

∣∣
αth,l

(6.9)

Pe′ =
µg

µg + µl
Pe (6.10)

For each case numerical simulations were carried out over a range of mod-
ified Peclet numbers and the Nusselt or Sherwood number determined for
the individual Peclet number based on the averaged dimensionless temper-
ature or mass concentration. From the results of the numerical simulations,
a correlation between the modified Peclet number and the Nusselt or Sher-
wood number was made. For the low Reynolds number case the following
correlation was determined [55]:

Nt,low =

{
a [1− b · exp (−c · Pe′) sin (d · Pe′ + e)] + 7.551 Pe′ ≤ 1000
b · exp (−c · Pe′) sin (d · Pe′ − e) + 19.18 Pe′ > 1000

(6.11)
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Where Nt,low is either the Nusselt or Sherwood number depending on which
phenomenon is considered. The coefficients for the expressions presented in
equation 6.11 are given in table 6.1 below:

Peclet number a b c d e

Pe′ ≤ 1000 1.249 ×101 1.030 1.269×10−3 5.169×10−3 1.677

Pe′ > 1000 - 3.013 5.149×10−4 6.508 ×10−3 2.575

Table 6.1: Coefficient for equation 6.11 [55].

For the high Reynolds number case the Nusselt or Sherwood were found
to be a simple linear correlation that can be given as [55]

Nt,high = 1.523× 10−2 · Pe′ (6.12)

Finally the model was compared to experimental data for heat transfer
in free falling droplets, and it was found that the best results were achieved
when switching between the low and high Reynolds number cases when the
Reynolds number of the droplet exceeded 400. This gives the final expression
for the heat- and mass transfer model, which is expressed as follows [55]:

Nt =

{
Nt,low Red ≤ 400
Nt,high Red > 400

(6.13)

2 Packed Bed Heat- And Mass Transfer

A brief discussion of how heat and mass transfer coefficients for the packed
bed are derived are given in paper D. This sub-section serves to give a better
insight into its derivation.

Contrary to the heat and mass transfer coefficient for the dispersed droplets,
the use of Nusselt and Sherwood numbers are not present in the correlations
for the packed bed, where the heat and mass transfer coefficient are directly
expressed instead.

The heat and mass transfer coefficients for the packed bed are based on an
already existing model found in the literature [61]. However, the expression
for the model presented has other correlations included for the volume frac-
tions of the both phases, in addition to conversions from superficial velocities
to interstitial which also involves volume fractions. Because these values are
already available from the CFD-solver these correlations have to be substi-
tuted. In addition there is only presented mass transfer correlations in the
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literature used for the model, so theses will have to be derived from the same
starting point as the mass transfer coefficients.

The heat- and mass transfer coefficients are based on Higbies penetration
theory [62]. Here it is assumed that the liquid forms a film on the surface of
the packing material, where the contact time between the gas at the surface
of the film is short enough for the bulk temperature or mass concentration to
remain constant during the period. This is illustrated in figure 6.2:

Liquid Film

Packing element
Gas

Fig. 6.2: Conceptual sketch of temperature or mass concentration profile for a liquid film on a
packing element with short and long contact times.

This means that the liquid film can be treated as a semi-infinite medium
where the transfer occurs through unsteady diffusion. This problem is well
described and solutions for various boundary conditions are readily available
[63]. Following the derivation of the existing model a constant temperature
and mass concentration is assumed at the films surface during the contact
time, which results in the following local heat and mass transfer coefficients
on the surface of the film [64]:

KA
l =

κl√
παth,lτl

(6.14)

hA
l =

√
D

πτl
(6.15)

where KA
l and hA

l are the area based heat- and mass transfer coefficients, and
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τ is the contact time.
By defining the contact τ as the time it takes the film to move some

distance, and taking an integral average over the hydraulic diameter of a
packing element the expression for the heat and mass transfer coefficients
becomes [62, 64]:

KA
l =

2 κ√
π

√
|~ul |

αth,ldh
(6.16)

hA
l =

2√
π

√
D |~ul |

dh
(6.17)

dh = 4
1− αs

as
(6.18)

where αs is the volume fraction of the packing material and as is the specific
surface area of the packing material.

In the existing model it is assumed that the gas side mass transfer also
follows the law of unsteady diffusion, which means that the gas side expres-
sions can be derived in the same manner as equations 6.16 and 6.17. However,
it is recognised that other phenomena also governs the gas side mass transfer
in the existing model, therefore effects of the Reynolds number and Schmidt
number are included.

The final step before the volumetric heat- and mass transfer coefficients
can be determined is to express the specific interfacial area between the gas
and liquid in the packed bed. Here a correlation has been made in the same
work as the existing mass transfer model. The correlation presented have
been derived through dimensionless analysis for a large range of different
packing materials and can be given as [61]:

aPh = 1.5a (adh)
−0.5 Re−0.20

l We0.75
l Fr−0.45

l (6.19)

In the correlation for the specific interfacial area the dimensionless quantities
are based on the hydraulic diameter of the packing material and the superfi-
cial velocity of the liquid.

By combining 6.16, 6.17 and 6.19 and collecting all constant terms into
a packing specific parameter CK or Ch the final expression can be given as
[44, 64]:
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Kl = CK,lκl

√
|~ul |

αth,ldh
aPh (6.20)

hl,k = Ch,l

√
Dl,k |~ul |

dh
aPh (6.21)

Kg = CK,gκg

√ ∣∣~ug
∣∣

αth,gdh
Re

3
4
g Pr

1
3
g aPh (6.22)

hg,k = Ch,g

√
Dg,k

∣∣~ug
∣∣

dh
Re

3
4
g Sc

1
3
g aPh (6.23)

These packing specific parameter CK or Ch are unknown for the IMTP-60
packing used for the packed bed and have to be calibrated to data. This is
one of the key outcomes of paper D and the results of the calibration are
presented there.
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Chapter 7

Boundary Conditions

In the scrubber there are several surface patches which requires boundary
conditions to be prescribed, this includes the walls, nozzles, scrubber inlet
and outlet, and the drain pipe for the seawater. For all outlets in the scrubber
a zero gradient boundary condition is applied for all fields in the model and
at the inlets all scalar fields have a uniform value. However determining
these values does require attention to paid to their formulation.

In paper D a detailed description of the boundary conditions applied
for velocity and volume fraction on the nozzle are given, while others are
referenced or briefly described . This section serves to explain these in more
detail.

1 Turbulence

For the kω-SST turbulence model used for the gas phase, the values of k and
ω have to be determined at the inlet of the scrubber. The turbulent kinetic
energy is determined from the turbulence intensity for a fully developed pipe
flow, which can be given as follows [65]:

Ik = 0.16Re−1/8

dh (7.1)

kg = 1.5
(

Ik
∣∣~ug
∣∣
avg

)2
(7.2)

where Ik is the turbulence intensity, Redh is the Reynolds number of the ex-
haust gas based on the hydraulic diameter of the inlet pipe, kg is the turbulent
kinetic energy, and

∣∣~ug
∣∣
avg is the average gas velocity at the inlet.

With kg determined the specific dissipation rate can be determined from
the turbulent length scale and the value of kg at the inlet. The turbulent

49



Chapter 7. Boundary Conditions

length scale is also based on a fully developed pipe flow, where the length
scale relates to the hydraulic diameter of the pipe. The turbulent length scale
and specific dissipation rate can be given as [65]:

ldh = 0.07dh (7.3)

ωg =

√
kg

Cµldh
(7.4)

For the walls a continuous wall function is used to describe the law of the
wall, which can be given as [66]:

y+ = u+ +
1
E

(
exp(κu+)− 1− κu+ − 0.5(κu+)2 − 1

6
(κu+)3

)
(7.5)

where y+ is the dimensionless wall distance, u+ is the dimensionless velocity
at the wall, κ is the von Kármán constant which is 0.41 and E is a model
constant which is 9.8.

2 Scrubber Inlet Species

In paper D the data presented from the scrubber system aboard an ocean
going vessel did not contain the concentration of SO2 at the scrubber in-
let. Therefore, it has to be calculated from the data that are available. As
mentioned in section 1, the SO2 concentration is reported in relations to the
concentration of CO2 at the outlet of the scrubber. Even though the carbonate
species present in the seawater are converted to CO2 as the seawater acidifies
during the scrubbing process, as shown in section 3, the amount that is re-
leased into the exhaust gas stream is neglectable in comparison to the amount
of CO2 originating from the combustion of fuel oil. The CO2 concentration
can therefore be assumed to be constant throughout the scrubber, which is
also accepted by the IMO [6]. With this assumption it is possible to calculate
the concentration of SO2 at the inlet of the scrubber if the composition of the
elemental components in fuel oil is know, which is case here as it has been
reported by ship owner.

To calculate the concentration of SO2 at the inlet, the following reaction
for stoichiometric combustion of a fuel oil, where the air is assumed to be
dry and consisting only of oxygen and nitrogen, has to be solved:

x0C + x1H + x2O + x3N + x4S + xa (0.21O2 + 0.79N2)→
y0CO2 + y1H2O + y2SO2 + y3N2 (7.6)

where xi is the molar fraction of the respective element in a mole of fuel, xa
is the number of moles of air required for stoichiometric combustion and yi
is number of moles of the respective combustion products.
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Balancing the reaction in equation 7.6 results in the following matrix equa-
tion for stoichiometric combustion:

y0 y1 y2 y3 xa


C 1 0 0 0 0
H 0 2 0 0 0
O 2 1 2 0 −2 · 0.21
N 0 0 0 2 −2 · 0.79
S 0 0 1 0 0




y0
y1
y2
y3
xa

=




x0
x1
x2
x3
x4

(7.7)

The stoichiometric combustion results in a CO2 concentration which is
significantly larger than that seen at scrubber outlet. However, as internal
combustion engines does not run on a stoichiometric fuel to air ratio, but
rather a lean mixture, an excess air ratio is included into equation 7.6. As the
excess air simply passes through the engine, y0, y1, and y2, remains the same
and one only have to find the number of moles of N2 and O2 (which is now
in excess and therefore part of the products) in the products. The number of
moles of N2 and O2 in the combustion products with excess air can be given
as:

y3 =
x3

2
+ 0.79xaλ (7.8)

y4 = 0.21 (λ− 1) xa (7.9)

where λ is the excess air ratio and y4 is the number of mole of oxygen in the
combustion products.

Finally the mole fraction of CO2 can be found, which corresponds to the
volumetric fraction that is given in the data, assuming ideal gas behaviour.
The mole fraction of CO2 in the combustion products can be given as:

XCO2 = y0

(
5

∑
i=0

yi

)−1

(7.10)

The excess air coefficient can then be solved for using a least-squares
method such that the CO2 concentration matches that given in the data set.

In the data set presented in paper D the concentration is approximately
4.8% by volume which corresponds to an excess air ratio of 3.1, as shown in
figure 7.1, which is the range normally seen on large marine engines. Addi-
tionally it can also be seen that the concentration of SO2 is around 1300 ppm
at a CO2 concentration of 4.8% by volume.
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Fig. 7.1: Mole fractions of combustion product species with increasing excess air ratio.

Before the molar fractions of species that were found for the correspond-
ing concentration of CO2 can be implemented into the model, they have to be
converted into mass fractions. The conversion from molar fractions to mass
fractions can be given as follows:

Yi = Xi MWi

(
∑

j
Xj MWj

)−1

(7.11)

3 Droplet Distribution

The three nozzle layers in the scrubber all have different orifice diameters and
operate at different velocities. This results in the droplet distribution sizes to
vary depending on the nozzle layer. To model droplet sizes originating from
the the nozzles, the single-phase nozzle model is used [67]. Here the Sauter
mean diameter can be given as [68]:

d32 = 133
dn

8

(
ρl |~ul |2 dn

8σl

)−0.74

(7.12)

where dn is the diameter of the nozzle orifice and σ is the surface tension of
the seawater.
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3. Droplet Distribution

The distribution of droplets is modelled using the Rosin-Rammler distri-
bution is used, which can be given as [69]:

RRCDF = exp
(
−
(

d
d̄

)s)
(7.13)

where d is the droplet diameter, d̄ is the Rosin-Rammler diameter, and s is
the spread factor of the distribution which is 3.5 for the single phase nozzle
model [67].

Finally the Rosin-Rammler diameter has to be expressed in terms of the
Sauter mean diameter which can be done as follows [69]:

d̄ = d32Γ
(

1− 1
s

)
(7.14)

where Γ is the Gamma functions.
The Rosin-Rammler distribution can then be used to set the boundary

condition for population balance model at nozzle inlets by evaluating equa-
tion 7.13 at the boundaries of each bin in the population balance model.
Distributions of the droplet diameters for the three nozzle layers in scrubber
are shown in figure 7.2:
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Fig. 7.2: Distribution of droplets for the three nozzle layers in the scrubber.
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Chapter 8

Optimisation

In paper D, a gradient free optimisation method is used to calibrate the heat
and transfer parameters for the packing. This method is the Efficient Global
Optimisation method (EGO) [70], which uses a multivariate surrogate de-
fined on a closed interval to perform the optimisation. The version of EGO
used in this work is implemented in the optimisation package DAKOTA [71].
The following section serves as an outline of how the EGO works.

1 Gaussian Process

The surrogate used by EGO is a Gaussian Process Model (GP), which is
a stochastic regression method. The model for the regression is simply a
weighted sum linear and non-linear function that can be given as:

y
(

xi
)
= ∑

h
βh fh

(
xi
)
+ ε

(
xi
)

(8.1)

The errors ε
(
xi), between the observed value y

(
xi), and the weighted

functions are normally distributed with mean zero and variance σ2.
The general idea behind GP is that the errors between the different obser-

vations ε
(
xi) and ε

(
xj) are not independent but correlated. The correlation

between two points xi and xj is expressed based on distance, such that the
smaller the distance is between the two points the more they are correlated.
The correlation of each point can be put in a matrix C, where the entries can
be given as follows:

Ci,j = Corr
[
ε
(

xi
)

, ε
(

xj
)]

= exp

(
−

k

∑
h=1

θh

∣∣∣xi − xj
∣∣∣2) (8.2)
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The summation in the exponential term of equation 8.2 account for the num-
ber of dimensions in a sample point x. This means that a value θh has to be
determined for each dimension of x. θh determines how active the surround-
ing variables are at a given point and this can be seen in figure 8.1 where a
heat map of the correlation matrix C is shown with two different values of θh.
A lower value of θh corresponds to a wider area where correlation between
the variables are high.
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xi

θ= 1

Correlation Matrices

Fig. 8.1: Heat maps of the correlation correlation matrix for a one dimensional function. A darker
colour corresponds to a higher value for the entry at i, j, which indicates a higher correlation
between xi and xj.

A major advantage of implementing the correlations as in equation 8.2 is
that the weighted combination of the functions βh fh

(
xi) can be replaced by

the means of the functions, resulting in:

y
(

xi
)
= µ + ε

(
xi
)

(8.3)

From here on the only parameters that are unknown are µ and variance
σ2 for ε

(
xi) which are both dependent on the parameter θh from equation

8.2. The expression for the regression given in equation 8.3, is now a mul-
tivariate normal distribution where the mean and variance can be found by
maximising the log-likelihood. The log-likelihood is given in the following
equation where constants and scaling terms are neglected as they have no
impact on the evaluation of the maximum:

lnL = −n
2

ln σ̂2 − 1
2

ln |C| (8.4)
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The mean and variance can now be expressed for a set of sampled func-
tion values y with n samples where 1 is a vector of ones with length n:

µ̂ =
1TC−1y
1TC−11

(8.5)

σ̂2 =
(y− 1µ̂)T C−1 (y− 1µ̂)

n
(8.6)

Combing equations 8.4, 8.5, and 8.6 the value for θh that maximises the
log-likelihood can be found and the GP is ready to make predictions based
on new points x∗. When predicting the new function values a new correlation
matrix c which gives the correlation between the new point and the sample
points is required and can be given as in equation 8.2, which is expressed as
follows:

c = Corr
[
ε (x∗) , ε

(
xi
)]

(8.7)

The correlation matrix between the new point and the sample points can then
be used to find the function value, f̂ (x∗), and the variance, σ̂2

∗ , at the new
point as follows:

f̂ (x∗) = µ̂ + cTC−1 (y− 1µ̂) (8.8)

σ̂2
∗ = σ̂2

(
1− diag

(
cTC−1c

))
(8.9)

In figure 8.2 a GP is used to predict the response of some one dimensional
function f (x) on an interval of x ∈ [0, 10] where five random samples have
been drawn from the function. It can be seen that the variance at the sample
points are zero while it increases as the distance between the sample point
and x increases.
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Fig. 8.2: Regression of a function using the Gaussian process.

2 Expected Improvement

Simply sampling the cost function of the optimisation problem and using
GP to produce a response where the variance is sufficiently low everywhere
is not very efficient, especially when dealing with expensive function eval-
uations. Therefore, an expected improvement function is used to determine
where the next sample point should be taken. The expected improvement
function weights the requirement for verification of local predictions; that is
reducing the uncertainty of the GP around the current minimum, compared
to exploring the remaining design space for other minima. The expected
improvement can be given as follow:

EI (x∗) =
(

fmin − f̂ (x∗)
)

Φ

(
fmin − f̂ (x∗)

σ̂∗

)
+ σ̂∗φ

(
fmin − f̂ (x∗)

σ̂∗

)
(8.10)

where fmin is the current minimum in the set of sampled function values,
Φ and φ is the probability density function and the cumulative distribution
function of the normal distribution, respectively.

In figure 8.3 the expected improvement for a GP is shown. For the case
presented the expected improvement is weighted towards local exploration
near the current minimum of the GP. Here it can be seen that the maximum of
EI(x) is at x = 2.1 where the GP has its current minimum which is between
two sample points at x = 1.4 and x = 2.6. Another local maximum in EI(x)
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can be seen x = 5.7. Even though the GP does not have a minima at this
location the variance of the GP at this point is close to its maximum.
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Fig. 8.3: Expected improvement function for a Gaussian process.

In practice finding the maximum of the expected improvement is done
using a global optimisation method, which is computationally cheaper than
evaluating EI(x) over the entire design space. In the method implemented in
DAKOTA the DIRECT optimisation method is used to maximise the expected
improvement function [71, 72].

3 Efficient Global Optimisation Algorithm

To initialise the EGO a set of samples has to be taken from the cost func-
tion. The sample points are generated using a Latin Hypercube Sampling to
ensure that the interval for each dimension of x is explored [73]. In Latin Hy-
percube Sampling the interval of the variables x = (x1...xh) are subdivided
into bins, where the number of bins corresponds to the number of desired
samples. On the interval of each bin a sample is taken from a uniform ran-
dom distribution. The samples for each of the variables are then combined
such that they produce a Latin square, which is where a sample is only rep-
resented once in each column and once in each row. An example of a Latin
Hypercube Sampling of three variables and with four samples are given in
figure 8.4 below:
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Fig. 8.4: Latin Hypercube Sampling with four samples of 3 variables on the interval x ∈ [0, 1].
Each sub-figure is a projection of the Latin Hypercube down to a Latin square. Each point in the
sub-figures is a sample, and is labelled such that the same sample point can be seen in all of the
projections.

When all of the sample points have been evaluated they are used to gener-
ate a GP and the expected improvement function is maximised. The function
is then evaluated at the new x resulting from the maximisation of the ex-
pected improvement function and is added to the sample set. This process is
then repeated until the value at the maximum of the expected improvement
function is less than a predefined tolerance of the minimum function value in
the sample set. This process is shown in figure 8.5, where a one dimensional
function is minimised. Initially three samples are taken and the EGO is then
applied. The EGO is converged when the maximum value of the expected
improvement is less than 0.5% of the minimum function value.
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Chapter 9

Results

In this chapter the results of the scrubber model will be presented. The results
shown are from the model with the heat- and mass transfer coefficients cal-
ibrated to the data from a scrubber system aboard an ocean going vessel, as
presented in paper D. In addition, results from the model simulating full load
on the scrubber with respect to exhaust gas and liquid, will also be presented.
Finally, a simulation with an optimised exhaust cover, using the optimisation
strategy presented in paper C, will also be presented. The boundary values
for the results presented in this chapter corresponds to values of data set 4
presented in paper D [44].

1 Liquid Volume Fraction

In figure 9.1 the liquid volume fraction in the scrubber is shown. It is general
for all three cases that there is a larger accumulation of seawater towards the
centre of the packed bed. Although for the case with full load, shown in
the centre of figure 9.1, the volume fraction is larger compared to the case
corresponding to data set 4. This is to be expected as the amount of seawater
being injected into the scrubber is 17% higher. Furthermore, it can be seen
that the liquid is being pinned under the packed bed towards the outer wall
of the scrubber, for the full load case. This is caused by the larger velocity of
the exhaust gas and hence drag force, being able to carry the droplets against
the force of gravity. As the seawater cannot leave the packed bed in this area,
it is forced towards the centre of the scrubber, resulting in a build up of liquid
on top of the exhaust cover.

Comparing the case with the optimised exhaust cover, shown rightmost
in figure 9.1, to the case corresponding to data set 4, it can be seen that there
no discernible difference between the two, except for a slightly thicker layer
of liquid on the edge of the exhaust cover.
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A thing to note for all cases are the vertical lines of higher liquid volume
fraction at the nozzles above the packed bed. The one along the centre line is
caused by the symmetry of the mesh, which makes the seawater accumulate.
The others are caused be the averaging of the Eulerian-Eulerian framework,
which causes the vertical velocity components to cancel out.

Fig. 9.1: Liquid volume fraction in the scrubber. The scale cuts off at αl = 10−3, to be able
to distinguish the differences in the packed bed. This means that the dark blue areas under
the packed bed does contain liquid except for the area under the exhaust cover. On the left is
the case corresponding to data set 4 in paper D, in the middle is the case for full load on the
scrubber, and on the right is the case with the optimised exhaust cover.
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2 Exhaust gas velocity

In figure 9.2 tracer streamlines for the exhaust gas are shown. Here it can be
seen that the exhaust gas flows towards the outer side of the packed bed for
all cases, but to a lesser extent in the full load case. This indicates that the
centre of the packed bed is used as efficiently as it could be, had the flow been
more uniformly distributed. The reason for this tendency can be attributed
to both the exhaust cover and the distribution of liquid in the packed bed.
As it can be seen the exhaust cover forces the exhaust gas towards the wall of
scrubber where the majority remains until it reaches the packed bed.

Fig. 9.2: Velocity streamlines for the exhaust gas in the scrubber. On the left is the case corre-
sponding to data set 4 in paper D, in the middle is the case for full load on the scrubber, and on
the right is the case with the optimised exhaust cover
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Because the liquid volume fraction in the packed bed is higher towards the
centre the interfacial forces are higher as well. This results in a larger resis-
tance for the exhaust gas, which then flows through areas with less seawater
present as it offers less resistance. As mentioned previously the exhaust gas
velocity for the full load case resulted in the seawater being pinned under the
packed bed, it can be seen that this is in fact caused by the high velocity of
the exhaust gas towards the wall of the scrubber. Comparing to the other two
cases where the velocity is lower, it can be seen that the exhaust gas stream
is deflected inwards by the seawater coming from the packed bed.

Comparing the flow path resulting from the optimised exhaust cover, as
shown in figure 9.2, to the existing design, it can be seen that the abrupt turn
that the exhaust gas has to make has been widened, and that the velocity at
the lip of the exhaust cover has been reduced. This results in a reduction in
the pressure loss of 95 Pa from 799 Pa to 704 Pa.

3 SO2 concentration

For the case corresponding to data set 4 in paper D, the concentration of SO2
at the outlet predicted by the model is 33 ppm, whereas for the full load case,
the model predicted a concentration of 120 ppm [44]. This is known not to
be the case for the real scrubber as it exceeds the emission ratio presented in
table 1.1. Here the equivalent for 0.5% sulphur content by mass was shown
to be 21.7 SO2

CO2

ppm
%v/v

and the resulting equivalent predicted by the model is 24.9
SO2
CO2

ppm
%v/v

. Even though data for a full load case is not available, the scrubber

is able to reduce the SO2 concentration to below the 21.7 SO2
CO2

ppm
%v/v

as this is
confirmed during commissioning and testing of the scrubber. This means
that the error for the full load case is as least 14.6%. This is however, within
the range errors seen in the data set where they ranged from -24% to 25%.

As expected with the exhaust gas flowing towards the outer side of the
packed bed it is also in this part of the packed bed that the SO2 escaping
the scrubber is originating from, as shown in figure 9.3. Here it can also be
seen that the concentration of SO2 in the centre of the packed bed is below 10
ppm, for the case corresponding to data set 4 in paper D, due to the excess
seawater present in this area. In the full load case it can be seen that more
SO2 is present throughout the packed bed; this, combined with the wider
flow path of the exhaust gas through the packed bed is an indication of a
better utilisation of the entire bed.

Lastly it can be seen that the case with the optimised exhaust cap has a
larger slip of SO2 from the top of the packed bed. This results in a concentra-
tion of SO2 at the outlet of 47 ppm compared to the 33 ppm for the existing
design. This is again caused by the flow path of the exhaust gas, where the
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optimised exhaust cover forces more of the exhaust gas to flow along the
outer wall of the scrubber.

Fig. 9.3: Mole fraction of SO2 in the exhaust gas in the scrubber. Note that the scale is logarithmic.
On the left is the case corresponding to data set 4 in paper D, in the middle is the case for full
load on the scrubber, and on the right is the case with the optimised exhaust cover
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Chapter 10

Conclusion

A model for a packed bed inline scrubber has been developed using the
OpenFOAM library. The model was derived from the existing solver multi-
phaseEulerFoam, which is based on the Eulerian-Eulerian modelling frame-
work. The model of the packed bed scrubber accounted for phenomena in
both the packed bed and in regions where the influence of dispersed droplets
is dominant. Furthermore, a chemistry model was implemented which cap-
tured the reactions occurring in seawater during the absorption of SO2.

A model for heat and mass transfer in droplets with internal circulation was
developed. The model is based on two sets of streamlines where one relates
to a low Reynolds number and the other to a high Reynolds number. Both
models were solved numerically over a range of modified Peclet numbers and
a correlation between the modified Peclet number and the Nusselt or Sher-
wood number was developed. The proposed model was validated against
temperature measurements of large free falling droplets found in the litera-
ture. It was found that for the best fit the low Reynolds number model should
be used for Reynolds numbers below 400 and model for high Reynolds num-
bers should be used above. The results showed that for droplets with a di-
ameter over 3mm the predicted temperature deviated by as much as 40%.
However, the temperature differences in the droplets where the largest errors
were seen, was around 2-3K, meaning that the absolute error is around 1K.
It was found that existing models for interfacial forces in packed beds was
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unable to predict the liquid volume fraction and pressure loss over a packed
bed consisting of the IMTP packing material with a large nominal diameter.
By combining an existing method for determining the coefficients used in
the expressions for gas-solid, liquid-solid, and gas-solid with a definition of
wet pressure loss; a method for determining new formulations for the three
interfacial forces in a packed bed were developed. This method showed good
results both for IMTP-50, which was used in paper B, and IMTP-60 used in
the scrubber model. Here, the relative difference in pressure loss between
that predicted by the model and the data presented in paper D was within
3%.

The chemistry model implemented in the scrubber model accounted for 5
equilibria reactions, 10 species, and the oxidation of sulphite. The equilib-
ria was solved using expressions for the equilibrium constants found in the
literature where some were determined for seawater and others were not.
For those not determined for seawater, an activity coefficient was included in
the expressions for the equilibrium constants to account for the non-ideal be-
haviour caused by the ions in seawater. The equilibria were validated against
data from the literature and were able to predict the pH of the seawater as
more SO2 was absorbed.

A heat- and mass transfer model for packed beds was derived from exist-
ing expressions which was based on empirical correlations and implemented
in the scrubber. The expressions for both heat and mass transfer have co-
efficients which are specific to each type and size of packing material. The
coefficients for the gas and liquid side of the phase interface were calibrated
for both heat- and mass transfer in a scrubber using the data gathered from
an ocean going vessel. The calibration was done using a global derivative
free optimisation method call Efficient Global Optimisation which was cou-
pled to the scrubber model. With the calibrated coefficients the error between
the model and the data for the SO2 concentration at the outlet of the scrubber
were found to be between -24% and 25%. However, the concentration of SO2
in the data set are between 23 and 40 ppm, which means that the maximum
absolute deviation was within 5 ppm for all but a single data point.

It was found that the largest contributor to the pressure loss in the scrubber
was the exhaust cover. Thus, in addition to the scrubber model, a strategy for
optimising the exhaust cover in the scrubber was developed and presented in
paper C. The optimisation strategy only accounts for the interaction between
the exhaust gas and the exhaust cover. This allows for the use of a single
phase model, which is significantly cheaper to evaluate computationally. To
be able to optimise the design of the exhaust cover the OpenFOAM simula-
tions were coupled to an optimisation algorithm called Method of Feasible
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Directions. This allows for the use of constraints on the design of the exhaust
cover, which ensures a stable optimisation without invalid geometries and
for designs which eliminates the accumulation of water on top of exhaust
cover. In the generic scrubber used in paper C, the pressure loss was reduced
by 42%. However, in the case where an optimised exhaust cover was imple-
mented in the scrubber model, the reduction in pressure loss was found to
be 12%.
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Appendices

I Physical properties

In OpenFOAM’s thermo-physical libraries there are many predefined func-
tions for determining the physical properties of a fluid. In the model a mix-
ture of the pre-defined and user-defined functions are utilised to model the
properties of the gas and liquid phase. Both phases in the model are multi-
component phases and OpenFOAM uses mass based averaging of the co-
effients for each species to determine the given property of the phase:

φ = f (x̄) (I.1)

x̄ =
n

∑
i

yixi (I.2)

where φ is the property of interest and yi is the mass fraction of species i out
of n and x is the coefficients for the given expression f (x).

I.1 Density

Liquid phase Considering that the liquid phase consists of water, salt and
a minute amount of absorbed species from the gas phase, the density of
the liquid phase is modelled as pure water with the remaining components
lumped into a solute group. The density for two constituents in the liquid
phase are given as an inverse polynomial which is given as:

ρi =
1

a0 + a1T + a2T2 − a3 p− a4 pT
(I.3)

where ρi is the density of the species i, aj is the species specific coefficicents,
p is the pressure and T is the temperature of the phase.

As an expression for the density of seawater in this form is not readily
available in the literature, the coefficients for equation I.3 are fitted using an
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existing correlation for seawater [74, 75]. The correlation used for fitting the
coefficients are given as [74]:

ρsw(T, S) =a1 + a2TC + a3T2
C + a4T3

C + a5T4
C+ (I.4)

b1S + b2STC + b3ST2
C + b4ST3

C + b5S2T2
C

a1 =9.999× 102 a2 = 2.034× 10−2 a3 = −6.162× 10−3

a4 =2.261× 10−5 a5 = −4.657× 10−8

b1 =8.020× 102 b2 = −2.001× 100 b3 = 1.677× 10−2

b4 =− 3.060× 10−5 b5 = −1.613× 10−5

where S is the salinity in kg/kg and TC is the temperature of the phase in ◦C.
To fit the coefficients in equation I.3 the density provided by equation I.4

is divided according to equation I.2 such that:

ρsw = ρH2OyH2O + ρsolysol (I.5)

As the liquid can be considered as incompressible the pressure terms in
equation I.3 are neglected when fitting the coefficients. The coefficients found
for pure water and the solutes are presented in table I.1.

specie
a0 a1 a2 a3 a4

×10−3 ×10−3 ×10−9

H2O 1.279 −2.093 3.916 0.000 0.000

Solutes −1.197 8.778 −12.98 0.000 0.000

Table I.1: Coefficient for modelling the the density of water and the solutes using equation I.3

In figure I.1 a comparison between the expressions for the density of sea-
water is shown. It can be seen that there is good agreement between the two
with a mean error of 0.27‰and a maximum 0.68‰
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Fig. I.1: Density of seawater at varying temperature and salinities. The markers are derived from
equation I.4 and the lines are derived from equiation I.5, with the coefficients from table I.1.

Gas phase Assuming that the gas phase is ideal, the density of the species
is simply given by the ideal gas law:

ρi =
p

RiT
(I.6)

where ρi is the density of the species, p is the pressure, Ri is the species
specific gas constant and T is the temperature of the gas phase.

I.2 Heat Capacity

Liquid phase For the liquid phase a polynomial expression is used for de-
termining the specific heat and enthalpy. The expression for these are given
below:

Cp(T) =
7

∑
i=0

aiTi (I.7)

Ho(T) =
7

∑
i=0

aiTi+1

i + 1
+ b1 (I.8)

where T is the temperature, ai is the polynomial coefficients, and b1 is the
integration constant, which is used to adjust the enthalpy to standard condi-
tions.
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The value for the heat capacity of seawater is given as [75]:

Cp =
(

A + BT + CT2 + DT3
)
× 103 (I.9)

A = 5.328× 103 − 9.76× 101S + 4.04× 10−1S2

B = −6.913 + 7.351× 10−1S− 3.15× 10−3S2

C = 9.6× 10−3 − 1.927× 10−3S + 8.23× 10−6S2

D = 2.5× 10−6 + 1.666× 10−6S− 7.125× 10−9S2

The specific heat of seawater does not simply scale with the mass fraction
of pure water. When the salinity increases the heat capacity of seawater will
be lower than that of the corresponding mass fraction of pure water. There-
fore the specific heat of the solutes is modelled as being negative. Despite the
seeming absurdity of this it does not affect any of the other properties in the
liquid species. The coefficients for pure water and solutes used to model the
heat capacity and enthalpy for seawater are presented in table I.2:

species a0 a1 a2 a3

×10−3 ×10−2 ×10−1 ×10−2

H2O 6475 -23.57 9.747 -1.033

Solutes -1.250 -2.918 -60.51 7.722

species a4 a5 a6 a7 b1

×10−5 ×10−7 ×10−10 ×10−14 ×107

H2O 4.865 -1.212 1.566 -8.298 -1.587

Solutes -39.92 10.46 -13.91 75.06 -1.587

Table I.2: Polynomial coefficient for the specific heat and absolute enthalpy of seawater as given
by equations I.7 and I.8

In figure I.2 a comparison between the heat capacity for seawater and
polynomial expression is shown. It can be seen that there is good agreement
at lower salinities, but at salinities above 50 g

kg the polynomial expression

starts to deviate. However, the maximum error at a salinity of 60 g
kg is 0.8%

which should be insignificant.
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Fig. I.2: Heat capacity of seawater at varying temperature and salinities. The markers are derived
from equation I.9 and the lines are derived from equiation I.5, with the coefficients from table
I.2.

Gas phase To model the heat capacity and enthalpy of the gas phase a
JANAF polynomial is used for each species in the gas phase. The heat capac-
ity and absolute enthalpy can be given as [76]:

Cp(T)
R

= a0 + a1T + a2T2 + a3T3 + a4T4 (I.10)

Ho(T)
R

= a0T + a1
T2

2
+ a2

T3

3
+ a3

T4

4
+ a4

T5

5
+ b1 (I.11)

where Cp is the heat capacity, Ho is the absolute enthalpy, R is the universal
gas constant, and T is the temperature of the gas phase.

The JANAF coefficients for the individual species in gas phase are given
in Table I.3
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species
a0 a1 a2 a3 a4 b1 Tlow

×100 ×10−3 ×10−6 ×10−9 ×10−12 ×103

O2 3.782 -2.997 9.847 -9.681 3.244 -1.064 200

N2 3.531 -0.1237 -0.5030 2.435 -1.409 -1.047 200

CO2 2.357 8.985 -7.124 2.469 -0.1437 -48.37 200

SO2 3.267 5.324 0.6844 -5.281 2.559 -36.91 300

H2O 4.199 -2.036 6.520 -5.488 1.772 -3.029 200

Table I.3: JANAF coefficients for the species in the gas phase [76]. The coefficients are all valid
up to a temperature of 1000K.

It should be noted that validity of the JANAF polynomial for SO2 is only
valid down to a temperature of 300K (27◦C) which is above the temperature
of the seawater. However, as the fraction of SO2 in the gas is relatively small,
any errors that are be introduced by extrapolating the values for Cp and Ho

are neglected.

I.3 Transport properties

In OpenFOAM’s thermo-physical library the viscosity and thermal conduc-
tivity are defined by a single transport model. Therefore the two transport
properties has to be considered simultaneously.

Liquid phase For the liquid phase a temperature dependent polynomial
expression is used to model the transport properties. The polynomial can be
expressed as:

φ =
4

∑
i=0

aiTi (I.12)

where ai is the coefficient for the ith term in the polynomial and T is the
temperature.

For both the viscosity and thermal conductivity the dependence on salin-
ity is minimal. Therefore, all species in the liquid phase are assigned the
same polynomial as for standard seawater with a salinity of 35 g/kg. The
expression for the viscosity of seawater is given as [75]:

µ = exp
(
−10.7019 +

604.129
139.18 + Tc

)
(1 + AS + BS2) (I.13)

A = 1.474× 10−3 + 1.5× 10−5Tc − 3.927× 10−8T2
c

B = 1.073× 10−5 − 8.5× 10−8Tc + 2.230× 10−10T2
c
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I. Physical properties

where Tc is the temperature in ◦C and S is the salinity in g/kg.
For the thermal conductivity the expression given in equation I.14 is used.

The expression has been modified to return the result in W/(m K) as the
original unit is in mW/(m K) [75]:

κ = 10A+B−3 (I.14)

A = log(240 + 0.0002S)

B = 0.434
(

2.3− 343.5 + 0.037S
T

)(
1− T

647 + 0.03S

)1/3

where Tc is the temperature and S is the salinity in g/kg.
Fitting the expressions in equations I.13 and I.14 to the polynomial in

equation I.12 results in the coefficients presented in table I.4:

a0 a1 a2 a3 a4

×10−1 ×10−3 ×10−5 ×10−9 ×10−13

µ 3.64240691 -4.16666547 1.79857614 -34.6390612 250.798753

κ -6.21726945 7.47604442 -1.32931248 7.01734298 -3.71396985

Table I.4: Coefficient used in equation I.16 to estimate viscosity and thermal conductivity [76].

A comparison of the polynomial expressions and the expressions to which
they are fitted are shown in figure I.3:
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Fig. I.3: Viscosity and thermal conductivity of seawater with a salinity of 35 g/kg. The markers
are derived from equations I.13 and I.14 for the viscosity and thermal conductivity, respectively.
While the lines are derived from the polynomial expression in equation I.12 with the coefficients
from table I.4.

Gas phase For the gas phase the viscosity and thermal conductivity of each
species is modeled by means of the Sutherland equation which can be given
as [77]:

φ = Aφ
T2/3

T + Tφ
(I.15)

Where φ is either the viscosity or thermal conductivity, T is the temperature
of the gas phase, and Aφ and Tφ are species specific constants.

The species specific constants in equation I.15 are not readily available in
literature for all the species in the gas phase. Therefore the constants Aφ and
Tφ are determined by fitting the Sutherland equation to another expression
where the coefficients for all the species are known [76]:

φ = exp
(

AJ,φ ln (T) +
BJ,φ

T
+

CJ,φ

T2 + DJ,φ

)
(I.16)

It should be noted that the units in equation I.16 is µP for the viscosity and
µW/(cm K) for the thermal conductivity. Therefore, the result of equation
I.16 has to be scaled with a factor of 10−7 for the viscosity and 10−4 for the
thermal conductivity to have them expressed in base SI-units. The coefficients
for each of the species in the gas phase are given in table I.5:
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φ specie
AJ,φ BJ,φ CJ,φ DJ,φ

×100 ×102 ×104 ×100

µ O2 0.61936357 -0.44608607 -0.13460714 1.9597562

µ N2 0.60443938 -0.43632704 -0.088441949 1.8972150

µ CO2 0.54330318 -1.8823898 0.88726567 2.4499362

µ SO2 0.52954513 -2.6860106 1.7696352 2.5434068

µ H2O 0.78387780 -3.8260408 4.9040158 0.85222785

κ O2 0.81595343 -0.343668562 0.22785080 1.0050999

κ N2 0.94306384 1.2279898 -1.1839435 -0.10668773

κ CO2 0.53726173 -4.9928331 3.7397504 3.2903619

κ SO2 0.53161859 -4.6428334 3.4368389 2.8729848

κ H2O 1.55414431 0.66106305 0.55969886 -3.9259598

Table I.5: Coefficient used in equation I.16 to estimate viscosity and thermal conductivity [76].

The coefficients in table I.5 are valid it from 300K 1000K which is in the
high range, and is well beyond the range required for modelling the gas
phase. Therefore the coefficients for the Sutherland equation are fitted in
the temperature span 300K - 623.15K. A comparison of the fitted transport
properties is shown in figure I.4:
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Fig. I.4: Viscosity and thermal conductivity for the species in the gas phase. The markers are
derived from equation I.16 while the lines are derived from equation I.15, with the coefficients
form table I.6

The coefficients found for the Sutherland equation are shown in table I.6
below:

specie
Aµ Tµ Aκ Tκ

×10−6 ×10−3

O2 1.746 142.6 2.946 298.1

N2 1.461 125.6 2.489 217.2

CO2 1.656 268.0 5.148 1285.8

SO2 1.662 366.8 2.968 1026.4

H2O 2.281 960.7 16.22 4494.9

Table I.6: Viscosity and thermal conductivity coefficients for the Sutherland equation I.15. The
coefficients are fitted to equation I.16 in the temperature range 300K-623.15K.

Although the lowest temperature of the range for which the coefficients
are fitted does not cover the range experienced by the gas phase in the scrub-
ber the range of extrapolation will not be more than 10K. Therefore it is
assumed that this will not cause any significant errors.
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I.4 Species diffusion

Diffusion coefficients

To estimate the diffusion coefficients of transferring species in the liquid
phase Stoke-Einstein’s equation is often used as a starting point for corre-
lations [78]:

DAB =
kT

6πrAµB
(I.17)

Where A is the solute and B is the solvent. As the temperature of the liquid
does not vary over a large range in the scrubber the relationship shown in
Equation I.18 holds [79]:

DABµB
T

= const (I.18)

Equating this to a know reference and assuming that the viscosity is inde-
pendent of temperature. The diffusion coefficient for a species in a liquid can
be given as:

DAB = D	AB
T

T	
(I.19)

For species diffusing into the gas phase from the gas-liquid interface a sim-
plified Chapman-Enskog equation is used as the parameters for the original
expression is not readily available [56]. The expression for the gaseous diffu-
sion coefficient is give as [80]:

DAB = D	AB

(
T

T	

)3/2

(I.20)

From equations I.19 and I.20 it can be seen that with the correlations used
for the diffusion coefficients only a reference values for the coefficient and
temperature are required. These are presented in Table I.7 below:

Specie Solvent D	 [kg/s] T	 [K] Ref.

SO2 H2O 1.54× 10−8 315.15 [81]

CO2 H2O 2.00× 10−9 298.15 [80]

SO2 air 1.24× 10−5 293.15 [82]

CO2 air 1.60× 10−5 298.15 [80]

H2O air 2.50× 10−5 298.15 [80]

Table I.7: Standard diffusion coefficients and temperature for the species transferring across the
gas-liquid interface.
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II Equilibrium constants

The equilibrium constant used for the chemistry model are presented in the
following.

The equilibrium constants for the sulphite, bi-sulphite and sulphate equi-
libria, presented in equations 3.14, 3.15 and 3.16 can be given as [30, 83, 84]:

KHSO3 = 1.727× 10−5 exp
(
−1972

T

)
(II.21)

KSO3 = exp
(
−358.57 +

5477.1
T

+ 65.31 ln(T)− 0.1624T
)

(II.22)

K∗SO4
= exp

(
−4276.1

T
+ 141.328− 23.093 log (T) + (II.23)(

−13856
T

+ 324.57− 47.986 log (T)
)√

I+(
35474

T
− 771.54 + 114.723 log (T)

)
I+

−2698
T

I1.5 +
1776

T
I2
)

The equilibrium constants for the carbon species presented in equations
3.5 and 3.4 have both been determined for seawater in the same work and are
therefore expressed similarly as follows [31]:

log (K) = (A + A0) +
B + B0

T
+ (C + C0) ln(T) (II.24)

A = a0
√

S + a1S− a2S2

B = a3
√

S− a4

C = a5
√

S

In tables II.8 and II.9 the coefficients for the bicarbonate and carbonate
equilibria to be used with equation II.24 are presented:

K∗HCO3

a0 21.0894 a3 −772.483 A0 14.613358

a1 0.1248 a4 −20.051 B0 5143.692

a2 −3.68710−4 a5 −3.3336 C0 −90.1833

Table II.8: Coefficients for the bicarbonate equilibrium.
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K∗CO3

a0 13.4191 a3 −530.1228 A0 −126.34048

a1 0.0331S a4 −6.103 B0 6320.813

a2 −5.33× 10−5 a5 −2.0695 C0 19.568224

Table II.9: Coefficients for the carbonate equilibrium.

91



. Appendices

92



Part II

Papers

93





Paper A

Heat and Mass Transfer Model for Droplets with
Internal Circulation

Mathias Poulsen
Kim Sørensen

and
Thomas Condra

The paper has been published in the
Linköping Electronic Conference Proceedings Vol.176(25), pp. 175–202, 2021.



The layout has been revised.



Paper B

Comparison of Two-Phase Porosity Models for High
Capacity Random Packing

Mathias Poulsen
Kim Sørensen

and
Thomas Condra

The paper has been published in the
E3S Web Conf. Vol. 321, 01015, 2021.



The layout has been revised.



Paper C

Optimisation of exhaust covers in marine scrubbers

Mathias Poulsen
Kim Sørensen

and
Thomas Condra

The paper is accepted for publication in the
Journal of Fluids Engineering



© 2022 AMSE
The layout has been revised.



Paper D

Development and calibration of a model for packed
bed marine scrubbers aboard ocean-going vessels

Mathias Poulsen
Henrik Ström
Srdjan Sasic

Kim Sørensen
and Thomas Condra

The paper is under review



The layout has been revised.





M
ath

ia
s Po

u
lsen

Pa
c

k
ed

 B
ed

 Sc
r

u
bb


er

 fo
r

 M
a

r
in

e Exh
a

u
st G

a
s C

lea
n

in
g

ISSN (online): 2446-1636
ISBN (online): 978-87-7573-873-1


	Omslag_MP.pdf
	Kolofon_MP.pdf
	Mathias_Poulsen_PHD_Redact.pdf
	Front page
	Abstract
	Resumé
	Nomenclature
	Contents
	Preface
	I Project
	1 Introduction
	1 Scrubber Types
	2 Scrubber Systems
	3 State Of The Art
	4 Objectives

	2 Modelling
	3 Chemistry
	1 Seawater Properties
	1.1 Activity Coefficient

	2 Solution Method
	3 Equilibria Validation
	3.1 Sulphite Oxidation


	4 Population Balance Model
	1 Breakup Frequency
	1.1 Turbulent Induced Breakup
	1.2 Drag Induced Breakup

	2 Daughter Size Distribution
	3 Constraints And Stability

	5 Interfacial Forces
	1 Dispersed Droplet Drag
	2 Packed Bed Force
	3 Dispersion Force

	6 Heat- And Mass Transfer
	1 Dispersed Droplet Heat- And Mass Transfer
	2 Packed Bed Heat- And Mass Transfer

	7 Boundary Conditions
	1 Turbulence
	2 Scrubber Inlet Species
	3 Droplet Distribution

	8 Optimisation
	1 Gaussian Process
	2 Expected Improvement
	3 Efficient Global Optimisation Algorithm

	9 Results
	1 Liquid Volume Fraction
	2 Exhaust gas velocity
	3 SO2 concentration

	10 Conclusion
	References

	 Appendices
	Appendices
	I Physical properties
	I.1 Density
	I.2 Heat Capacity
	I.3 Transport properties
	I.4 Species diffusion

	II Equilibrium constants

	II Papers
	A Heat and Mass Transfer Model for Droplets with Internal Circulation
	B Comparison of Two-Phase Porosity Models for High Capacity Random Packing 
	C Optimisation of exhaust covers in marine scrubbers 
	D Development and calibration of a model for packed bed marine scrubbers aboard ocean-going vessels 




	Omslag_MP
	Blank Page
	Blank Page
	Blank Page

