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## Abstract

Music listening, especially on headphones, is often accompanied by intrusive sounds from the environment, speech from people, or background noise. While it generally impacts the quality of the listening experience by distracting from the headphone media, the listener might also want to listen to the external sound. Therefore, it would be beneficial to determine which sound the listener wants to pay attention to, as it becomes possible to use signal processing to enhance the attended sound and reduce the interfering sounds.

Based on linear modelling, cortical auditory attention decoding (AAD) algorithms are a promising path to determine the sound of interest in complex sound scenes. This approach is based on the principle that sounds temporal variations (e.g., amplitude envelope) are traceable from an electroencephalogram (EEG). In addition, the tracking of attended sounds is increased compared to sounds outside of the focus of attention. AAD have been developed and tested mostly on classical cocktail party scenarios with two (or more) streams of speech. Listening to other types of sound, such as music, is also quite common for humans. However, only a few studies tested AAD techniques on music listening in the presence of other sounds. In the present thesis, linear models based on the reconstruction of the audio envelope are used, and the feasibility, performance, and specificity of AAD in situations where the listener is focused on music listening are compared to conditions where they listen to speech signals.

The current project revolved around two experiments. In a first study, the performances of AAD are compared between situations where the listener focused either on speech or music, to test if speech-AAD algorithms can be applied to music. Based on the results of this first study, a second study has been conducted to understand better the differences observed between speech and music AAD. In parallel, the data from the first study have been further explored to investigate the potential differences in underlying mechanisms during speech and music listening. Overall, the work reported in this thesis contributes to 1) assess and understand how the AAD can be used for music listening and how and why performance differs from speech-listening situations, and 2) explore the cortical mechanisms involved in attentive speech and
music listening through linear modelling approaches. The thesis comprises two parts. In the first part, the extended summary, the motivation and background for the work are presented. The second part contains the research conducted during the project in the form of four research papers.

## Resumé

Når man lytter til musik, især over hovedtelefoner, forstyrres man ofte af udefrakommende lyde, tale fra personer i nærheden eller generel baggrundsstøj. Generelt set vil disse lyde fra omgivelserne distrahere lytteren fra hovedtelefonlyden, hvilket reducerer kvaliteten af lytteoplevelsen. Der findes dog også situationer hvor lytteren ønsker at høre den omgivende lyd. Det er derfor interessant at finde ud af hvilke lyde lytteren ønsker at være opmærksom på, hvorefter det med signal processering er muligt at fremhæve den ønskede lyd frem for den forstyrrende lyd.

Algoritmer til kortikal auditorisk-opmærksomhed-dekodning (AAD), der er baserede på lineære modeller, er en lovende metode til at bestemme, hvilke lyder der er interessante i en kompleks lydscene. Denne fremgangsmåde er baseret på princippet om at temporale variationer (fx amplitudens indhyllingskurve) er identificerbare ud fra et elektroencefalogram (EEG), og at lyde lytteren er opmærksom på, vil være mere tydelige i forhold til lyde lytteren ikke er opmærksom på. AAD er blevet udviklet og primært afprøvet i det klassiske cocktail party scenarie hvor to (eller flere) personer taler samtidig. At lytte til andet end tale, fx musik, er meget almindeligt. På trods af det eksisterer der kun enkelte studier hvor AAD-metoden er anvendt i forbindelse med lytning til musik mens lytteren er omgivet af andre lyde. I denne afhandling anvendes lineære modeller baseret på rekonstruktion af audio indhyllingskurven. Anvendeligheden, ydelsen og karakteristika for AAD er undersøgt ved at sammenligne situationer hvor en lytter fokuserer på afspillet musik med situationer hvor lytteren fokuserer på tale.

Dette projekt omhandler to eksperimenter. I det første eksperiment blev det undersøgt hvorvidt AAD kan anvendes i forbindelse med lytning til musik. Dette blev gjort ved at sammenligne ydelsen af AAD i situationer hvor lytteren skulle fokusere på enten tale eller musik. Baseret på resultaterne af det første studie blev et yderligere eksperiment udført for at opnå bedre indsigt i forskellene mellem AAD anvendt ved lytning til henholdsvis tale og musik. Sideløbende blev den indsamlede data, fra det første eksperiment, nærstuderet for at kortlægge de potentielle forskelle i de underliggende mekanismer der træder i kraft når der lyttes til enten tale eller musik. Arbejdet i denne
afhandling bidrager til 1) at vurdere og forstå hvordan AAD kan anvendes når der lyttes til musik, samt hvordan og hvorfor ydelsen er forskellig fra lytning til tale; og 2) at undersøge, ved hjælp af lineær modellering, de kortikale mekanismer der er involverede når der aktivt lyttes til tale og musik. Afhandlingen består af to dele. I den første del, det udvidede resume, præsenteres motivationen og baggrunden for det udførte arbejde. Den anden del beskriver den udførte forskning i form af fire videnskabelige artikler.
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## Part I

## Extended Summary

# Auditory Attention Decoding for Everyday Music Listening 

## 1 Introduction

With the development of Portable Audio Devices (PAD), such as headphones or earbuds, one can now listen to their own music or podcast whenever and wherever they want: when walking outside, on public transportation, at work, or at home. However, in those environments, many sound sources coexist and may disturb the listening experience of the PAD user. Some of the sounds are not desirable for the listener (e.g. noise pollution |104|), but others may sometime be useful (e.g. alarm, social interaction). The user can use some strategies to mitigate the distraction induced by external sounds, such as raising the volume or turning active noise cancellation (ANC). However, if the masking of the external sound is too important, a lack of environmental awareness can also be a problem. That is where a technology that detects auditory attention can be of interest.

### 1.1 Motivation of the project

Let us consider the case of Lisa, as pictured in Figure 1. Lisa is waiting for her train in a crowded station. She puts her favourite playlist through her headphones to pass the time. It also serves to isolate her from the background noise of the environment. But Lisa does not want to be completely isolated from the sound around her, as it might feel unnatural and reduce environmental awareness |108|. She needs to hear the voice announcement from the train station in case there is information about her train or if another person is trying to interact with her. Then, to be sure that she will not miss any essential information, she has to stop her music or remove her headphones whenever she hears some voice that could be relevant to her. As the station is busy, she has to interrupt her listening often and frequently, which badly impacts the music listening experience and can lead to fatigue because of the environmental
noise.


Fig. 1: Illustration of a typical situation where the attention of the listener can be directed either at on the headphone media (music) or at the external world (voice announcement). In such a situation, AAD could help to know what she wants to attend and adapt the sound accordingly.

Similar situations happen in many other settings: when walking in the street, in domestic situations, in an open-plan office, or in cafés. PAD wearers have to compromise between the amount of external noise they want (for convenience, safety, or social reason) and the acceptable level of distraction or annoyance during the listening. One solution could be to implement the PAD with some automatic voice detector that would adapt the content of the headphones if a speech source is detected in the vicinity of the user [20, 107. 214]. It can increase environmental awareness while suppressing some undesirable background noise (e.g., engine noise in a train or traffic in the street). However, as seen in the aforementioned example or as often mentioned by PAD users [108], not all speech signals are desirable for the listener. Another solution that has been proposed is to equip PAD with sensors that would make them sensitive to non-verbal conversational cues from people around the user: when someone approaches the user [167] or gazes toward the user [152], transparency mode (i.e. using the PAD internal microphone to let the external sound pass through the PAD as if the user was not wearing it) would be automatically activated to ease verbal interactions. Nevertheless, the user might not want to be interrupted by this person that wishes to interact with
them (any woman who experienced catcalling in public would easily see the limitation of such a system [89|). In addition, the sound that a listener wants to attend to is not always speech: listeners may want to direct their attention to music or other environmental sounds. Therefore, determining which sounds are of interest to the listener and which sound is a distracter, solely from the audio signal, is arduous. The annoyance or interest in one sound will also depend on the situation or the listener: for instance, some might consider the bird singing through their windows early in the morning annoying, as it would wake them up, while others would enjoy being able to listen to it (see [231. Chapter 2] for more details on the factor influencing the perception of different sounds as wanted or pleasant).

To determine the desired sound a listener wishes to focus on, one approach is to examine the neural activity occurring in their brain while they are engaged in listening. Attention has been shown to modulate the cortical signal related to auditory processes |2.187| (see section 2.3). In the last decade, the question of auditory attention decoding (AAD) based on Electroencephalography (EEG) has gained interest, especially in the field of hearing aid devices, where knowing what a listener is trying to attend to can help amplify relevant sound and reduce interfering noises.

Based on linear models, one approach has been developed to detect to which source a listener is paying attention in a cocktail-party scenario. This technique relies on the fact that the brain tracks the temporal variations of the audio signal and that the tracking is enhanced for attended sounds compared to ignored sounds |80, 159, 176|. Contrary to more traditional neuroscience processing techniques, this technique allows decoding attention during continuous listening without needing repetitions or averaging of the cortical recording. It makes this approach a suitable candidate for AAD to implement into PAD. This idea is not new and has been suggested and explored by several research teams [23, 101|. However, it is mostly considered for hearing-aids scenarios and thus focused on decoding speech signals [23. 101|. A speech AAD implemented in hearing aids would help in many difficult situations for the hearing-impaired patient [99. Section 1.1].

Nevertheless, it does not consider other types of listening, such as music listening. With an average of 20,1 hours of music listening per week [126], music listening is an everyday activity for humans that could also benefit from sound enhancement driven by AAD. However, AAD for music listening has been only sparsely investigated. The motivation of the present thesis is to close this gap by evaluating an AAD approach that has been used for speech-AAD on music listening and to investigate the differences between speech and music listening in the presence of distracting sounds.

### 1.2 Context of the work: InHear Project

The present PhD project took place in a larger project, the InHear project ${ }^{1}$ (Intelligent Hearables with Environment-Aware Rendering ) This project was a collaboration between Bang \& Olufsen, Aalborg University, and The University of Surrey (UK). The basis of the project relies on the idea that, with modern PADs, we could use information from various sensors to adapt and enhance the user's listening experience depending on the listening context (context of listening, environment and noise around the users, or attentional state).


Fig. 2: Concept of the "Intelligent Hearables" and structure of the InHear project

The project consists of three PhD projects, as shown in Figure 2 focused on:

- Environment capture and analysis: detection of auditory events around the listener (e.g. type of event, direction of arrival). It would be used to adapt the rendering to the environment.
- Audio rendering: modify rendering methods (equalising, spatialisation

[^1]or something else of the PAD media to facilitate the attentional need of the user and enhance their listening experience)

- Cortical auditory attention decoding: Project presented in this thesis.

Taken together, the three projects aim to develop a system that can seamlessly adapt to the context of listening and to the attentional needs of the listener. In the present work, we assume that thanks to this collaboration, we could have access to information about the sound scene, both external sound and media played by a PAD (classification of the sound present, onset and offset of each auditory stream, their direction of arrival ). It is also assumed that strategies can be implemented (e.g., setting of the PAD, equalising of the sound, change in the spatial placement of the audio object, change in the target-to-interference ratio) $[193,195 \mid$ that could nudge the sound scene to adapt to the attentional needs of the listener.

### 1.3 Research Questions



Fig. 3: Relationship between the research questions and the research papers presented in the thesis.

The primary goal of this work is to explore the feasibility, performance, and limits of cortical auditory attention for listening to music in the presence of other sounds. Early in the project, it was decided to use linear modeling, especially backward models ${ }^{2}$ for AAD. This technique was proven successful

[^2]on speech signals but rarely investigated for music signals. The first main question has then been formulated as follows:

- RQ1: Can linear backward modeling be used to decode auditory attention during music listening in the presence of other sounds?

The RQ1 has been addressed in Paper A. The results of Paper A, which showed that the reconstruction accuracy obtained for music is lower than for speech, lead to another research question.

- RQ2: What causes the difference in reconstruction accuracies between music and speech listening obtained with linear models?

This question is the focus of Paper D. Also following the results of Paper A, a third research question was explored. It is more open and explored via different standing points in several papers.

- RQ3: How does cortical tracking differ between speech and music listening?
- RQ3-1: How does the temporal aspect of cortical tracking differ between speech and music? (Paper B \& D)
- RQ3-2: How does the spatial aspect of cortical tracking differ between speech and music? (Paper C)

In addition to addressing RQ3, Paper $C$ also explores another research question relevant to the future development of AAD.

- RQ4: How a reduction of electrodes impacts the performance of AAD?


### 1.4 Scope, limitations and assumptions

AAD based on linear modeling is promising for implementing Brain Computer Interface (BCI) in audio products |23: 101|. However, little is known about their performance during music listening in the presence of other sounds. This project aimed to contribute to filling this gap in research. At the start of the project, the theoretical bases of cortical AAD through linear modeling were laid, and several studies demonstrated good performance for auditory attention decoding for speech listening. However, only a few papers investigated this approach for music listening and only did so with the attention directed toward a specific musical instrument within polyphonic music. Based on listening habits in daily life, which often include music, the first question was to see how the AAD that is usually used for speech performs on music. To do so, and due to the industrial collaboration of the project, we employ a top-down approach. Naturalistic stimuli were used to test if significant differences arose from realistic situations to investigate the putative factors that could explain
the differences. The goal was to get as close as possible to realistic listening conditions and incorporate listening behaviours as in real life. The first experiment, presented in Paper A, was based on this approach and compared the speech and music signals usually listened to through PAD (audiobooks and existing music).

Based on the first study's results, a second experiment was designed with the same philosophy in mind: using naturalistic stimuli, we aimed to untangle the factors that could explain the differences observed between speech and music listening. Throughout this thesis, in addition to AAD performance, we also aimed to exploit the output of the linear models, both backward and forward, to explore differences between music and speech listening to gain information on the underlying cortical mechanisms that could be used to inspire future study.

Although the project started with the idea of a versatile AAD that can be implemented in PAD and used in real-world settings, the focus of this dissertation is to address essential initial questions related to the development of this technology, rather than comprehensively covering all aspects of its development. The goal of the present work is not to develop an AAD but to investigate the behaviours and limitations of linear AAD during music listening. Therefore, questions related to hardware and software development of a PAD-embedded AAD are outside the scope of this thesis, and it is assumed that such implementation would be feasible (see section 2.6). In addition, some experimental design choices have been made to isolate the factors under investigation (i.e. type of sound, either speech or music) and limit interaction that could have limited the interpretation of the results.

## Soundscapes

Simple sound environments were used for the two experiments conducted during this project: two concurrent sound streams for the first experiment and only one sound stream for the second. This choice was made to simplify the audio sound scene presented to the listeners and avoid as many interferences as possible that would increase the number of factors influencing the results. Such simplified sound is not representative of natural soundscapes, and future work should aim to expand the current results to more complex sound scenes. In the context of speech listening, AAD has been shown to be robust in the presence of more sound stream [98, 199] or the presence of noise [8, 67, 98]. While further research would be needed to confirm that this robustness to noise or more complex sound scenes also occurs for music listening, it is assumed that the present findings would also apply to more complex sound scenes.

## Access to sound sources

In the presence of noise, access to clean audio sources may become a challenge. In the scenario of the PAD-embedded AAD, access to clean PAD media is not a problem. However, access to a clean signal of an external distracter is technically challenging. PAD's microphones would capture a mixture of external sound, with both distracter streams and irrelevant noise. While it would most likely decrease the attention detection performance [12|, some previous work suggest that AAD could still be useable without access to clean sources |13, 14|. In the present work, it was assumed that clean signals for all sounds would be available.

## Multimodal interaction

In the present work, only the auditory modality was under investigation to reduce interfering factors that may have hindered questions under investigation. However, humans have other senses besides hearing, and cross/multimodal interactions are expected to impact the neural tracking of auditory input. Previous studies have shown that visual stimuli can affect the neural tracking of auditory input [59: 174| and that incorporating visual information into the AAD model may improve its performance [59|. Nonetheless, in the initial PAD use case, the sound of interest (the PAD media) is primarily acousmatic, thus not related to any visual information. In that case, it is also relevant to investigate the auditory modality in isolation.

### 1.5 Structure of the Thesis

The present dissertation is structured as a collection of papers written during the PhD project. It is divided into two parts. The first part consists of an introduction to the topic of the PhD work, background information and an overview of the contributions made during this project. It is followed, in the second part, by the four papers addressing the research questions defined in section 1.3. The first part comprises general background (Section 2) on habits of listening with PADs; auditory scene analysis and auditory attention; linear model for exploration of neural data, and more specifically for AAD; differences between speech and music in the human brain; and finally, on existing technology that could allow for a mobile AAD. It is followed by a summary of the research findings and the contributions (Section 3). Section 4 presents the conclusion and consideration for future work.

## 2 Background

### 2.1 Everyday music listening in the presence of noise

The present work aims to explore the feasibility of a versatile Auditory Attention Decoder embedded in a PAD, such as headphones or earbuds, used to listen to music, podcast or audiobooks. The following section will focus on music listening, but it can also be applied to podcasts, which are widely used on PADs [86, 146], or any other auditory content that is played on PADs (radio or audiobook). To contextualise the use and the benefit of such AAD technology for PADs, it is necessary to better understand how headphones are used and how the attentional state and needs of the listener may vary in different situations.

Over the past century, technological progress led to fast development and democratisation of personal and mobile listening devices [10, 88, 236]. With the invention of the Walkman in the late 1970s, followed by the Discman, listeners can enjoy their own music everywhere, even on the move [43, 237]. The development of MP3 players, followed by streaming services, allowed listeners to enjoy a tremendous variety of music anytime, anywhere. These technological evolutions profoundly change how people listen to music |127, 145, 161, 203|. Nowadays, personal music listening is ubiquitous [108, 138]. PADs are used in various situations: at home |108. 173, 196|; outside, in urban environments |108. 116, 173. 196]; in public places (café, shops) |208. 209]; in public transport |108, 130, 196|; at the workplace [106, 108, 130|; or while driving [173]. In all these situations, music listening is often accompanied by some external noise that can influence the listening experience.

Furthermore, personal music listening can serve different purposes: entertainment, emotion regulation, motivation, to help to pass the time, creating their own "auditory bubble" |43, Page 344], to create a suitable atmosphere or as a soundscape for their life |97. 173| (For more details, see |43. 106. 116, 194]. Each purpose or situation influences the choice of music and the way to listen to it |105|. Each listening episode requires different levels of attention on the PADs media and can lead to various needs and strategies to mitigate the effect of the external sounds [95, Page 16]. Background listening, used to mitigate boredom during housework, may not require the listener's full attention. On the contrary, during active listening, accompanied by singing along in their head, the user's attention is focused on the music stream.

However, neither the context of listening nor the purpose of listening can alone predict the attentional needs of the user. Some users might enjoy the background music played in a café while others may find it highly annoying and would prefer to block it to enjoy their own music [208]. When commuting or walking in public spaces, some users welcome potential distractions [116], while others use PADs to create their own "auditory bubble" |116|. In the
latter case, distractions from external noise are considered an annoyance, and interruptions from the listening would be seen as unpleasant [42|. The PADs media or technical options such as ANC are used as an active strategy to reduce distractions from the external auditory world and enhance the listening experience |133, 195, 196|.

While in some situations, the auditory bubble strategy is purposefully used to block all distractions (trying to relax on a busy train or doing focused work in an open-plan office). In other cases, the bubble needs to allow some permeability. It could be for safety reasons, as a distraction from listening to PADs can be a safety hazard |116| if some sounds remain unnoticed, for example, while driving [177], riding a bike |108| or walking in busy streets |147., 238|. In other situations, the user may want to be reached by some information (e.g., voice announcements on trains or airports), but all the information might not be relevant. It leads to a trade-off between the need to access the external world and the flow of listening, as reported by one of the participants from |108. Page 63]:
"If you are sitting at the airport, listening to content, then every time you hear the 'DingDong', in theory, I still have one hour until my flight, but sometimes they'll relocate the gate, maybe they do this and that, and then you constantly take off the headphones."

The user in this specific example could benefit from an AAD system that could adapt the sound of their headphones based on their auditory attention. First, the 'DingDong' captures their attention and can lead to a reduction of the level of the headphone media to allow them to hear the announcement. If the announcement is of interest, and the user's attention remains on the external voice, the headphone level would stay low. Otherwise, if they switch their attention back to the music, the headphone will automatically increase the volume to the original level, thus removing the need for the user to take their headphones on and off.

In order to modify the sound scene to increase the quality of the listening experience and reduce distraction from external sound, it is crucial to understand how the human hearing system and brain process sound. Research on auditory scene analysis and auditory attention can give insight into what is happening when one listens to a sound in a noisy soundscape and how to take those mechanisms into account in the design of an AAD.

### 2.2 Auditory Scene Analysis

One sound is rarely alone in a sound scene. In most situations, a source of sound is mixed with several other sounds: environmental sounds, humanmade noise, speeches, and music. When walking outside, for instance, a person may hear engine noise from passing vehicles, voices from a passerby, chirps from birds, and a plethora of different sounds. In such situations,
humans (as well as other animals [91|) can segregate all the auditory input into different perceptual units, allowing them to attend to one sound while ignoring the others. This ability is often called "The cocktail party effect". This term, coined by Colin Cherry in 1953 [50|, is based on the human capacity to listen to one specific person in a crowded and noisy room while ignoring other people talking |11|. While the task is intuitive and easy for a human listener, it is complex from an acoustic point of view to separate one stream of speech from a mixture containing several sound sources [11, 35, 87].

In 1990, Bregman summarised work on perceptual sound segregation and perceptual grouping of sound in his book on Auditory Scene Analysis (ASA) [35]. Auditory scene analysis encompasses perceiving individual sound streams in an acoustic mixture that reaches the ears and how to segregate and process them.


Fig. 4: When a sound scene is composed of several sources (here, a dog and a cat), what arrives at the ear is a mixture of the sound signals. Through the process of auditory scene analysis, each sound is perceived as an individual stream

The basis of auditory scene analysis relies on the idea that the auditory system separates the incoming mixture of sound into auditory streams. Sometimes also called auditory objects, an auditory stream is defined as the perceptual construct of the sound [31. Pages 2-3], "...part of the spectrogram that goes together " [35. Page 9] or "perceived as a whole coherent entity" ( [198], as cited by $[52 \mid)$. The formation of auditory streams, also called auditory streaming, is "the human ability to analyse an auditory scene i.e. to attribute portions of the incoming sound sequences to distinct sound-generating entities" |18].

Several factors play a role in the segregation of the sound scene and the grouping of the auditory streams, and have considerably been studied through listening, behavioural and brain-imaging experiments (See for reviews on the
neuronal mechanisms of ASA $|3,74,201,248|)$. Some of the grouping mechanisms are primitive and depend mainly on the acoustical feature of the audio input. Such primitive grouping is believed to be automatic and has been observed in infants |154, 241| or animals |22, 90|. Segregation and grouping of auditory streams can be influenced by, for instance: simultaneous onsets or offsets [66. 205]; continuity of the signal [27. 30]; common amplitude modulation [65. 205|; spatial localisation of the sound |27, 48, 158, 165, 212], through binaural cues [26, 49, 50]; timbre [128, 207, 239]; fundamental frequency [165].

From the above list of factors, we can recognise several Gestalt principles |135| that have been extensively studied for grouping visual objects and apply to auditory streaming [35, 128, 136]. Temporal variations of those features over time also influence auditory scene analysis, and the coherence of the different features guides segregation |200|. For more extensive reviews of the Gestalt principles involved in auditory streaming, see $|72,74|$ or $\mid 35$. Chapters 2-3].

The segregation and integration of auditory streams are not solely steered by the acoustical properties of the sound scene. Context influences the integration of auditory streams [219, 240|. Prior experience with some sound features can facilitate the integration of one part of the spectrogram into one auditory stream [35. Chapter 4]. Such processes are not innate as primitive segregation and take advantage of schema-based learning [244]. Knowledge about the content, some features, or parts of the auditory scene can influence how it is segregated [28, 157]. For speech, familiarity with a voice |129| or word understanding can ease the segregation and integration into separate streams |156|.

In most cases, an auditory stream corresponds to a physical sound source (e.g. one auditory speech stream usually originates from one physical person talking) |48|. However, it is not always so straightforward, especially when listening to music. Music is created by humans, musicians or composers that shape sounds to influence their perception |124|. The aforementioned auditory streaming principles still apply $|74,155|$ ) but can also be used to create musical streams that do not necessarily correspond to every single instrument: harmonic relations can be used to link instruments into a single stream, or a single instrument can be used differently over time to create distinct streams |35. Chapter 5], |74, 156, 190| (See Figure 5). It has been shown that, when listening to polyphonic music organised through melodic or harmonic rules or western music composing, listeners do not attend to one melodic line only but instead integrate the whole polyphonic musical object [19|. As for any other audio input, familiarity [28,83] and prior knowledge of music also influence auditory scene analysis. However, as seen in section 2.1. music listening is not always the primary task of the listener. Thus, the listener's attention might not be focused on the music. In this case, a whole musical piece may be perceived as one common auditory stream by integrating together its distinct sub-stream [29|, [35, Pages 460-461].


Fig. 5: Considering the first movement of the Spring in Vivaldi's Four Seasons, all instruments are first likely to be split into two auditory streams, both contending several instruments (Main melody and accompaniment, blue and green circles). From the third bar, due to the change of melody and use of vibrato, the first and third violin may later be perceived as individual streams (circles pink and yellow).

### 2.3 Auditory Attention

Another cognitive process that highly influences auditory scene analysis is attention. It is commonly accepted that attention plays a vital role in our ability to perceive the world around us. However, due to its multifaceted aspects, the term attention is challenging to summarise with a concise definition [55|. This section will focus specifically on selective auditory attention, which can be described as "the mental ability to resist distracter stimuli and select relevant information from the surrounding acoustic events, as illustrated in the "cocktail party effect" [102|. When attending to one sound and ignoring the other, the sound of interest will be further processed by the brain compared to the other $|156|$. In a cocktail party scenario, one will understand and remember the topic of the conversation they are attending. At the same time, they will not be able to recall the topic of the discussion that was not attended, even though their ear heard it. The attention can be driven either by exogenous factors, such as salient sounds that would capture a listener's attention or from endogenous factors, such as top-down attention |41, 64, 132|.

When the attention is directed to one stream of sound, the brain further processes this steam: the content is processed and can lead to cognitive or behavioural responses. This processing is limited for the sound outside of the focus of attention. To what extent the brain processes the ignored streams is not yet completely understood. Some studies showed that the content of an unattended speech is often unnoticed [51, 166], and that listeners fails to
notice changes in a speech sound when the attention is directed to another sound (if the gender of the speaker is changed [51|, or replaced by backward speech [211] or unexpected speech message |63|). This effect has also been observed during music listening [137]. Based on this idea that unattended sound is not processed, an early model of attention was developed, suggesting that attention filters out irrelevant sounds [84|.

However, this effect has been challenged by studies that showed that unattended sounds are not completely unprocessed [58. 197. 229|. It has been suggested that attention is not acting as a blocking mechanism that only lets the attended signal through for further processing, but more as an attenuation filter [229, 230]. One famous example of this processing of the unattended stream is that people tend to notice if they hear their own name in an unattended auditory stream [166, 243|. Several factors may modulate to what extent ignored streams are processed, either due to cognitive factors [57], acoustic factors [16], or factors related to perceptual load (see |168| for review).

In addition, it poses the question of the relationship between auditory attention and auditory stream segregation. The early model |37| relied on the idea that attention acts as a filter separating attended and unattended sounds and that this attentional filter happens before auditory streaming. Based on this model, only the attended audio would then be segregated and grouped into streams. However, this model has been challenged and evolved [84], and nowadays, it is admitted that auditory streaming happens either before or outside of attention |3, 240|. Some auditory scene analysis is performed before the attentional filter, and the attention occurs on auditory streams or objects [153]. (See Figure 6 - a))

Nevertheless, the two processes are not entirely independent [216]. Attention is sometimes necessary to refine stream segregation and integration for ambiguous stimuli [3. 204]. Changes in the focus of attention may also "reset" the auditory scene analysis process to provide different sets of streams that are more relevant to the listening goal of the listener [62, 210, 218, 226]. Such effect can happen, for example, for music listening: when polyphonic music is not the focus of attention, all instruments tend to be grouped into one single auditory stream, but if the listener starts paying attention to one specific melody line, the relevant instrument would be treated as a single stream. (See Figure 6-b))

The attention modulates the brain signal, with stronger responses related to attended auditory streams than non-attended sounds |30, 132, 216|. This property of the auditory system can be used to decode auditory attention from neuroimaging techniques.


Fig. 6: Auditory scene analysis happen before attentional processes: the dog and the speech are each segregated into individual streams, while all instruments are grouped into one stream (A). Focusing the attention on finer aspects of the sound (here, one of the instruments) reset the ASA process, and induce finer stream segregation, turning the attended instrument into an individual stream (B).

### 2.4 EEG \& Cortical AAD

Electroencephalography, or EEG, is a non-invasive neuroimaging technique that uses electrodes placed on the scalp to measure the brain's electrical activity. The electrodes capture the electric field resulting from multiple post-synaptic potentials $|160|$. The high temporal resolution offered by EEG is useful for analysing the temporal dynamics of brain processing during auditory tasks.

Electroencephalography has been used in auditory science for a long time. Traditional methods, such as Event-Related Analysis (ERP) [36, 149] help to understand the mechanism of hearing and perception of sound |4,118, 169| and have been extensively used to study ASA [3| or auditory attention mechanisms |118, 210, 217]. Auditory attention has been shown to modulate the amplitude of auditory ERPs [53]. However, such methods require some stimulus and task design that make the use of ERPs irrelevant for an online AAD that would be used for natural sound sources such as continuous music or speech. First, auditory ERPs are helpful in exploring the cortical response to discrete sound units: by definition, they are time-response elicited by an event, such as the onset of a sound or an oddball stimulus [149|. ERP can be extracted from continuous listening, following some changes in the sound. For naturalistic music listening, large variations in spectral flux or brightness have been shown to elicit an ERP response [188|. However, in realistic listening situations, even if such auditory events are present, it is challenging to precisely identify the event likely to elicit an ERP that could be used for attention detection. Secondly, the amplitude of an ERP is low compared to the amplitude of the ongoing EEG, and the latter also contains cortical activity unrelated to the auditory stimuli under test |150, Page 8]. To extract the relevant information, the stimulus that elicits the ERP is repeated over several trials, and the cortical response of each trial is averaged together to obtain a usable averaged ERP [36, 149]. The
need for repetition and averaging is unsuitable for an online cortical AAD that should detect attention based on a single listening of the stimuli.

Some attempts at BCI based on the influence of attention on ERP have been developed $|54,117,228|$, but require to use stimuli that are specifically designed to elicit clear ERP. ERP-based BCI can be useful for specific clinical applications, such as using auditory attention to control a speller BCI for communication with locked-in patients |117]. However, as previously mentioned, the limitations inherent to ERP analysis exclude these techniques from further consideration for the present use case.

## Cortical modeling

In the last decade, linear models have gained popularity and demonstrated promising findings for decoding auditory attention from continuous cortical decoding. This modeling approach relies on the idea that some information enters our brain (e.g., sound through our ear and hearing system) and that our brain processes this information and can influence behavioural and cognitive functions. It assumed that the incoming information is represented in some neural activity [71|. Linear models are statistical models that assume a linear relationship between the input and neural representation [119]. They can be either: Encoding, or forward modeling, to predict a cortical response from a stimulus) ; Decoding or backward modeling to estimate a stimulus representation based on the cortical response [111.139|. Both approaches can also be combined to create bidirectional models [68, 69, 82, 101].

Compared to the more traditional ERP, the modeling approach allows the investigation of continuous stimuli that are more similar to ecologically valid situations [109. 119. 142, 225|. The algorithm used to fit the model may vary, as well as the stimulus features being encoded or decoded (see review in [23.101|). In the auditory domain, models have been trained to either encode or decode an audio envelope $[14,76,77,113,176,191,249]$ or a multivariate feature such as spectrograms |47, 76. 81, 159|. Higher-lever features have also been used to study cortical response to speech signals, such as phonemes, phonetics, and semantic or linguistic features $[40,75,76,78,103,221 \mid$.

## Auditory attention decoder

In the context of auditory attention, linear models have been used to investigate how attended and ignored speech signals can be encoded or decoded and what is the influence of the attentional factor. When a listener is presented with two concurrent streams of sound, decoding models have shown that the cortical representations of the sound (or some features of the sound signal) are impacted by attentional factors |235|. Features from both attended and non-attended streams can be decoded. However, the stimulus reconstruction
accuracy (i.e., the correlation between the reconstructed and the original signal) or the EEG prediction accuracy (i.e. the correlation between predicted and original EEG) is higher for the attended stream compared to the non-attended one. This effect of attention has been shown with intracranial-EEG [159] or magnetoencephalography |80|. Similar methods were then tested on EEG recording, leading to similar conclusions [60, 114, 176]. Whereas the reconstruction accuracy was predictably reduced compared to intra-cranial EEG, the difference between the reconstruction accuracy obtained for attended and non-attended remains [38].


Fig. 7: Schematic of the backward and forward modeling approaches used in the present thesis.

The most common design of cortical AAD is based on a backward linear
modeling approach, that aims to reconstruct features of the audio stimulus from the cortical signal. This approach uses a linear model $\left(W_{b}\right)$, which acts as a multi-channel filter, to create an estimate ( $S^{\prime}$ ) of an input stimulus ( $S$ ) from an EEG recording $(R)|6,60,101,176|$.

$$
\begin{equation*}
S^{\prime}(t)=\sum_{n} \sum_{\tau} W_{b}(\tau, n) R(t+\tau, n) \tag{1}
\end{equation*}
$$

The input stimuli $S$ refer to the sound's envelope played to the participant. $R(t-\tau, n)$ refers to the EEG signal recorded by electrode $n$ at the time $(t-\tau)$ during the stimuli $S$ presentation. The EEG recording is then mapped to the stimulus envelope through the model $W_{b}$. Using the time-lagged version of the EEG, via the $\tau$ parameter, includes EEG activity relative to auditory or attentional cortical processing at different latencies post-stimulus [61, 176]. To estimate the model $W_{b}$, the mean-squared error between the reconstructed stimuli $S^{\prime}$ and the original stimuli $S$ is minimised:

$$
\begin{equation*}
\min \epsilon(t)=\sum_{t}\left[S(t)-S^{\prime}(t)\right]^{2} \tag{2}
\end{equation*}
$$

This can be solved by calculating the normalised reverse correlation [213| as follows:

$$
\begin{equation*}
W_{b}=\left(R^{T} R\right)^{-1} R^{T} S \tag{3}
\end{equation*}
$$

Regularisation can be added to the model to prevent overfitting and increase reconstruction performance (see [101, 119, 242|).

In order to decode auditory attention, the model should be trained on EEG signals and features of attended sounds. The model can then be tested on unseen data of a cortical recording of a listener in a cocktail party scenario. In that case, the reconstructed stimulus can be compared to the sounds that were presented to the listener, and the higher reconstruction accuracy would be sound for the attended sound source |101, 176|.

One of the limitations of the backward model is that the models themselves can not provide direct insight: the model weights are not straightforwardly interpretable [111, 139]. The forward encoding approach can also be used to gain supplementary information. The forward modeling follows the same theoretical approach as the backward modeling, except that instead of reconstructing stimuli from the brain signal, it aims to predict the brain signal $\left(R^{\prime}\right)$ from the stimulus:

$$
\begin{equation*}
R^{\prime}(t, n)=\sum_{\tau} W_{f}(\tau, n) S(t-\tau) \tag{4}
\end{equation*}
$$

The model $W_{f}$ is then estimated by minimising the mean-square error between the original EEG recording $R$ and the reconstructed EEG $R^{\prime}$ through normalised reverse correlation, comparably to the backward approach:

$$
\begin{align*}
\min \epsilon(t, n) & =\sum_{t}\left[R(t, n)-R^{\prime}(t, n)\right]^{2}  \tag{5}\\
W_{f} & =\left(S^{T} S\right)^{-1} S^{T} R \tag{6}
\end{align*}
$$

One of the benefits is the interpretability of the model's weights $W_{f}$. The model obtained with such an encoding method produces a Temporal Response Function (TRF), which shows similarities to ERP related to the listening task |61. 111. 142. 143|.

For linear regression, forward models are outperformed by backward models for stimulus reconstruction or EEG prediction: the correlation between the reconstructed signal and the original one is generally higher when using a backward model compared to the prediction accuracy obtained with a forward [242]. Compared to the forward approach, performance in the AAD task is also better with backward models [6, 242|. The forward and backward approaches can also be combined into a canonical component analysis |69]. This approach is promising for future implementation as it leads to a better success rate in AAD compared to backward or forward models used in isolation |69. 101|. For BCI implementation, linear approaches (both backward and forward and CCA) are still limited by the amount of cortical data required for accurate reconstruction or prediction ( 20 to 60 seconds), as the decoding performance significantly drops for short segments.

In addition to linear methods, AAD has also been investigated through non-linear methods (see [101, 192| for review). Some of those approaches rely on the stimulus reconstruction method |1, 175, 220, 227|, while others perform direct classification of the attended sound [56, 234|. They generally outperform the linear approach $|56,227,234|$ or can reduce the length of the EEG signal required for attention decoding |101, 234|. However, there are limitations with non-linear methods: they are more prone to overfitting, especially with a small dataset, which is typical for cortical recordings [101.234], and they often fail to generalise to new datasets |101|.

## AAD for music \& speech

AAD using linear models on EEG data have been primarily investigated in speech, in cocktail party scenario where both the target sound and distracter sounds are speech signals [23, 114, 121, 176, 221, 242|. In such situations, backward models have been proven successful for auditory attention decoding, even in the presence of noise [7, 8, 12, 14, 67, 98], or in the presence of multiple distracters [98, 114, 199].

The backward modeling has also been applied to music. The technique can successfully reconstruct musical sound envelopes when listened to in isolation $|75,77,249|$. In AAD cases, the majority of the work done for music
listening is based on situations where the listener has to attend to one specific instrument within a polyphonic musical piece [9. 47. 113. 215]. While these studies show that backward linear modeling can successfully decode attention during music listening, they do not allow for direct comparison with speech or predict how a versatile AAD would perform in situations where both speech and music are present. When the present project started, only one study had been conducted with soundscapes composed of music and speech, and even though speech/music comparison was not the main focus of this study, results suggested that there might be a difference to explore [114]. Since then, another study [249] found differences in the reconstruction performance between speech and music, with better reconstruction for speech than for music. Such results might indicate different brain processing, specific to speech or music, which needs to be explored to move toward a versatile AAD.

### 2.5 The brain on music \& speech

When building a cortical AAD for speech and music, one fundamental question is how the brain processes either of those sounds. Backward models trained for AAD take advantage of cortical patterns to reconstruct stimuli. Therefore, the underlying question is whether these cortical patterns are similar for speech and music listening. Differences in these cortical patterns would require different model training to adapt to each type of processing specifically.

The neural mechanisms involved in the auditory processing of complex sounds, such as speech and music, are not fully understood, nor how music and speech processing may differ. Neither music nor speech processing relies on only one unitary brain process but implies several sub-processes [182]. From neuroimaging, neurophysiology and cognitive sciences, it seems that both general mechanisms, which can be involved in both speech music listening, and domain-specific mechanisms coexist. Previous research comparing behavioural, subcortical and cortical study emphasise the influence of transfer effect from one domain to another: musical expertise influence speech processing, and, to a lesser extent, speech processing expertise influence the processing of some musical aspect (See |15, 25| for a review). Such transfer effect suggests that some auditory mechanisms are common in speech and music listening. In addition, multiple fMRI studies have shown some neural overlapping between music and speech listening |134, 184|. Similarities between speech and music have also been found for syntax processing (see for review [178|) or between prosody processing and musical patterns |112. 179|.

On the other hand, neurophysiological research on music disorders (amusia) or speech disorders (aphasia) revealed a double dissociation between those two types of disorders. Some aphasia patients present no deficit in music perception |232. 245|, while most amusia patients present no speech-related disorders [183, 186|. Comparable dissociation also exists between speech pro-
duction (i.e. speaking) and music production (i.e., singing) [181|. It suggests that some distinct processes coexist for either speech or music. It also has been shown that even when speech and music are interleaved (e.g. in a song with lyrics), semantic and harmonic processing are independent |24,34|. In the case of amusia, dissociation has also been found between pitch processing processes and rhythm perception $|125,180|$. It indicates that different features of the input audio signal, either speech or music, might be processed by separate brain sub-mechanisms, which may work independently [182. 185]. Some specialisations may not be domain-specific (with a strict separation between speech and music neuropathways) but instead rely on low-level features and specialised processing, which may be involved in music and speech listening [247].

The separation between speech and music processing has also been observed, via neuroimaging techniques, through the variations in the lateralisation of the brain activity during music and speech listening [223]. Neuroimaging research reveals a higher contribution of the left Auditory Cortex (AC) for speech sounds and a higher contribution of the right AC for musical sounds |45, 222-224|. However, this lateralisation may not be driven by the existence of speech or music domain-specific mechanisms. Subprocesses are specialised in the processing of specific lower features of the auditory input, with a specialisation on temporal processing in the left AC and a specialisation of spectral processing in the right AC [5, 94, 246, 247]. The link between this feature-specific lateralisation and the apparent domain-specific lateralisation may be partially explained by the difference in the importance of the spectro temporal cues for the perception of speech and music: while speech perception relies mainly on temporal cues [5, 202], spectral cues are more critical for melody processing |5. 247].

When using modeling approaches, it is not straightforward to know what brain mechanisms are considered in the model. It could be explored through the selection of factors used in the design of the model or the feature of the input signal used: for instance, when training models with the envelope of the sound signal, it relies on temporal tracking of the sound by the brain, thus it could be assumed that the model would represent temporal processing mechanism and not subprocesses related to pitch |75|. Through the use of different input features linear model can be used as another tool to investigate auditory processing at various levels: either via acoustic or semantic features |39. 75, 76|.

In AAD for speech listening, the feature of interest is generally the audio envelope, which is unsurprising when considering the importance of the temporal cues for speech perception |5, 202|. However, the envelope might not be the best feature for music-AAD. Music listening also relies on temporal cues [112], and it has been shown that linear modeling can also successfully reconstruct musical envelopes (See section 2.4). However, temporal modulations of speech generally differ from temporal modulation of music [79|, which
might influence the modeling processes. In addition, it has been shown that including spectral information as an input of linear models can increase reconstruction accuracy for music reconstruction [47]. Due to these differences in the brain processes between speech and music listening, multiple questions remain to explore the performance of an envelope-based AAD during music listening and how it differs from speech listening. This project aims to provide some answers to these questions.

### 2.6 Toward AAD in audio devices

EEG are non-invasive, small and low-cost, compared to other neuroimaging techniques, making it a suitable candidate for BCI in audio products. However, most of the work done for EEG-AAD, including this thesis, relied on data recorded using a full-scalp EEG system. Such devices are usually bulky, connected to a heavy amplifier, and often gel-based, which is unsuitable for PAD implementation at that stage. The PAD implementation that the users could adopt would require a smaller EEG device, which could be embedded within the PAD, and that would not require using gel.

Several smaller, wireless, dry, and wearable EEG systems designs have been designed in recent years. Some have already been implemented into consumer products for $\mathrm{BCl}^{3}$, gaming ${ }^{4}$, meditation ${ }^{5}$ or sleep ${ }^{6}$. The data quality of such smaller devices is often reduced compared to full-scalp montages [85:144], but depending on the expected measure, they can provide satisfactory results for BCI application or in-the-wild research (e.g. ERP detection [17. 70, 140, 141], spectral analysis |46, 144, 233|).

In the context of BCI for auditory applications, especially for AAD, the optimal design would embed electrodes directly within the audio product: either in the ear canal for earbuds or around the ear for circumaural headphones. Prototypes have been developed for in-ear EEG [131] or around-ear EEG |32|. They both show good performance for the measure of auditory ERP [33, 73, 92, 120|, which is promising for using such small EEG devices in PAD-embedded AAD. With this idea of a neuro-steered audio device in mind, several studies investigated the performances of linear AAD with fewer electrodes and smaller EEG devices through electrode reduction. Overall, they show that the performance of a traditional 64-channel EEG montage can be obtained with a smaller number of electrodes: one study showed that 25 channels are sufficient [163], others concluded that optimal performance could be obtained with 20 electrodes [98, 164|, and in the present project, it has been shown that four well-located electrodes match the performance of a 64-channel

[^3]2. Background


Fig. 8: Map of the 64-channels ull scalp EEG layout used through the present project

EEG montage |206|. Reducing the number of channels can also increase the performance, as it also reduces the presence of irrelevant noise |164|.

The optimal placement of the electrodes is primarily located in the temporal regions, around the ear $|98,170 \cdots 172,206|$. Those regions correspond to the placement of headphones cushion on a listener's head, which would ease the implementation of AAD into headphones. In addition, AAD algorithms have been tested on existing in-ear or around-ear EEG devices. In both cases, the auditory attention decoding is successful, but the decoding performance tends to be reduced compared to full-scalp EEG [93, 122, 162].

## 3 Contributions

### 3.1 Paper A: Cortical auditory attention decoding during music and speech listening

## Summary

At the time of the experiment design, the question of auditory attention decoding for music listening was not widely investigated. The experimental paradigm to use the stimulus reconstruction approach to musical signals was limited to decoding the attention to one instrument in a polyphonic musical piece [9. 47. 113|. Those studies show that auditory attention decoding through stimulus reconstruction is applicable to musical signals. However, such a setup differs from the initial use-case of the current project, where the goal is to decode the attention paid to a musical stream as a whole (e.g., a song, with the accompaniment and voice included in one single auditory stream) in the presence of distracting sound.

Paper A aimed to test the performance of a linear AAD during music listening in the presence of a distracter (either speech or music) and to compare the results obtained to AAD for speech listening in a similar situation. This paper is based on the research question 1. To that aim, listeners were presented with two audio streams, each coming from a different loudspeaker. They could be two musical pieces, two speech streams or one of each. The two sound sources were separated in space (see Figure 9), and both audios were played at an equal perceived loudness of -23 LUFS (Loudness Unit Full Scale). The idea was to have both target and distracter sounds played at a similar level: no physical factor varies across trials. The only factor influencing each trial is the listener's attention, which focuses on one of the sounds while ignoring the other.

## Outcomes

Using linear models based on stimulus reconstruction of the audio envelope, it is possible to reconstruct both the sound where a listener's attention is directed and those that are outside the focus of attention. This effect was achieved for both speech signals and musical signals. However, this study's results showed significant performance variations between speech and music reconstruction, with a reduced reconstruction for musical signals. This effect is consistent for target reconstruction and also for distracter reconstruction. Such results raise multiple questions, and several hypotheses may explain such differences. Exploring these hypotheses became the focus of a second study, presented in PaperD


Fig. 9: Experimental setup for the experiment described in Papers A; B and D

The differences in stimulus reconstruction are important for a future design of a versatile AAD. As the reconstruction accuracy level obtained for target reconstruction for music is comparable to the ones obtained for decoder reconstruction for speech, it could lead to incorrect classification of the target when music and speech are present in the auditory scene. The results of Paper A also highlight the importance of the training of the decoder. The result, both reconstruction accuracy and decoding success are improved when using a decoder that corresponds to the sound under test, especially for music reconstruction. While this effect is not yet completely understood, it must be considered for future implementation of an AAD. It may require having several decoders available, specialised either for speech or music, depending on the content of the auditory scene. The specialisation of the decoder could be achieved by a relevant selection of the data set used for training and also by taking advantage of the cortical differences in cortical tracking for speech and music, either on the temporal factors (See Paper B) or spatial factors (See Paper C).

### 3.2 Paper B: Optimal time lags for linear cortical auditory attention detection: differences between speech and music listening

## Summary

Traditionally, the stimulus reconstruction approach is performed on a multilags model for AAD purposes. In this approach, multiple versions of the EEG data, each delayed by one sample to cover a few hundred milliseconds of lags, are combined for training and testing. Adding lagged versions takes into account the time the brain needs to process the auditory information. While the multi-lagged approach (as used in Paper A) leads to increase reconstruction accuracies [8], training single lags models allows the exploration of temporal variations of the tracking performance over different delays |113, 114, 163, 176]. The motivation for this paper was two-fold:

- Get a better understanding of the temporal aspects of cortical tracking that can inform on underlying mechanisms: differences between speech and music listening and the effect of attention. (RQ 3-1)
- Find time lags that enhance reconstruction for speech and music listening. If differences exist, they could be used to tune specific decoders specialised in either speech or music reconstruction. Tuning the decoder on temporal factor could help to increase the reconstruction performance to counterbalance the variation of performance found in Paper A


## Outcomes

This study confirmed results previously obtained on speech [163, 176| and music listening [113, 114]. Two peaks of increased reconstruction can be found for all stimulus types, which is coherent with the hypothesis of hierarchical processing of the auditory scene (see section 2.3). The first peak is comparable for music and speech and insensitive to attentional factors. It suggests that primary auditory tracking is common for all types of audio stimuli and not affected by top-down attention at early latencies. While attention affects both music and speech tracking at middle/late latencies, the differences in the delay of the second optimal peak suggest that there may be different cortical processing for the attentive tracking of music and speech. Such differences in the timing of cortical tracking might be beneficial to train a music or speechspecific decoder. However, further work is necessary to explore the temporal factor and to evaluate the trade-off of using more focused time lags in an AAD context |8|.

### 3.3 Paper C: Electrodes selection for cortical auditory attention decoding with EEG during speech and music listening

## Summary

As the imagined use case of the project is to advance toward the future development of AAD embedded in PAD, reducing the number of electrodes necessary is essential. The results obtained in Paper A are based on a fullscalp, 64 -channel EEG cap. It seems unlikely that any user would agree to be equipped with such bulky equipment. Therefore, we should reduce the number of electrodes necessary for an AAD and their placement. Several options for smaller EEG devices are proposed in the academic or industrial worlds (See section 2.6). Some, such as the in-ear EEG [148]) or around-ear EEG [32], could be a good fit for PAD, as the placement of the electrodes could fit the shape of earbuds or headphones. However, it is not clear if the placement of electrodes is optimal for cortical AAD.

This paper implemented a data-driven approach to explore how many electrodes can be sufficient to obtain AAD performance comparable to a fullscalp AAD and where they should be placed. Each type of stimuli (music and speech) was explored individually to highlight potential differences in the optimal electrodes' localisations (RQ 3-2). This study also investigated if the placement of optimal electrodes differs for speech or music listening (RQ 4).

## Outcomes

The results obtained through this study are promising for developing AAD for smaller EEG devices, as only four electrodes can perform as well as a fullscalp system. Furthermore, optimal electrodes are distributed mainly in the temporal areas. Considering that the spatial resolution of EEG is poor [44], we could imagine that integrating electrodes into an earbud or cushion of headphones would place the electrodes close enough to the relevant temporal regions to provide satisfying results for a PAD-embedded AAD.

The results also show different lateralisation between speech- and musicoptimal electrodes. It adds to existing work on the hypothesis that lateralised processes are involved in cortical audio processing [5, 94, 247]. Furthermore, it could be used to fit a specialised decoder, which would utilise specific electrodes for either speech or music decoding, which could be of interest to counterweight the reduced performance obtained when a listener is listening to music in the presence of speech.

### 3.4 Paper D: Cortical linear encoding and decoding of sounds: Similarities and differences between naturalistic speech and music listening.

## Summary

The results obtained from the study described in Paper A show that the reconstruction accuracy performance differs significantly depending on the type of signal reconstructed: music can be reconstructed to a weaker extent than speech reconstruction. It is consistent with other work that compares linear models for speech and music listening [249]. Nonetheless, as seen in Paper A. it may cause some issues for versatile AAD, as target music's mean reconstruction accuracy is comparable to a speech distracter's reconstruction accuracy. The study presented in Paper D aimed to explore reasons that could explain these differences between speech and music reconstruction ((RQ 2)). By using speech, music, and mixed stimuli, three hypotheses have been tested: one related to the acoustical properties of the speech signal; one related to semantical content processing; and one focusing on the model design, especially the relevance of using the audio envelope as an input for the linear models. The experiment was designed with a top-down approach. Starting from naturalistic stimuli, this experiment aimed to explore the potential influence of those factors (acoustic, semantic or model design) to untangle and highlight their contribution to the results obtained in Paper A

While the underlying motivation is auditory attention, this second study aims to reduce the impact of the attentional factor and facilitate the auditory task by using a single auditory stream per trial. In the versatile AAD scenario, the attention states might differ depending on the type of target and the combination target/distracter [96|.

In addition to decoding modeling, encoding models were also computed. The encoding models are designed to predict cortical responses from the audio input. The weight of such an encoding system, known as a TRF, can be compared to an ERP [60, 111, 143]. Examining the morphology, amplitude and timing of peak can provide useful information on the cortical processing of each input type.

## Outcomes

The experiment conducted in this paper led to the rejection of all the tested hypotheses. No significant differences have been found between any stimulus types under test. It suggests that contrary to the results obtained for the previous experiment, linear models for stimulus and cortical reconstruction based on audio envelope performs as well for speech and music stimuli. It is encouraging for the development of AAD, as, in theory, it should work for
both types of stimuli, and the audio envelope is a good predictor of neural entrainment.

Notwithstanding those results, the results obtained in Paper A remain unexplained. Further investigation should look into other hypotheses to understand why the performance is reduced for active listening. The effect of the task should be investigated: both the target type and distracter task interaction as well as the type of listening (active/passive or for information gathering, entertainment or just as background). It could influence attention, listening effort, environmental awareness, or distraction. All those factors are likely to influence the cortical tracking of the different streams of the sound scene.

In addition to the reconstruction results, the TRFs have been compared between types of listening material. The comparison of TRFs obtained revealed differences between speech and music listening. It could indicate a difference in the cortical processes involved in speech and music.

## 4 Summary \& Conclusion

The goal of this project was two-fold:

- Investigate how auditory attention could be decoded from the brain during music listening in noisy environments.
- Explore how auditory attention decoding and cortical temporal tracking differ between music and speech listening.

At the beginning of the project, following a literature review and pilot experiment, the project focused on the use of backward linear models for AAD. This approach, which relies on reconstructing some audio features from neural signals, has succeeded in both speech and music reconstruction and is effective for AAD in cocktail-party scenarios. However, at the start of this project, it has yet to be tested in situations where listeners may want to listen to either speech or music. This approach also has the advantage of enabling the analysis of continuous cortical recordings. It allows using ecologically valid stimuli such as existing music and natural speech. Due to the industrial context of the current project, the ecological validity of the experiment design and the stimuli used was important: to investigate fundamental phenomena and evaluate the feasibility of future implementation of this research.

The first step of this project aimed to fill this research gap. An experiment was designed to test how such a cocktail-party AAD algorithm performed during music listening (RQ 1, Paper A). The results show that the stimulus reconstruction approach can successfully reconstruct speech and music, leading to a positive answer to the first research question. However, differences emerge between the two types of sounds. Music, overall, was reconstructed to
a lower extent than speech, and these differences had a detrimental influence on the performance of the AAD when this attention was directed to music. The results are consistent with previous findings $|114,249|$. But it led to a new question, the RQ 2: what is causing such differences between speech and music reconstruction?

Several hypotheses have been formulated to explain such differences, either based on the acoustic differences between speech and music, high-level factors carried by the signal, specificity of the models constructed, or cognitive factors. A second experiment was designed to test some hypotheses (Paper D). Due to the many factors that may influence the results, this experiment was conceived with a top-down approach. The goal was to highlight some factors' putative influence (or lack of influence) to enable further research on the influential factors. Results lead to the rejections of all hypotheses under test and suggest that obtaining similar reconstruction accuracy for both speech and music is possible. While such results were not expected, especially as they seem to contradict the effect observed, they show that for AAD, the use of envelopebased linear AAD can be suitable for musical-cocktail party scenarios.

In parallel to the results on stimulus reconstruction, supplementary analyses were conducted to explore differences between the models for speech and music listening, as stated in RQ 3. On the data from the first listening experiment, spatial (Paper C) and temporal (Paper B) patterns of the performance of music-fitted and speech-fitted models were compared. On the data from the second experiment, forward models were used to compare the TRF for each listening condition (Paper D). All those results conclude that the cortical mechanisms captured by the models differ between speech and music listening. Those results aligned with existing literature on how the brain processes involved in music and speech perception differ ( see section 2.5).

Overall, this project significantly contributes to research on music and speech listening. The findings highlight the differences in cortical mechanisms involved in processing these two types of sounds. The employed modeling approach enables the exploration of cortical responses during extended audio stimuli, underscoring the presence of speech/music differences during naturalistic listening.

From an innovation and industrial standpoint, the project's results are promising. The neural tracking and cortical modeling methods successfully reconstructed temporal features, particularly the envelope, for both music and speech above chance levels. The results suggest that the envelope-based cortical model performs similarly well for music than speech. This indicates the potential for further exploration and development of auditory attention decoding technologies that could be incorporated into portable audio devices. In addition, results from Paper C, based on RQ 4. showed that AAD does not require electrodes distributed on the whole scalp of the user and that good performance can be obtained with a smaller number of electrodes, both
for music and speech listening. Furthermore, the optimal placement of the electrodes corresponds to the standard placement of headphones' cushions, which can ease the implementation.

However, several questions remain unanswered. The differences observed between music-AAD and the speech listening scenario, consistent with previous studies [114. 249], still require further explanation. Although some hypotheses were ruled out in this project, the underlying phenomenon warrants continued investigation in future research.

### 4.1 Future Work

The second experiment (Paper D) showed that differences in reconstruction accuracy are not driven by acoustic or semantic aspects of the input stimuli nor by choice of feature for the model design. However, the speech/music differences observed in Paper A remain unexplained. One of the hypotheses that have not been explored is that the listener's attentional state may vary between speech and music depending on the nature of the distracting sound (speech or music). This effect can be observed in the subjective rating presented in Paper A: e.g. background music is less distracting than speech when attending to a speech signal. One may also speculate that, despite the instruction and participant feedback, the listeners' attention was not always focused on the target signal [123, 151|. As seen in section 2.1. music listening is often used as a background activity and may not require the same attentional level compared to speech listening. In the experiment described in Paper A, the difference in AAD performance might be because listeners were able to direct their attention to it and ignore the distracter when the target was speech. When the target was music, especially with speech distracters, the attention might have been more divided to allow some tracking of the background speech (both perceptually and on the cortical level) |115|. Nevertheless, this hypothesis is mostly putative at that stage. Further research would be needed to explore the attentional state during music and speech listening in such situations. It would also be interesting to look at the different modes of listening (e.g., active, passive, background listening, for information gathering or entertainment ) in noisy situations to better understand the mechanisms (perceptual or neural) in place during everyday music listening.

Using linear models can be useful to explore the neural mechanisms during such naturalistic listening, as it can be used with continuous cortical recording. For instance, the present work shows differences between speech and music listening when training models with temporal cues (i.e., envelope). Future work could expand this investigation by exploring the influence of other cues (e.g., spectral, spatial) on the modeling of cortical activity. It could be a step toward better comprehending the cortical mechanisms involved in auditory perception, and untangling when and where auditory processing differs
between speech and music. It could also help to enhance the performance of reconstruction or prediction accuracy of the linear model by, for instance, incorporating multiple audio features as the audio input.

Concerning the idea of a versatile AAD that could be integrated into PAD, future work may focus on improving attention decoding performance. While the results obtained in Paper A demonstrate the feasibility of attention decoding (with success rates of 70 to $80 \%$ ), it may be insufficient to ensure the user adoption of such technology. To that aim, several tracks could be explored. One could be to enhance the performance of the decoding through different model designs or by combining several modeling approaches: non-linear models or canonical correlation analysis (see section 2.1). The specificities of music and speech modeling could also be used to enhance the performance of an AAD, both in the temporal factor, as seen in Paper B, and spatial, as seen in Paper C. Using either specific time-lags or subsets of electrodes could maximise the performance, and it would be interesting to see combining those spatial and temporal aspects to see how it influences the results. Another way would be to explore other physiological or cortical measures of attention that could be combined with the AAD to increase the decoding robustness. For example, spatial decoding of attention (is the listener attending to a sound coming from the left or the right) could be an interesting addition to AAD, either through eye gaze |189| or alpha power lateralisation |21,110|. It also has to be noted that all the work done in the present project relied on subject-independent models, where models were trained with a dataset from several participants, as the focus of the project was to investigate general differences between types of auditory input. Training individualised models fitted to a specific listener has been shown to improve decoding accuracy [61. 176]. This aspect should also be considered for potential implementation, with some unsupervised learning that could adapt to individual users [100].
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#### Abstract

It has been demonstrated that from cortical recordings, it is possible to detect which speaker a person is attending in a cocktail party scenario. The stimulus reconstruction approach, based on linear regression, has been shown to be useable to reconstruct an approximation of the envelopes of the sounds attended to and not attended to by a listener from the electroencephalogram data (EEG). Comparing the reconstructed envelopes with the envelopes of the stimuli, a higher correlation between the envelopes of the attended sound is observed. Most of the studies focused on speech listening and only a few studies investigated the performances and the mechanisms of auditory attention decoding during music listening. In the present study Auditory Attention Aetection (AAD) techniques, that have been proven successful for speech listening, were applied to a situation where the listener is actively listening to music, concomitant with a distracting sound. Results show that AAD can be successful for both speech and music listening, while showing differences in the reconstruction accuracy. The results of this study also highlighted the importance of the training data used in the construction of the model. This study is a first attempt to decode auditory attention from EEG data in situations where music and speech are present. The results of this study indicate that linear regression can also be used for AAD when listening to music if the model is trained for musical signals.


## 1 Introduction

In complex sound scenes, human beings have the ability to segregate sound streams and to focus their attention on one of the multiple sounds present |1|. A considerable amount of literature has been published on this ability, often called the cocktail party effect $[2,3]$. These studies particularly focus on situations where multiple speech signals are presented to a listener. However, less research has explored this effect where music is also present.

The last two decades have seen a growing trend toward auditory attention decoding (AAD) from neuroimaging, as a way to understand the underlying mechanisms and as a potential application for future brain-computer interface (BCI) or neuro-steered hearing assisting devices $[4,5 \mid$. Auditory attention has been shown to induce neural responses $|6-8|$, for example by modulating some neural frequency bands $|9|$, or by reshaping neural events [10|, both during speech listening |11| or music listening [12-14]. These variations in eventrelated potentials (ERP) can be used to decode auditory attention [12, 14, 15], but present several limitations. One of these limitations is the requirement of the specific onset of the auditory signal, while another challenge is the noisy nature of the neural signal. Those limitations rise the need for several repetitions of the task to extract useful ERP for hearing assistive BCI.

AAD has also been explored by looking at the mechanisms of neural entrainment. Some acoustic features of the audio heard, such as the temporal envelope of the audio signal heard by a listener, are tracked by the brain |16|. It led to new methods to analyse cortical responses due to continuous audio stimuli based on linear (or non-linear) models that estimate: either the neural response from the audio signal (encoding) |17]; or the audio signal from the cortical response (decoding) |18-20|. The decoding process, also known as the backward method or stimulus reconstruction method, has been demonstrated to be sensitive to auditory attention: when the listener focuses on one source of sound in a complex auditory environment, the cortical tracking of that attended sound is increased compared to the tracking of the unattended sounds $[17,19 \cdots 21]$. Several studies have demonstrated this influence of attentional factors, from magnetoencephalography |22], intracranial EEG [23| and intensively from scalp EEG [5, 20, 24-28]. Most of these studies are based on speech listening scenarios, where listeners have to solve cocktail party effects with often two competing speech streams.

The stimulus reconstruction approach has recently been successfully applied to reconstruct musical signals [29-32] but to a lesser extent than speech signals |32,33|. AAD has also been applied to music, where the goal was to decode attention directed towards individual instruments in a multi-instrumental musical piece [4,34,35]. This new research focus is relevant as music is often present in natural sound scenes, either as a distracter or as a target of attention. Therefore, performance and potential specificities of the stimulus reconstruction method in a so-called "musical cocktail party scenario" could be explored in a context where multiple sounds that are speech or music are present and compete for the listeners' attention.

The present study investigated the performance of auditory attention based on a linear stimulus reconstruction method in a musical cocktail party scenario. The primary goal of this study is to test the performance of an AAD based on previously used methodology in a listening situation that includes music. In the experiment, participants listened to a target sound which was either speech or music, in the presence of a competing distracter sound, which was also either speech or music. During the listening task, the participants' cortical responses were continuously measured with high-density EEG and used to train a linear model that was then used to reconstruct the target stimuli and decode attention. The experimental strategy was designed to test the hypotheses that the temporal envelope of the target signal can be reconstructed regardless of whether it is speech or music, and with an accuracy above chance level; this decoding approach can be successfully used to decode attention in a musical cocktail party scenario.

## 2 Methods

### 2.1 Participants

Thirty-five participants ( 14 females), aged between 21 and 33 year-old (mean=26,29) took part in the experiment. No participants reported a known history of neurological disorder or hearing loss. Apart of the three participants who were native English speakers, all the others had working experience or followed education in English. The participants were compensated for their participation and written informed consent was obtained from all the participants. After recording, two participants were excluded from the data due to poor data quality in the raw data, and thus not used for further analysis (due to the large number of artefacts that contaminate every trial).

### 2.2 Procedure

Each participant undertook 32 trials of one minute each. In each trial they were presented with two different sound streams coming from separate loudspeakers. The loudspeakers were separated in space in front of the listener (+/-30 azimuth). For each trial, participants were asked to pay attention to one of the sounds (the target), while ignoring the other sound (the distracter). The target, as well as the distracter, could be either speech or music (see figure A.1).


Fig. A.1: A trial started with a visual cue that indicates which sound is the target. Right after, the two sound streams start with a 2 s offset, to help the participant to focus on the target. Participants listen to the two concurring sounds for 60 s . At the end of each trial, participants have to answer two questions.

Before starting the task, the participants did a training trial consisting of a trial similar to the real one with stimuli that were not later reused in the study. They had the opportunity to repeat this training as many times as they wanted and to ask questions about the task before starting. At the end of each trial the participants answered two questions related to their attention level and the quality of their listening experience. Both questions were rated on a
continuous scale with endpoint labels offset 1.5 cm after the start and before the end of a 15 cm long scale.

- "How difficult was it to focus on the target stimuli?"- Endpoint labels: Easy and Difficult
- "How would you describe your listening experience?"- Endpoint labels Bad and Excellent

The subjects could take a break between trials. The participants were instructed to keep their gaze fixed on a cross in the middle of the screen for the entire duration of each trial and asked to minimize body movements and blinking.

### 2.3 Stimuli

Four categories of stimuli were used, divided into two types (music and speech), with each type separated into two genres.

- Piano Music: 8 excerpts of mono instrumental pieces played on a piano
- Electronic music: 8 excerpts of polyphonic pieces of instrumental electronic music
- Speech female: 8 excerpts of an audiobook read by a woman in English
- Speech male: 8 excerpts of an audiobook read by a man in English

Each excerpt was one minute long, and the participants actively listened to the target throughout the whole minute. Participants listened to the same type of target for a full block (e.g. first a block of 8 trials of Piano Music, then a block of 8 trials of Speech female). The order of the block was randomized across participants.

In the same trial, the target and the distracter could both be music, speech, or one of each type. Each excerpt was used only once as a target. Distracters were so that a balanced number of trials across conditions was obtained. For each trial, the distracter was randomly drawn from the pool of the relevant genre. In the case where both the target and distracter were music in a trial, the two excerpts could not belong to the same musical genre (e.g., target = piano music \& distracter = piano music).

### 2.4 EEG data acquisition and pre-processing

The experiment was carried out in a single session for each participant. Continuous EEG data were recorded at 512 Hz using a 64-channel g.HIampResearch system (g.tec Medical Engineering GmbH, Austria). The electrodes
were placed on the scalp according to the 10-20 international system. The impedance of each electrode was maintained at lower than 5 kOhms .

After data collection, pre-processing of the data was carried out using EEGLAB v2021.1 |36|. The EEG data were referenced to the average of all scalp electrodes. The EEG channels contaminated by noise were visually inspected and interpolated from neighbouring electrodes. Independent Component Analysis (ICA) was run from EEGLAB and the automated detection plugin [37| allowed to remove the artefacts related to eye blinks or eye movements. The EEG data were bandpass filtered between 1 and 8 Hz and downsampled to a sampling rate of 64 Hz . The choice of cutoff frequency was based on previous studies on cortical stimulus reconstruction done on speech signal [20]. The influence of cutoff frequency was also tested on the present dataset: the results obtained support the importance of the $1-8 \mathrm{~Hz}$ frequency range for both speech reconstruction and music reconstruction (See Supplementary Material). The trials where the artefacts were too significant were discarded (e.g., movements). The discarded data correspond to $7,68 \%$ of the total data.

For the signals, amplitude envelopes from both target and distracter were extracted using a Hilbert transform and then downsampled to the same sampling rate of 64 Hz . Examples of the envelopes for speech and music can be seen in Figure A.2. The shape of envelopes for speech and music differ due to the nature of the signal: for speech signal, due to the pause between words, the envelope tends to drop to zero and show a greater depth of modulation, compared to music envelopes.


Fig. A.2: Example of 3 seconds of an envelope for speech and music.

### 2.5 Stimulus reconstruction and attention decoding

The decoding of auditory attention from the EEG signal was done with a conventional stimulus reconstruction method [17. 19. 20|. With this method, the EEG signal is used to reconstruct an estimate of the input stimulus through a linear reconstruction multi delay model. This model maps the cortical activity measured with the EEG to the stimulus envelope, as follows:

$$
\begin{equation*}
s^{\prime}(t)=\sum_{n} \sum_{\tau} g(\tau, n) R(t-\tau, n) \tag{A.1}
\end{equation*}
$$

where $s^{\prime}$ is the reconstructed envelope, $R(t-\tau, n)$ is the EEG response at time $(t-\tau)$ for electrode $n$, and $g$ is the linear model, which is a function of electrode n and time lags $\tau$. The time lags $\tau$ cover the interval from 0 ms to 500 ms post-stimulus, in order to take into account time lags that have been shown to influence AAD for both speech [20| and Music |32|. The model g can be estimated by minimizing the mean squared error between the original and the reconstructed envelopes, which can be solved analytically using ridge regularization methods [21|:

$$
\begin{equation*}
g=\left(R^{T} R+I \lambda\right)^{-1} R^{T} S \tag{A.2}
\end{equation*}
$$

where $I$ is the identity matrix, and $\lambda$ is the regularization parameter used to prevent overfitting |19. 21|. The hyperparameter $\lambda$ was estimated through a cross-validation approach, as described in |17|. This test was run for each separated subset of data (target $=$ speech female, target $=$ speech male, target $=$ music electronic, and target $=$ music piano), in order to assure that the regularization factor is optimized for each stimulus type. For those 4 categories, the optimal regularization factor that produced the highest reconstruction accuracy was similar at $\lambda=10^{5}$.

The reconstruction accuracy is measured by calculating the Pearson's $r$, the correlation coefficient, between the original target envelope and the reconstructed one $\left(r_{\text {target }}\right)$. The correlation between the reconstructed envelope and the envelope extracted from the distracter was also calculated ( $r_{\text {distracter }}$ ). The correlation is calculated with an entire trial, corresponding to 60 seconds of the reconstructed envelope and 60 seconds of the original envelope.

For each reconstruction, the attention decoding was evaluated by comparing the two correlation coefficients. A trial was considered successfully decoded if the reconstructed envelope had a greater correlation with the target envelope compared to the correlation with the distracter envelope (i.e., $\left.r_{\text {target }}>r_{\text {distracter }}\right)$. For the present study, the stimulus reconstruction approach was done using a custom-made analysis script, on Matlab R2021a.


Fig. A.3: Schematic summary of auditory attention decoder

### 2.6 Model training

For each trial, a leave-one-out cross-validation method was used to train the models. Each trial was decoded using a model obtained by averaging the parameter of the models trained on all other trials. Through this experiment, several types of models were used, all created with different sets of training data:

- Trained on all: All trials, both when the target is speech and music, minus the one under test, are used to calculate the models.
- Trained on the same type and the same genre: Congruent model, where all trials where the target is of the same type and the same genre as the one under test (e.g., Piano music), minus the one under test, are used to calculate the models.
- Trained on the same type: All trials where the target is of the same type as the one under test (either music or speech), minus the one under test, are used to calculate the models.
- Trained on opposite type: All trials where the target is not of the same type as the one under test are used to calculate the models.


## 3 Results

Two measures were used to assess the performance of the auditory attention detection. The first one is the success rate of the attention detection, which corresponds to the percentage of trials that were successfully decoded. To that aim, the correlation between the reconstructed envelope is compared to either the target's envelope ( $r_{\text {target }}$ ) or the distracter's envelope ( $r_{\text {distracter }}$ ). A trial is successfully decoded when the correlation of the reconstructed envelope with the target is greater than with the distracter ( $r_{\text {target }}>r_{\text {distracter }}$ ). This success
rate can indicate if the model allows decoding auditory attention better than chance. Chance level is calculated by taking the mean and the confidence interval of a binomial distribution with a success chance of $50 \%$, corresponding to a random binary decision.

Following that, the reconstruction accuracy was also investigated, which corresponds to Pearson's correlation coefficients between the reconstructed envelope and the target envelope. The goal is to investigate if the linear model can reconstruct the target envelope better than chance, and then explore potential differences between the reconstruction of musical envelopes compared to the reconstruction of speech envelopes.

To establish the chance level all conditions were compared with a "random reconstruction accuracy". The random reconstruction accuracy was calculated with a reconstructed envelope and an unrelated original envelope: e.g. the envelope of the target used for trial 1 of Subject 1, where the target was piano music, was correlated with the envelope reconstructed from trial 14 from Subject 6, where the target was female speech. The pairing between the original and reconstructed envelopes was randomized. Following that, permutation tests were used to compare the reconstruction accuracy for each condition to the random reconstruction accuracy, with 10000 permutations. For each condition, sample sizes used for the calculation of actual accuracy and random accuracy were equal.

### 3.1 Congruent Model

The models were first calculated with training data picked only from trials where the target was similar to the trial under test, i.e. of the same type and same genre. By using condition-specific reconstruction filters, the assumption is that the models were not influenced by other listening conditions and would be fitted to each specific trial. The highest decoding success rate is obtained when the target of attention is speech, either when the distracter is music (Success rate $=81.43 \%$ ) or when the distracter is speech (Sucess rate $=73.52 \%$ ). When the listener is actively listening to music, the success rate of the AAD is a bit lower, at $70.76 \%$ when the distracter is also music, or $67.19 \%$ when the distracter is speech.

## Success Rate

As shown in Figure A.4, when using a congruently trained model, auditory attention can be successfully decoded, above chance level (chance level interval $=43.89 \%$ to $56.11 \%$ ), for all listening conditions.


## Conditions

Error Bar $=95 \%$ CI

Fig. A.4: Success rates across conditions obtained with models trained on the same type and same genre as the target - Chance level is indicated by dashed gray lines

## Reconstruction accuracy

For all conditions, reconstruction accuracy was significantly higher than the random reconstruction accuracy ( $p<0.0001$ ), suggesting that for all listening conditions, stimulus reconstructions are feasible above chance level.

To explore differences between reconstruction accuracy across conditions, Anova based on general linear model was performed to explore the main effect of fixed (listening conditions). Participant was included as a random factor.

When comparing across conditions, the ANOVA shows a significant effect of listening conditions $(F(3,998)=25.980, p<0.001)$, with significant differences, calculated by posthoc comparisons with Bonferroni corrections, between both of the "target music" conditions and the "target speech" conditions ( $p<0.001$ ). Significant differences were also found between the two "target speech" conditions ( $p=0.004$ ). These results suggest that the stimulus reconstruction approach can better reconstruct the target stimulus when the listener is listening to speech compared to situations where the listener is listening to music, especially when the distracter is a musical sound (see figure A.6-A).

### 3.2 Other training conditions

In a second analysis, the training of the model was also considered to evaluate the success rate and the reconstruction accuracy when using models trained on various types of sounds. The goal of this analysis is to explore the influence of the training data on the performance of the model.

## Success Rate

Figure A. 5 shows the success rate of auditory attention decoding when using models that are differently trained. For the "target speech" conditions, the success rate appears to be unaffected by the training data use, apart from the "trained on opposite type" condition. In that condition, the auditory attention model performs around the chance level, suggesting that in such a case, the auditory attention cannot be successfully detected. For the other conditions when the target of attention is music, the training of the model influences the performances.

For the "target music \& distracter music" condition, only the most congruent condition (trained on the same type and same genre) allows for successful decoding, while all the other training conditions perform around the chance level. For the "target music \& distracter speech" condition, while both congruent training conditions perform above chance level (trained on the same type and same genre and trained on the same type), for the two other conditions the success rate is considerably low. The low success rate, below chance level, suggests that in these cases, the model tends to reconstruct the distracter better than the target. The poor success rate observed, in this condition suggests that a general decoder, trained on both speech and music tends to be biased toward speech reconstruction.


Conditions
Error Bar $=95 \%$ CI

Fig. A.5: Success rates across conditions obtained with differently trained models - Chance level is indicated by dashed gray lines.

## Reconstruction accuracy

As for the congruent models, reconstruction accuracy was significantly higher than the random reconstruction accuracy ( $p<0.0001$ ), for all conditions, and
for both target reconstruction accuracy and distracter reconstruction accuracy. It suggests that for all listening conditions, stimulus reconstructions are feasible above chance level, either with the target or with the distracter.

A three-way ANOVA based on general linear model was calculated with both listening condition and model training as fixed factors and participants as a random factor. Main effects and interactions between fixed factors (Listening Condition x Model Training) were explored, and residuals were checked to be normally distributed. Results showed significant effects of both Listening conditions $(F(3,4088)=118.293, p<0.001)$ and Training conditions $(F(3,4088)=96.642, p<0.001)$. A significant interaction between the two factors was also found $(F(9,4088)=7.065, p<0.001)$. (See figure A.6-A for results) These results suggest that when the target of attention is speech, the reconstruction is less precise when using a model trained on different types of signals (here trained only on music). For all other training conditions, reconstruction performances are equivalent. When music is the target of attention, the training of the model influences the results. Training on an incongruent model, with only trials from a different type, decrease the reconstruction performance, for speech. Contrary to the "target speech" conditions, here using a model trained on the same musical genre increase the reconstruction performance compared to a generic musical model ("trained on the same type"), or a generic model ("trained on all").

Figure A.6-B shows the correlations obtained when calculating the correlation between the reconstructed envelope and the distracter envelope. First, it can be observed that the results obtained are above chance level, for all conditions. That suggests that it is also possible to reconstruct sounds that were heard, but not actively focused on. However, for most situations, this reconstruction is lower, as the correlation with the original envelope is smaller, indicating that the distracter sound can also be reconstructed, but to a lesser extent than the target.

The situation is different when the target is music and the distracter is speech. In that case, when the model is trained only on musical signal ("trained on the same type" or "trained on the same type and same genre"), the reconstruction accuracy for the distracter is lower than the reconstruction accuracy with the target, and follow a similar trend compared to the other listening conditions. When the model is trained on speech signal ("trained on opposite signal" or "trained on all"), the reconstruction accuracy of the distracter is greater. It is still lower than the target reconstruction accuracies obtained with speech as a target, but on average greater than the target reconstruction accuracy obtained with music as a target. This suggests that when trained with speech signals, the model may be biased towards speech reconstruction, which can also explain the poor success rate obtained for the conditions where music is a target, speech is a distracter, and the model is trained on speech.


Error Bar= 95\% CI

Fig. A.6: Reconstruction accuracies across conditions obtained with differently trained models, between A- reconstructed and target stimuli ; B- reconstructed and distracter stimuli - Chance level is indicated by dashed gray lines.

### 3.3 Effect of size of training set

In the aforementioned analysis, the size of the training set differed: as the general model used all available data, the training dataset is larger than for the model trained on only a subset of data (e.g. congruent models trained on one specific type and genre). This approach was chosen to optimize training by using as much data as possible. However, this difference in the size of the training sets may influence the conclusions of the current study. To control this factor, the success rates for AAD were recalculated with models trained on smaller training sets, to ensure that all training subsets were of equal size (i.e. the models were trained on 252 trials of one minute). For each training condition, the training subsets were randomly selected from the available training data. During the selection, the type of data was controlled to ensure a bal-
anced distribution of conditions in the smaller training set (e.g. for the subset selection for a model trained on both speech and music, the number of trials where Target $=$ Music is equal to the number of trials where Target $=$ Speech $)$. An exact McNemar's test was used to test if the success rates obtained with equally-sized training sets differ from the success rates from unequally-sized training sets. The test determined that there were no significant differences between the two conditions ( $\mathrm{p}=.275$ ).

### 3.4 Subjective ratings

Two-way mixed model ANOVAs were conducted to examine the effect of condition and participants (included as a random factor), as well as the interactions, on the subjective ratings of the participants, attention and quality of listening experience (QoLE), residuals were checked to be normally distributed.

For attention, significant effects were found for the condition factor $F(3,998)=$ 20.081, $p<0.001$. For QoLE, significant effects were found for the condition factor $F(3,998)=48.618, p<0.001$. This suggests that while there are differences between the conditions in term of difficulty to focus on the target stimuli and quality of listening experience, it also varies across individuals. Results can be seen in figure A.7.

In order to explore a potential link between cortical reconstruction accuracy and subjective ratings, Pearson's correlations have been run between the reconstruction accuracy values and the subjective rating. For the attention ratings, a small but significant correlation has been found with the reconstruction accuracy $(r(5168)=0.052, p<0.001)$. Similarly, the ratings of QoLE ratings are slightly correlated with the cortical reconstruction accuracy $(r(5168)=0.042, p=0.003)$.

## 4 Discussion

This study attempts to decode auditory attention from continuous cortical responses, measured with EEG, in a musical cocktail party scenario. Participants were presented with two streams of sounds simultaneously, which could be either speech or music, and asked to focus on one of the sounds (target) while ignoring the other (distracter). A linear regression method that maps the cortical data to the audio signal was used to reconstruct the input stimuli and the reconstruction was used to decode the attention of the listener.

For each trial, the attention decoding was done by comparing the reconstructed envelope with both the target envelope and the distracter envelope. As the stimulus reconstruction approach has been shown to be sensitive to selective auditory attention, it was hypothesised that the reconstructed envelope should correlate better with the envelope of the target stimulus compared to
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Fig. A.7: Subjective ratings across conditions, mean and $95 \% \mathrm{CI}$ across participants.
the correlation with the distracter stimulus, irrespective of the type of target of distracter (music or speech).

When tested on a congruently trained model (i.e., trained and tested on trials with the target of the same type and genre), auditory attention can be successfully decoded for all listening conditions, above chance level. The type of data used for the training of the model also impacted the success rate of the decoding. When the target of attention was speech, all training conditions lead to successful decoding, with an equivalent success rate, except for one condition. If the model was trained only on musical trials and tested on speech, the success rate dropped around the chance level. In this condition the decoding was unsuccessful.

When the target of attention was music, results also vary across conditions depending on the type of distracter. If the target was music, and the distracter was also music, only the congruent training (same type \& same genre), leads to successful decoding. All the other training conditions perform around chance level. However, when the target was music and the distracter was speech, both congruently trained models (model trained on the same type \& same genre, as well as model same type) perform above chance level. However, when the training set also includes speech data, the success rate dropped considerably. For the "trained on all" and "trained on opposite type" (i.e., here trained on speech), the success rate was below chance level (23.95-30.53\%), which suggests that the model reconstructs better the distracter than the target. This finding was unexpected and suggests that, in these conditions, the model is more influenced by aspects specific to speech than by aspects related to auditory attention.

For all listening conditions, the values of reconstruction accuracies obtained are better than chance. It suggests that, even when multiple sounds are present in a sound scene, the linear regression approach can be used to reconstruct the stimulus that a listener is attentive to, both when this stimulus is speech and music. These results, especially the order of magnitude of the reconstruction accuracy obtained through this study, are consistent with previous work on auditory attention decoding using linear regression during a cocktail party scenario with only speech [20,26,28], or previous work using this reconstruction approach during music listening |29. 34, 35|. Reconstruction accuracies are overall greater when the target of attention was speech compared to the trials where the target of attention is music. This difference in tracking accuracies matched those observed by $|33|$. In addition, the results showed that the training of the model can influence the reconstruction accuracy. An incongruently trained model (e.g., a model trained on music and tested on speech), significantly reduces the reconstruction accuracies. When the target of attention is music, the reconstruction accuracy seems to be more sensitive to the training of the model: The reconstruction accuracy is significantly higher when decoded with a model trained only on the same musical genre, compared to the other models (i.e., trained only on music trials, but including also other musical genres, or trained on both speech and music). Nevertheless, it is coherent with the results obtained for the success rate of attention decoding. This difference might be greater than the difference due to the auditory attention, leading to a better reconstruction of speech than music, even if the attention was directed to speech.

The difficulty of the task and the difficulty of attending to the target stimulus might influence the decoding performance, as the attention of the listener might not be perfectly on the target during a challenging trial. However, the correlation between subjective ratings of attention and reconstruction accuracy has been found to be small. This difficulty in attending to the target might
explain the small decrease in performance for speech listening in presence of speech compared to speech listening in presence of music. It is, however, different for the situation where the target of attention is music and the distracter speech. While being rated easier than the speech on speech or music on music situation, the decoding performances are worse. More research would be needed to explore the relationship between cortical reconstruction accuracy, the difficulty of the task and listening effort. The fact that participants were not native English speakers may also influence the neural response (and thus the reconstruction accuracy), or modulate how they attend to the speech signal |38].

The choice of the bandpass filter ( 1 to 8 Hz ) might also have influenced the reconstruction accuracy, as it has been shown that the cortical tracking of sound differs between speech and music listening at lower frequencies |33|. This study aimed to test an AAD method, that has previously proven successful on speech listening, on a music listening task. However, that means that the method and the parameters have been optimized for speech, and may be suboptimal for music. Further research should be undertaken to investigate how the performances are influenced by some of the signal or model parameters such as filtering of the EEG data, and choice of audio features used in the AAD . In order to increase reconstruction and attention decoding performances for music listening, further work could also explore stimulus reconstruction based on other audio features than the envelope, that may be better tracked by the brain during music listening such as mel spectrogram [34| or notes onset timing [29|. For music listening, it also has been suggested that spectral modulation plays a greater role than temporal modulations |39|. The open questions that arose after this study are: to what extent the parameters used for the models (such as the audio features) maximize the reconstruction for speech compared to music; and if there are other parameters that can be more suited for music reconstruction.

The differences between speech and music conditions, both in reconstruction accuracy and success rate could also be due to separate cortical processes for speech or music listening, involving different parts of the brain |40]. In the context of stimulus reconstruction, when trying to maximize reconstruction accuracy, differences were found between speech and music listening for the optimal latencies [41| and the selection of the electrode |42]. These results suggest temporal and topographic variations that could indicate the presence of differences in cortical processes activated during speech or music listening. Additional studies would be needed to investigate further the temporal and topographic variations during cortical music and speech processing.

Furthermore, the reconstruction accuracy results might be due to an enhanced cortical tracking for speech compared to music, which would be in line with the recent findings by [33|. Differences could be related to some brain processing specific to speech, or they could be due to some acoustical
aspects specific to speech signals. Another potential explanation, as suggested by |33], is that these differences may be linked to some speech-specific features, such as phoneme processing [43| or phonotactic probabilities [44| or semantics aspects $|45|$ that could increase the cortical tracking of speech and thus lead to greater reconstruction accuracy. Aspects related to the signal itself might influence the differences obtained for signal reconstruction. The shape of the envelopes differs between speech and music. For speech, due to the pause between words, the envelopes go down to zero, followed by sharp jumps to high amplitude a the beginning of a new word. For the music envelope, the envelopes are more "flat", resulting in a lower dynamics range (see Figure A.2). Further studies, which take these variables into account, would be needed to get a better understanding of cortical auditory tracking, and variations between speech and music, in order to untangle how different aspects of speech influence the reconstruction accuracy.

Independent of the underlying factors influencing the reconstruction accuracy, the present results should be considered when designing a versatile AAD, especially in cases where both speech and music could be the target of attention. Due to the difference in reconstruction accuracy observed between speech and music reconstruction, the current decision criteria (i.e., comparing the reconstruction accuracy for both target and distracter) may not be suitable as it does not take into account these differences. Other approaches, for instance, using thresholds to classify between target or distracter, might be more appropriate (e.g., the reconstruction accuracy should be above a music threshold to be considered as a target of attention if there is music in the sound scene). Thresholds could also be used to correct the bias toward speech found in the general model (i.e., trained on both speech and music) to ensure that the apriori probability for a trial to be classified as speech or music is equal. While this approach would be interesting to develop AAD, it is outside the scope of the present study to determine such thresholds: more data and more diverse situations would be needed to explore and determine relevant thresholds. In addition, for AAD implementation, using threshold would require knowledge about the sound scene when using the AAD, such as an acoustic scene classification to inform about the presence of speech or music in the sound scene to decode.

Overall, this study shows that auditory attention decoding is feasible for musical cocktail party scenarios, both during active speech listening and active music listening. However, for music listening the decoding model needs to be fitted to the target stimulus. This is a limitation for the potential applications of such technologies, as it would be necessary to know the type of stimuli present in the sound scene to apply the right model. Future work could further explore the differences between speech listening and music listening for auditory attention decoding, to gain knowledge about the underlying mechanisms for both music listening and speech listening and attempt to improve
the performance in AAD during music listening.
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#### Abstract

In recent decades, there has been a lot of interest in detecting auditory attention from brain signals. Cortical recordings have been demonstrated to be useful in determining which speaker a person is listening to a mixed variety of sounds (the cocktail party effect). Linear regression, often called the stimulus reconstruction method, shows that the envelope of the sounds heard can be reconstructed from continuous electroencephalogram recordings (EEG). The target sound, to which the listener is paying attention, can be reconstructed to a greater extent compared to other sounds present in the sound scene, which can allow attention decoding. Reconstruction can be obtained with EEG signals that are delayed compared to the audio signal, to consider the time for neural processing. It can be used to identify latencies where the reconstruction is optimal, which reflects a cortical process specific to the type of audio heard. However, most of these studies used only speech signals and did not investigate other types of auditory stimuli, such as music.

In the present study, we applied this stimulus reconstruction method to decode auditory attention in a cocktail party scenario that includes both speech and music. Participants were presented with a target sound (either speech or music) and a distracter sound (either speech or music) while continuously recording their cortical response during the listening with a 64-channels EEG system. From these recordings, we reconstructed the envelope of the stimuli, both target and distracter, by using linear ridge regression decoding models at individual time lags. Results showed different time lags for maximal reconstruction accuracies between music and speech listening, suggesting separate underlying cortical processes. Results also suggest that an attentional aspect can influence the reconstruction accuracy for middle/late time-lags.


## 1 Introduction

The world is composed of complex auditory scenes, where several sources of sounds coexist simultaneously, such as noise, speech, or music, and a listener can actively attend to one of the auditory streams. For instance, when sitting in a cafe, with people talking and background music, one can choose to focus on a conversation or to follow the music $|1|$. Separating and tracking individual sound streams from a complex sound scene is possible thanks to selective auditory attention.

An effect of selective attention is reflected in the cortical signal of the listener. Several studies recorded continuous neural response of listener presented with two or more sounds, with electroencephalogram or magnetoencephalogram: results showed that the cortical response track the attended sound stream better than an ignored sound stream $|2-5|$. Using this effect and an approach called stimulus reconstruction method, it has been shown that auditory attention can be decoded from continuous neural recording |4|. This approach
uses linear filters, computed using least-squares optimization, to reconstruct the sound heard by the listener from the cortical recording |6|. This stimulus reconstruction method have be shown to be sensitive to auditory attention for dichotic speech listening [4, 7, 8|, and also during music listening [9‥11].

When attempting to decode auditory attention with the stimulus reconstruction approach, most studies use multi-lag models to take into account cortical processing time [12]. In such a multi-lags model, the model is trained and evaluated on a combination of EEG recording at different time lags (e.g., 0 to 500 ms ), relative to the stimulus. While using the multi-lags model can enhance the model prediction and the performance of an auditory attention decoder, it does not allow for investigating the reconstruction performance of individual time lags, which can give information on the temporal neural processing of the sound signal |13|. A single-lags model can be used, to gain insight into the reconstruction accuracy at each time lag. This can help to compare neural processes for different types of signals, or conditions [14, 15]. This method can also be used to explore the effect of the attentional state of the listener on their cortical response: training such models to either reconstruct the target stimulus or the reconstructed stimulus can give information on the effect of attention |4|. Investigating the individual time-lags to find an optimal value that enhances stimulus reconstruction can help to gain insight into the cortical processes involved in speech and music listening. It can also provide useful information to design an auditory attention decoder, which could be fitted to either music or speech listening and enhance the performance of such an auditory attention decoder.

In the present study, we used stimulus reconstruction methods with single lags models to explore differences between cortical processing of music and cortical processing of speech. Subsequently, we compare target-trained and distracter-trained models, for both speech and music listening, to identify time lags affected by auditory attention.

## 2 Methods

### 2.1 Participants

For this study, 35 participants ( 14 female) were recruited, aged between 21- and 33 -year-old (mean $=26,29$ ). Participants did not report any hearing disorders or neurological disorders among the participants. Three of the participants were native English speakers, and all the others were fluent, with education or work experience in English. Written informed consent was obtained and participants were compensated for their participation in the study. Due to poor data quality, EEG recordings from two participants were excluded after recording.

### 2.2 Procedure and Stimuli

For each trial of one minute, the participant was exposed to two separate sound streams originating from separate loudspeakers, placed in front of her/him $\left(+/-30^{\circ}\right.$ azimuth). The direction of arrival of the target sound (left or right loudspeaker) was randomly selected for each trial The participant was instructed to pay attention to one of the sounds (target) while ignoring the other sound (distracter) the target may be either speech or music. During listening, the subject was instructed to keep their eyes fixed on a crosshair and to minimize blinks and movements. There were four categories of stimuli employed, split into two types (music and speech), with each type further subdivided into two genres.

- Piano Music: 8 excerpts of mono instrumental pieces played on a piano
- Electronic music: 8 excerpts of polyphonic pieces of instrumental electronic music
- Speech female: 8 excerpts of an audiobook read by a woman in English
- Speech male: 8 excerpts of an audiobook read by a man in English

In the same trial, the target and the distractor could have been both music, both speech, or one of each type. Each excerpt was used as a target just once. Distracters were selected to obtain a balanced number of trials across conditions (Music/Speech, Music/Music, Speech/Speech, Speech/Music). Participants completed 32 one-minute trials. For each participant the experiment was conducted in a single session.

### 2.3 Data collection and pre-processing

A 64-channel g.HIamp-Research system was used to record continuous EEG data at 512 Hz (g.tec Medical engineering GmbH, Austria). The electrodes were placed on the scalp in accordance with the international 10-20 system. The impedance of each electrode was kept below 5 kOhms .

After data collection, pre-processing of the data was carried out using EEGLAB v2021.1 |16|. The EEG data were referenced to the average of all scalp electrodes. The noise-contaminated EEG channels were visually evaluated and interpolated from neighbouring electrodes. Independent Component Analysis (ICA) was performed in EEGLAB, and the automatic identification plugin allowed the artefacts associated with eye blinks or eye movements to be removed [17|. The envelopes of the sound signal, both target and distracter, were extracted using a Hilbert transform. Both EEG data and audio envelopes were finally bandpass filtered between 1 and 8 Hz and downsampled to a 64 Hz sampling rate.

### 2.4 Stimulus reconstruction

We used a classic stimulus reconstruction approach to decode auditory attention from the EEG data $|4,6,13|$. The EEG data is utilized to reconstruct an estimation of the input stimuli using a linear reconstruction l. This model relates EEG-measured brain activity to the stimulus envelope as follows:

$$
\begin{equation*}
s^{\prime}(t)=\sum_{n} \sum_{\tau} g(1, n) R(t, n) \tag{B.1}
\end{equation*}
$$

where $s^{\prime}$ is the reconstructed envelope, $R(t, n)$ is the EEG response at time $t$ for electrode $n$, and $g$ is the linear model, which is a function of electrode $n$.

The model $g$ can be estimated by minimizing the mean squared error between the original and the reconstructed envelopes, which can be solved analytically using ridge regularization methods |18|:

$$
\begin{equation*}
g=\left(R^{T} R+I \lambda\right)^{-1} R^{T} S \tag{B.2}
\end{equation*}
$$

where $I$ is the identity matrix, $S$ is the stimulus envelope, and $\lambda$ is the regularization parameter used to prevent overfitting $|6,18|$. The regularization factor was set to $10^{5}$. This value was chosen by calculating several models with different values of this regularization parameter. The value that produced the highest reconstruction accuracy (measured by the Pearson's correlation coefficient between the original and the reconstructed envelope) was used for the analysis.

We calculated the Pearson's $r$, or correlation coefficient, between the original target envelope and the reconstructed one ( $r_{\text {target }}$ ) to assess reconstruction accuracy. To obtain $r_{\text {target }}$, a "Target model" was trained by using EEG signals and the original envelope of the target. To assess the processes that are encountered by the distracter stimulus, a "Distractor model" was also trained, with EEG signals and the envelope of the distractor. The obtained reconstructed distractor is then compared to the original distracter to obtain the reconstruction accuracy of the distracter, $r_{\text {distracter }}$.

### 2.5 Single-lag model

To explore variation across time lags, several models have been trained on each individual time lag. The models were trained using the original envelope of the sound stimulus and the corresponding EEG data from the specific time lags. For example, to compute a model $g_{30}$ for a time lag of approximately 30 ms , which corresponds to a time lag of 2 samples at the sampling rate of 64 Hz (see figure B.1), we used original envelope $S$ and time-lags EEG $R$ as follows:

$$
S=\left[\begin{array}{c}
s(0) \\
s(1) \\
s(2) \\
\vdots \\
s(t)
\end{array}\right] \quad \text { and } \quad R=\left[\begin{array}{ccc}
r_{1}(2) & \cdots & r_{6} 4(2) \\
r_{1}(3) & \cdots & r_{6} 4(3) \\
\vdots & \ddots & \vdots \\
r_{1}(T) & \cdots & r_{6} 4(T) \\
r_{1}(T+1) & \cdots & r_{6} 4(T+1) \\
r_{1}(T+2) & \cdots & r_{6} 4(T+2)
\end{array}\right]
$$

We computed models to covert times lags ranging from 0 ms to 500 ms , at a sample rate of 64 Hz . That corresponds to thirty-three individual single-lag models, separated by an interval of $15,625 \mathrm{~ms}$.

All models were trained in a leave-one-out approach, which means that each trial was tested on a model created by averaging the parameters of the models trained on every other trial.

Four categories of single lags models were trained:

- Models optimized for music as a Target, where only trials where the target of attention was music are used for training and testing, and by using the Target envelope for training
- Models optimized for speech as a Target, where only trials where the target of attention was speech are used for training and testing, and by using the Target envelope for training
- Models optimized for music as a Distracter, where only trials where the distracter was music are used for training and testing, and by using the distracter envelope for training
- Models optimized for speech as a Distracter, where only trials where the distracter was speech are used for training and testing, and by using the distracter envelope for training


## 3 Results

### 3.1 Differences between speech and music listening

Figure B. 2 shows the reconstruction accuracy across different time lags for both trials where the target of attention was music stimulus (music listening) and trials where the target of attention was speech stimulus. Shaded areas correspond to the $95 \%$ confidence interval for the reconstruction accuracies. The reconstruction accuracies for speech were obtained similarly, but by testing all speech-target trials on models trained on speech-target trials. In figure B.2. there is a clear difference between reconstruction accuracies for speech and music. For all time lags, the reconstruction accuracy for speech is significantly
higher than the reconstruction accuracies for music (permutation test speech vs music, $\mathrm{p}<0.05$ for each time lag).

The second thing that stands out in figure B. 2 is the pattern in variation of the reconstruction accuracies. For both speech and music, we can observe two peaks of increased reconstruction accuracy across the different time lags: a first peak at an early time lag and a second, larger peak at a later time lag. The first peak is located at a time lag comprised of between 30 and 50 ms , and the timing of this first peak is similar for both speech and music. However, the timing of the second peak varies between speech and music: $\approx 170 \mathrm{~ms}$ for speech and $\approx 265 \mathrm{~ms}$ for music. This difference in time lags between speech and music could indicate time process differences for speech and music sounds. Maximized reconstructions for speech corroborates results preciously obtained in other studies: $|4|$ describe a two peaks pattern, with increased reconstruction accuracy and increased decoding accuracy for the interval of 170-250 ms; [14| show an increase of reconstruction accuracy when using late EEG response ; |8| found increased decoding accuracy for times lags between 130 to 220 ms ; [19|'s results showed an increase of cross-correlation between the envelope of the sound signal and M/EEG data at 80 ms , followed by a second peak of increased correlation. For music, the current results can be compared with results obtained by |15|, where an early peak was also observed


Fig. B.1: Schematic of the EEG data selection used for each single lag model. Each model is trained based on the 1 minute of audio data, and 1 minute of EEG data delayed compared to the audio data.
at -10 to 30 ms . [15| also observed a second peak of increased reconstruction accuracies at late latencies. However, they found this peak happening for time lags comprise between 460 and 500 ms , which is later than what we observe in the current study.


Fig. B.2: Reconstruction Accuracy across all time lags for trials where the target audio is Speech and trials where the target audio is Music.

### 3.2 Effect of attention

To explore if the attentional processes influence the temporal pattern of reconstruction accuracy, we compared reconstruction accuracy obtained with models trained to reconstruct the target of attention and models trained to reconstruct the distracter stimulus.

To that mean, separate models have been trained to either reconstruct envelopes of the target sound or to reconstruct envelopes of the distracter sound. Target models are trained in a leave-one-out approach, by using trials where the target is of the same time as the trial under test (either music or speech). The distractor models are trained with a similar approach, but by using trials where the distracter was the same type as the distracter of the trial under test. Comparing the reconstructions accuracy of these two models can give information about the effect of attention on cortical auditory processes: increased reconstruction accuracy at a given time lag observable for the target model but not for the distracter model can indicate an attentional effect.

### 3.3 Music listening scenario

Figure B. 3 shows the reconstruction accuracies for both target models and distracter models for music listening. The two peak patterns can be seen for both models, with both peaks happening at similar time lags for both the Target model and the distracter model. Permutation tests, based on 100000 permutations, were run to compare the reconstruction accuracy between models for each time lag. Significant differences were found for time lags between 260 and 285 ms , and also 320 and 380 ms , where the Target model results in higher reconstruction accuracies than the distracter model. The maximum of reconstruction accuracies with a difference between the performance of the Target model compared to the distracter model, which suggests that a music-specific process around 265 ms time lags may be affected by attentional processes.


Fig. B.3: Reconstruction accuracy across all time-lags, obtained with Target model, with music as a target and Decoder model,with music as a distracter

### 3.4 Speech listening scenario

Figure B. 4 shows the reconstruction accuracies for both target and distracter models for speech listening. Overall, reconstructions accuracies were obtained with the distracter models compared to the target model, for all time lags. Permutation tests, based on 100000 permutations were run to compare the target model versus the distracter model, and indicate significant differences ( $\mathrm{p}<.05$ ) for all time lags, except between 355 and 410 ms . Despite the difference between the target and distracter models, the variation of the reconstruction accuracies across shows different trends for the models. For both models, the first peak of increased reconstruction accuracies can be observed between 30 and 50 ms .

## 4. Discussion

However, while a second peak with maximal reconstruction accuracies arises at around 170 ms for the target model, there is no such increase for the distracter model. For the distracter model, an increase in reconstruction accuracy is observable at late time lags ( 350 to 450 ms ) Taken together, it suggests that during speech listening, attentional processes affect the reconstruction accuracies level. The absence of a peak of maximal reconstruction when using the decoder model could indicate an increased attentional effect around a time lag of 170 ms , as suggested by |4|.


Fig. B.4: Reconstruction accuracy across all time-lags, obtained with Target model, with speech as a target and Decoder model, with speech as a distracter.

## 4 Discussion

In this study, we used linear regression to reconstruct sound heard from EEG data. By using single-lag models we explore the effect of time lags applied to EEG data to reconstruction accuracy. We compare models trained on speech and on music to highlight temporal differences in the cortical process for speech listening and music listening.

Overall, the reconstruction accuracy is higher for speech listening compared to music listening, for all time lags. This result was expected as performance differences for reconstruction accuracy have previously been observed between speech and music |20, 21].

For both Speech and music listening, a two-peak pattern can be observed: an early first peak of increased reconstruction accuracies for time lags around 30 to 50 ms , and a later second peak of maximal reconstruction accuracy,
where the timing differs between speech and music. This two-peak pattern has previously been observed for Speech listening [4| or Music listening [15|.

Results suggest that the maximized reconstruction accuracies are obtained using different time lags for speech listening and music listening. For Speech, optimized reconstruction is obtained by applying a time lag of approximately 170 ms to the EEG data, relative to the audio signal. This is coherent with previous findings on optimal time lag for speech reconstruction or auditory attention decoding |4, 7, 8].

For music listening, the peak of optimized reconstruction is obtained for a time lag of approximately 265 ms . This optimal timing differs from previous results, where maximized reconstruction accuracies were found for music either at short time lags |11], or longer time lags [11, 15|.

The early peak could suggest an early auditory process, which is coincident with both speech and music listening. The timing differences at middle/late timelags between speech and music listening suggest different cortical processes in place for speech listening and music listening.

A second question explored in the present study was to investigate the effect of selective auditory attention on reconstruction accuracies. To that mean, decoder models were trained to reconstruct the distracter stimulus, which was ignored by the participant. Comparing the reconstruction accuracies across time lags between the outputs of the target models and the distracter model can provide insight about the effect of attention.

For music, small but significant differences in reconstruction accuracies were found for time lags between 260 and 285 ms , and also 320 and 380 ms . This difference is aligned with the peak of maximized reconstruction accuracies, which suggests that the process that creates this peak of maximal reconstruction might be affected by attention. On the other hand, the first peak of maximized reconstruction is similar for both target and distracter models. Taking together, these findings could suggest two separate cortical processes of music, an early one, not affected by selective auditory attention, and a late process, influenced by attentional processes.

For speech, the findings should be interpreted with more caution as a significant difference is observed for the Target and distracter model, across all time lags. These differences might be influenced by the difficulty of the task: when attending to a target sound is more challenging, an increased effort may be necessary to ignore the distracter, and the cortical tracking of the distracter might be reduced. Trials used for the speech decoder model correspond to trials where the listener had to attend to either speech signal or music signal in presence of distracting speech. However, attending to music in presence of speech is not a common task for human beings, compared for example to listening to speech in presence of music. This task might have been more challenging for the participants, which could influence the results observed in figure C. 3

Despite this offset between models, the shape of the peaks is worth considering. For both target and distracter models, an early peak of increased reconstruction accuracy is present for time lags of 30 to 50 ms . This suggests that the underlining cortical process is activated for stimuli that are inside or outside the focus of attention of the listener. For the target model, a second peak is observed at middle time lags ( $\approx 170 \mathrm{~ms}$ ), while for the distracter model this peak is almost inexistent. It could indicate that the underlining cortical process that results in this peak is activated only for attended speech. It corroborates the idea developed in [4], which suggested an important attentional effect between 170 and 250 ms .

## 5 Conclusion

The present study explored the temporal aspect of cortical auditory processes and the effect of auditory attention by using a stimulus reconstruction approach. The results highlight two phases of auditory processes: an early process, which is concomitant for both speech and music listening and a second process, happening later for music listening than for speech listening. While the first process does not seem to be affected by attentional processes, the second might be enhanced by sounds that are actively attended by the listener. More research should be conducted to replicate, confirm, and elaborate on the current findings. Further analysis, such as using a forward model $|6|$, could provide additional information on the cortical processes in places during listening in complex auditory sound scenes and explore more the similarities and differences between speech and music listening. Overall, this study highlights differences in optimal time-lags for cortical stimulus reconstruction between speech listening and music listening. This suggests temporal differences in cortical processing of speech and music. These differences could be used to fine-tune an auditory attention decoder that would be specifically tuned for music or speech.
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#### Abstract

In complex sound scenes, where multiple sounds are present around a listener, selective attention to one auditory stream is hypothesized to synchronize low-frequency brain activity with the envelope of the attended streams. Recent research has employed stimulus reconstruction from neural data to decode to which auditory stream a listener is paying attention. This could be used to create an auditory attention decoder (AAD), that could be embedded in smart headphones or hearing aids, that would adapt the sound processing based on the attention of the user.

However, most of these studies use full scalp electroencephalogram, which is not suitable for implementations in audio devices. To that aim, a smaller EEG device, with fewer electrodes could be used.

In the present study, we explore the performance of an $A A D$ based on a smaller number of electrodes during speech and music listening. Participants were presented with two sounds simultaneously, and where asked to attend to one while ignoring the other, and their cortical response was continuously recorded during the listening. Using a greedy approach based on reconstruction accuracy, a subset of EEG electrodes that are optimized for linear stimulus reconstruction were selected. The goal of this study is to explore the performance of a linear AAD when reducing the number of electrodes.

Results suggest that four well-selected electrodes can be sufficient for a miniaturized $A A D$ as it performs as well as a 64-channels setup. The channels selected vary depending on the type of sound attended, suggesting that different electrodes placement should be used to decode attention during music listening and speech listening.


## 1 Introduction

In complex auditory environments, where multiple sounds are present, human beings have the ability to discriminate these auditory sources and to focus their attention on only one of them. This is useful for following a conversation at a cocktail party or enjoying our own music in a crowded and noisy environment. However, this task can be demanding and difficult in some situations, especially for people with hearing impairment. While is it possible to enhance one source of sounds to make it easier to follow, for example by raising the level of the sound of interest, this requires knowing what the listener wants to listen to.

In recent years, a large number of studies focused on this problem of auditory attention detection, to determine to what sound a listener is paying attention to. Brain recording has shown promising results: It has been demonstrated that auditory attention affects the cortical tracking of the attended stream of sound, compared to ignored sounds |1-3|.

This has been used to implement an Auditory Attention Decoder (AAD), using the stimulus reconstruction approach, which consists in reconstructing the envelope of a heard sound from neural data $[2.4]$. When a listener is in presence of multiple sound streams, it is possible to reconstruct the sound envelope of the sounds heard by the listener. If the listener's attention is focused on one stream of sound, it can be reconstructed more accurately than other ignored streams of sound. Such a system relies on an electroencephalogram (EEG) to measure the cortical tracking of the sound.

Initially, most of these studies used full scalp EEG, with a large number of electrodes ( 32,64 or more). Such equipment is heavy, bulky, and not suited for applications such as neuro-steered hearing aids or other audio devices. Several studies aimed to tackle this issue by investigating how and to what extent the number of electrodes needed for an AAD can be reduced [5-10]. Overall, these studies suggest that, if placed in specific locations, the number of electrodes can be reduced.

An AAD based on stimulus reconstruction have been proven successful for cocktail party scenario $|2,7,8|$, where only speech is present, and also during music listening situation, where a listener focuses on one instrument in a multiinstrumental piece [5, 11, 12]. However mixed cases, where both music and speech are presented have rarely been investigated, even though it corresponds to a frequently occurring situation for neuro-steered (e.g., listening to music in a noisy environment, following a conversation in a restaurant with background music).

In the present study, we address this mixed situation. Equipped with a 64-channels EEG, participants in the study listened to a target sound, which was either speech or music, while also being subjected to a distracter sound, which was likewise speech or music. From the recording, a greedy algorithm was used to select EEG channels that maximize stimulus reconstruction, for either speech listening or music listening. The main goal is to determine to what extent the number of electrodes can be reduced without decreasing the performance of the AAD. The second aim of this study is to investigate if the optimal electrode placement differs between speech-listening conditions and music-listening conditions.

## 2 Methods

Thirty-five English-speaking participants (14 females) were recruited for this study. Participants' age ranged between 21- and 33-year-old (mean $=26,29$ ). None of the participants reported neurological disease or hearing loss. The participants were compensated for their time, and all of them signed a written informed consent form.

### 2.1 Experiment \& Stimuli

During each experiment, the participants were presented to listen to two separate streams of sounds from two different spatial locations, from loudspeakers located at +/- 30-degree azimuth. They were asked to focus on only one of them (target) while ignoring the other (distracter). Stimuli used were excerpts of music and speech, of one minute each:

- Piano Music: 8 excerpts of mono instrumental pieces of classical played on a piano
- Electronic music: 8 excerpts of polyphonic pieces of instrumental electronic music
- Speech female: 8 excerpts of an audiobook read by a woman in English
- Speech male: 8 excerpts of an audiobook read by a man in English

Stimuli were selected to obtain a balanced number of the following conditions: Target $=$ Music \& Distracter $=$ Music; Target $=$ Music \& Distracter $=$ Speech; Target $=$ Speech \& Distracter $=$ Music; Target $=$ Speech \& Distracter = Speech. Each excerpt was used once as a target, resulting in thirty-two trials per participant. Distracters were selected randomly for the same pool of stimuli, to obtain the balance number of trials per condition.

### 2.2 EEG data acquisition and preprocessing

Each participant participated in a single session where their cortical response was continuously recorded at 512 Hz using 64 channels g. HIAMP-Research system (g.tec medical engineering GmbH , Austria). The electrodes were installed following the 10-20 system. The impedance of each electrode was kept below 5 kOhms . After data collection, the EEG data were pre-processed using the EEG lab toolbox |13|.

EEG data were referenced to the average of all scalp electrodes. Noisecontaminated EEG channels were visually assessed and interpolated from nearby electrodes. To eliminate components linked to eye blinks, an Independent Component Analysis was performed. The EEG data were downsampled to a sampling rate of 100 Hz after being bandpass filtered between 1 and 8 Hz . The trials in which the artefacts were too important (e.g., due to movements) were discarded. Data from two participants were excluded because of artefacts. The data that was eliminated accounts for 7.68 percent of the overall data.

The audio signals' amplitude envelopes were extracted using a Hilbert transform and then downsampled to the same sampling rate of 100 Hz .

### 2.3 Stimulus reconstruction from neural signal \& attention decoding

It has been shown that auditory attention decoding from the neural signal can be performed through the stimulus reconstruction method [2, 4, 14|. For this approach, the EEG data is used to reconstruct an approximation of the input stimuli, through a linear reconstruction multi delay model.

$$
\begin{equation*}
s^{\prime}(t)=\sum_{n} \sum_{\tau} g(\tau, n) R(t-\tau, n) \tag{С.1}
\end{equation*}
$$

where $s^{\prime}$ is the reconstructed envelope, $R(t-\tau, n)$ is the EEG response at the time $(t-\tau)$ for electrode $n$, and $g$ is the linear model, which is a function of electrode $n$ and time lags $\tau$. For the present experiment, time delays range from 0 to 500 milliseconds following the stimulus.

The mean squared error between the original and reconstructed envelopes, which can be computed analytically using ridge regularization methods, may be used to estimate the model $\hat{g}$. |15|:

$$
\begin{equation*}
\hat{g}=\left(R^{T} R+I \lambda\right)^{-1} R^{T} S \tag{C.2}
\end{equation*}
$$

where $S$ is the envelope of the target sound, $I$ is the identity matrix, $\lambda$ is the regularization parameter used to prevent overfitting |4, 15|. Here, $R$ is a matrix that contains contains all the delay EEG responses at time-lags $\tau$ from 0 to 500 ms post stimulus, in a similar approach that the one described in O'Sullivan et al |2|.

In the presented analysis, the value of $\lambda$ was chosen by calculating several models with different values of this regularization parameter, and set to $10^{5}$, based on the value that maximized the performance of the AAD.

We measured the reconstruction accuracy by calculating the Pearson's correlation coefficient between the original target envelope and the reconstructed one $\left(r_{\text {target }}\right)$. The correlation between the reconstructed envelope and the envelope extracted from the distracter was also calculated ( $r_{\text {distracter }}$ ).

The attention decoding for each reconstruction was assessed by comparing the two correlation coefficients. If the reconstructed envelope showed a higher correlation with the target envelope than the distracter envelope (i.e., $r_{\text {target }}>$ $r_{\text {distracter }}$ ), the trial was regarded as successfully decoded.

### 2.4 Models training

The models were trained using a leave-one-out cross-validation procedure for each trial. Models were not individualized by participants, thus all data from all participants were used for training.

Each trial was decoded with a model created by averaging the parameters of all other trials' models. The training data were chosen to match the trial
under test: the model was only trained on trials in which the target stimulus was from the same genre as the trial under test. For instance, when testing on a trial where the participant was actively listening to piano music, all other trials where the target was also piano music were used to train the model.

### 2.5 Greedy selection of electrodes based on reconstruction accuracy

In order to reduce the number of electrodes, the goal is to select the channel that contributes the most to the auditory attention decoder. As it is based on stimulus reconstruction of the input stimulus, one approach is to select EEG channels that show the greatest reconstruction accuracy. Here, we select channels one by one, using a greedy algorithm, by using the reconstruction accuracy as a criterion.

The greedy selection was done with data from all 33 participants polled together.

At first, all channels were treated independently, by calculating a model $g_{i}$ for each channel, by using only the data from the electrode $i$. The model was used to compute the reconstructed signal $s_{i}$, which was compared the input signal $s$, to obtain the reconstructed accuracy $r_{i}$. The channel $i$ that gives the highest reconstruction accuracy $r_{i}$ was selected and used for the following round of channel selection.

```
ElecRemain \(=[1: 64]\)
ElecSelect \(=[]\)
while length(ElecSelect) <= MaxElecs do
    for \(i=1\) : length(ElecRemain) do
        Subset \(=\operatorname{concat}(\) ElecSelect, ElecRemain(i))
        \(g_{i}=\left(R_{\text {subset }}^{T} R_{\text {subset }}+\lambda I\right)^{-1} R_{\text {subset }} S\)
        \(S_{i}^{\prime}=g_{i} * R_{\text {subset }}\)
        \(r_{i}=\operatorname{corr}\left(S, S_{i}^{\prime}\right)\)
    end for
    \% Find electrodes that gives highest correlation
    \(j=\operatorname{argmax}\left(r_{i}\right)\)
    ElecSelect \(=\operatorname{concat}(\) ElecSelect, ElecRemain( \(j))\)
    ElecRemain \((j)=[]\)
end while
```

It results in an ordered list of the 32 channels that optimized the reconstruction of the input stimulus the most. In the present experiment, two lists of channels were selected:

- A list of electrodes was calculated exclusively on trials where the partici-
pant was focusing on music. The electrodes selected are then optimized for music reconstruction.
- A list of electrodes calculated exclusively on trials where the participant was focusing on speech, with electrodes that maximize speech reconstruction.


## 3 Results

### 3.1 Greedy selection based on reconstruction accuracy

An AAD, as described in section 2.3, was tested on data from several subsets of electrodes, selected through the greedy algorithm described in section 2.5 The success rate is calculated for each subset of electrodes and compared to the baseline, which is the success rate obtained with the 64 electrodes dataset. The greedy algorithm was applied on speech and music trials separately, to extract a list of electrodes that optimize music reconstruction and the second list of electrodes that optimize speech reconstruction. The list of electrodes that optimize Music reconstruction (by order of selection) is shown below:

$$
\begin{aligned}
& \text { - TP8 - C4 - P9 - C6 - TP7 - C5 - Fp1 - F1 - T7 - C1 - Cz - F8 - CP2 - F2 } \\
& \text { - P7 - CP5 - F4 - FC2 - FT7 - POz - Pz - P1 - P4 - CP3 - P6 - Oz - O1 - } \\
& \text { FCz - F5 - FC4 - T8 - Afz }
\end{aligned}
$$

The list of electrodes that optimize Speech reconstruction (by order of selection) is shown below:

-     - P9 - FT7 - C6 - C3 - P1 - C5 - TP7 - T8 - AFz - FC5 - F6 - Fp1 - FC3 Fz - C1 - C2 - F8 - FC6 - P5 - AF3 - P7 - FCz - CP3 - TP8 - P4 - O2 - F5 - F4 - CP1 - AF4 - FT8 - C4

We can observe that some channels are selected in both lists, however, the order varies. P9 and C6, or even C5 or TP7 were selected early in both lists, which could be interpreted as channels useful for generic auditory attention decoding. On the contrary, C 4 , which is selected early in the music condition, but late for the speech condition may be more specific, and more useful for the reconstruction of the musical signal. For the following analysis, subsets of electrodes will be used based on those two lists, by selecting the N first electrodes of each list. For testing, subsets of electrodes were selected from these lists, following the order of selection: for example, for speech, the subset of two electrodes is composed of P9 and FT7, and the four-electrode subset is composed of P9, FT7, C6 and C3.


Error bars: $95 \% \mathrm{Cl}$

Fig. C.1: Success rate of the electrodes depending on the size of the subset for speech-listening condition.

### 3.2 Electrodes reduction for speech listening

A first analysis was conducted of the speech data, to compare the performance of each subset of electrodes selected through the greedy algorithm. The goal of this analysis is to find the minimum number of electrodes needed in a wellselected subset to obtain a performance of the AAD that is comparable to a full-scalp 64-channels setup. The analysis was done on the speech data, i.e., only the trial where the Target of attention was speech, and with the subsets of electrodes that were selected via the greedy algorithm to optimize speech reconstruction.

A a full factorial two-way ANOVA was conducted, using the number of electrodes used as a fixed factor and participants as a random factor. There was a significant main effect of the number of electrodes on success rate, $F(10,346.696)=17.708, p<0.001$. Planned contrasts were used to test which subset of electrodes performed significantly worse than the 64-channel baseline. Planned contrasts revealed that having only the subset composed of one electrode ( $p<0.001$ ) or two electrodes ( $p<0.001$ ) significantly reduce the success rate of the AAD. (See figure C.1)

This suggests that by using a subset of only four well-selected electrodes, we can obtain performance of the AAD that is comparable to that of an AAD based on full scalp 64-channels EEG. It has to be noted that a significant effect of the participant was also found $F=(32,320)=31.58, p<0.001$, suggesting a variation of the success rate of the AAD across participants. No interactions between the participant's factor and the number of electrodes were observed, which indicates that the placement of the optimal electrodes does not vary
significantly across participants.

### 3.3 Electrodes reduction for music listening



Fig. C.2: Success rate of the electrodes depending on the size of the subset for music-listening condition.

An analysis, similar to the one performed on speech data was done on music data, using the subsets of electrodes selected through the greedy algorithm to optimize music reconstruction.

A two-way ANOVA was conducted that examined the effect of the number of electrodes used on the success rate of an AAD, participants were used as a random factor. There was a significant main effect of the number of electrodes on success rate, $F(10,326.584)=2.716, p=0.003$. Planned contrasts were used to test which subset of electrodes performed significantly worse than the 64-channel baseline. Planned contrasts showed no significant differences in performance between any subset and the 64-channel baseline.

It suggests of any subset of the selected electrodes can perform as well as a full-scalp EEG. However, visual inspection suggests a small increase in AAD performance for subsets composed of either 8 or 12 electrodes. (See figure C.2)

A significant effect of the participant was also found $F=(32,320)=$ $37.42, p<0.001$, suggesting variation of the success rate of the AAD across participants. No interactions between the participant's factor and the number of electrodes were observed.

### 3.4 Optimization specific to types

The second goal of this experiment is to investigate if some electrodes are specific to speech or music reconstruction. In order to explore this question, we focus on a four-electrodes subset. The above analysis showed that four electrodes well-selected can be sufficient to obtain decoding success comparable to those obtained with a 64-channels setup.

We selected a subset of the four electrodes that optimize Speech reconstruction (Speech subset), and another comprises of the four electrodes that optimize Music reconstruction (Music subset). The two subsets have two electrodes in common (P9 and C6) (see figure C.4). Trials where the target of attention was music was decoded using data from the music-optimized subset (congruent condition) and the speech-optimized (incongruent condition), and respectively for trials where the target of attention was speech.

A two-way ANOVA was conducted to assess the influence of this congruence on the success rate, with target of attention (music or speech) and congruence as factors. There was a significant main effect of the congruence between the target type and the subset used, $F(1,2064)=8.326, p=0.004$. A significant effect of the target type was found $F=(1,2064)=12.426, p<0.001$, suggesting that the performances differ if the target is speech or music. No interactions between the two factors of electrodes were observed. (see figure C.3)

Results are displayed in figure C.3. It can be observed that in both cases, the success rate of the AAD decreases when using a subset of electrodes not optimized for the specific type under test: when using the Speech subset, the success of AAD is reduced when decoding trials where the participant was attentive to music ( $-7.52 \%$ of success rate). A similar pattern is observed for speech listening conditions, but to a lesser extent ( $-4,28 \%$ of success rate).

## 4 Discussion

This study used a greedy approach to select, out of a 64-channel EEG recording, which EEG channel maximize stimulus reconstruction, in the context of a linear auditory attention decoder.

The goals were two-fold: explore the performance of AAD based on a limited number of electrodes; investigate differences between music listening and speech listening and explore if some channels maximize the reconstruction of one specific type of sound.

We used a previously published method for auditory attention decoding [2], based on linear stimulus reconstruction of the audio envelope from the neural signal. Several AAD were implemented, based on reduced subsets of electrodes ( $1,2,4,8,12,16,20.24,28$ or 32 electrodes). For electrodes selection,
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Fig. C.3: Success rate of the AAD, based on listening condition and electrode selection.


Fig. C.4: Placement of the electrodes selected for speech reconstruction optimization and music reconstruction optimization.
a greedy algorithm was used to select the EEG channels that optimize the reconstruction accuracies of the target sound. The findings suggest that, when well-selected, the number of electrodes can be reduced to four electrodes without significantly reducing the performance of the AAD. During attentive music listening, one or two electrodes may be sufficient. However, in this study, the channel selection was based on the reconstruction accuracy of the target stimulus only. Auditory attention decoding also relies on the reconstruction accuracy of the distracter, assuming that it would be smaller than the targets. To complement the present results, further investigation could explore the influence of channel reduction on the targets and the distracter's reconstruction accuracy.

With respect to the second objective of the study, it was found that the selected channel for speech-listening and music-listening was not similar. In the 4-channels AAD scenario, two electrodes were common to both listening conditions, while the two others differ. We then compare the performance variations induced when using channels selected to optimize for a different type of sound. When listening attentively to music, an AAD using 4-channels selected for speech will be less successful than AAD that is fitted for music reconstruction. A similar pattern arose for attentive listening to speech.

It suggests that while some electrodes contribute to both speech and music reconstruction, other electrodes may maximize either speech or music reconstruction. A possible interpretation of this might be that different cortical regions are involved in speech and music processing. AAD might be using cortical responses from these specific regions, activated during the processing of either speech or music. Nevertheless, further research would be needed to investigate those differences. It has to be noted that the placement of many of the selected electrodes are concentrated around the temporal lobe, which is consistent with the previous findings on EEG-channels reductions for AAD [7, 9, 10|.

This study focused on generalised electrodes selection, based on the data from 33 participants, with no individualization by participants. Nonetheless, a significant effect of participants was found during the analysis, future work could explore the individualized selection, as it has been shown to help improve the performance of $\operatorname{AAD}|2,8,10|$. However, as no interactions between the electrodes and the subject were found during the analysis, the results suggest that the number of electrodes needed does not depend on the participants.

## 5 Conclusion

Through a greedy channels selection based on reconstruction accuracy, we showed that an auditory attention decoding is feasible with a well-selected subset of electrodes. Our results suggest that four electrodes could be sufficient
to successfully decode auditory attention, with performance equivalent to a 64-channels setup, for both speech listening and music listening. These results are promising for potential real-life application of AAD. This study also highlights the fact that some electrodes, hence potentially specific brain regions, contribute more to music reconstruction than speech reconstruction. This specificity could be of importance when designing a neuro-steered audio device, where the placement of electrodes should then be done according to the type of audio signal present in the use case.
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#### Abstract

Linear models are becoming increasingly popular to investigate brain activity in response to continuous and naturalistic stimuli. In the context of auditory perception, these predictive models can be "encoding", when stimulus features are used to reconstruct brain activity, or "decoding", when neural features are used to reconstruct the audio stimuli. These linear models are a central component of some Brain-Computer Interfaces that can be integrated into hearing assistive devices (e.g., hearing aids). Such advanced neurotechnologies have been widely investigated when listening to speech stimuli but rarely when listening to music. Recent attempts at neural tracking of music show that the reconstruction performances are reduced compared to speech decoding. The present study investigates the performance of stimuli reconstruction and EEG prediction (decoding and encoding models) based on the cortical entrainment of temporal variations of the audio stimuli for both music and speech listening. Three hypotheses that may explain differences between speech and music stimuli reconstruction were tested to assess the importance of the speech-specific acoustic and linguistic factors. While the results obtained with encoding models suggest different underlying cortical processing between speech and music listening, no differences were found in terms of reconstruction of the stimuli or the cortical data. As all listening conditions can be successfully reconstructed from both encoding and decoding models based on an audio envelope, the results are promising for future developments of versatile brain-computer interfaces that could be used for listening situations not limited to speech.


## 1 Introduction

In recent years, an increased interest in linear modelling approaches can be observed in the field of auditory cognitive neuroscience [1-3|. Such approaches attempt to estimate or reconstruct brain activities from an input stimulus (forward or encoding modelling $|4|$ or, conversely, to reconstruct an input stimulus from the corresponding brain recording (backwards or decoding modelling $|5|)$. The present study applies such modelling methods to music and speech listening.

As opposed to traditional methods in auditory neuroscience, which are mostly based on statistical analyses of direct evoked responses in the auditory system, linear modelling approaches provide a data-driven way to study relationships between auditory stimuli and cortical responses. One of the main advantages is that they allow the investigation of continuous stimuli, closer to ecologically valid situations [2, 6].

Such linear modelling techniques can also lead, in addition to research purposes, to concrete applications and Brain-Computer Interfaces. Stimulus reconstruction, through backward modelling, could be used for cortical
auditory attention decoding (AAD) [7-9|. The AAD application could be implemented in hearing aids, hearing assistive devices, or even consumer audio products (headphones or earbuds) $[8,9]$. It is based on the fact that the cortical tracking of auditory stimuli to which a listener is actively attending is enhanced compared to distracting sounds that are not the focus of the listener's attention |5. 7|. Knowing to what sound a listener is attending to could help to adapt the sound scene to make listening easier or reduce listening effort: for example, facilitate listening to one external source of the sound through beamforming, or reducing distraction by cancelling surrounding noises if the user wants to focus on the headphone media.

While stimulus reconstruction, especially in the context of AAD, has been widely investigated for speech listening [5:10-14], the research is not as extended when it concerns other types of signals, especially musical signals. However, music holds an important place in human life [15|, and one could imagine extending the use of AAD to more versatile scenarios to make it useable in complex situations where both speech and music could be the target of the listener's attention. Linear modelling has been successful for musical signals |16-22].

However, compared to speech reconstruction while using similar methods, the reconstruction accuracy obtained for music reconstruction tends to be lower |23-25|. In the context of AAD, reduced reconstruction accuracy for music has been observed for both target reconstruction and distracter reconstruction |23. 24|. Such results have implications for future developments of AAD, as reduced reconstruction accuracy for music may bias the attention decoding toward speech in mixed situations.

The motivation for the current study is to move toward a versatile AAD that could decode and adapt to a variety of sounds that one user may encounter in realistic environments. Towards this goal, the present study explores the performances of stimulus reconstruction for different types of auditory stimuli, attempts to replicate existing results, and explores factors that may influence the differences between speech and music stimuli. While the underlying motivation relates to AAD, the attentional factors are not the central point of the present study. In order to investigate how linear modelling performs on speech and music and to reduce biases due to potential variations of attention between speech and music, the current study is based on listening to only one auditory stream at a time.

The present investigation compares both stimulus reconstruction and EEG prediction. In addition, temporal response functions (TRFs) [26| obtained through an envelope-based linear encoding model are compared across conditions to gain insight into the underlying cortical processes at work during speech or music listening. Since the variation between speech and music reconstruction accuracy would influence the performance of a versatile AAD, it is important to understand first better how the reconstruction performance
differs for different types of stimuli.
Inspired by existing results in the literature on speech and music encoding and decoding, five music and speech listening conditions are compared in the present study: instrumental music; music with lyrics understood by the participants; music with lyrics not understood; speech understood; and speech not understood by the participants. Three hypotheses that may explain the difference between speech and music when using encoding and decoding linear models are proposed and tested:

- H1: Differences are due to enhanced tracking of speech-specific acoustic processing, such for instance, prosodic features [25,27,28]. It also has been shown that temporal modulations of speech differ from temporal modulation of music [29] (as an example, see Supplementary material S-B for the power spectrum of the stimuli used in the present study). The presence of gaps between words, specific to speech, led to differences in shape between the music and speech temporal envelopes [25|. The differences in the acoustical properties could explain the differences in performance:

Higher reconstruction accuracy is expected for speech (both understood and not understood) compared to music (all conditions). Different patterns of TRFs are also expected between speech and music conditions, which could suggest distinct underlying cortical processes involved in naturalistic speech listening or music listening. (Figure D.1-A)

- H2: Differences are not due to acoustic factors but to high-level cortical processing of speech, such as content processing or higher linguistic features specific to speech understanding.

While the cortical tracking of the temporal variation of an auditory stimulus (i.e. temporal envelope) is suspected to be mostly driven by general acoustical processing |30|, other factors have also been found to influence the cortical envelope tracking, such as intelligibility [30-32], semantic processing |28], clarity, comprehension |33| or language proficiency |34|. In contrast, it has been shown that better speech understanding is not necessarily linked to greater acoustic neural tracking |35|. For the present study, the hypothesis under test is that understanding the speech signal's semantic content increases cortical tracking. Under this hypothesis, different TRF patterns would be expected between the conditions that involve linguistic speech processing (speech understood and music with lyrics understood) compared to the others, and reconstruction accuracy and EEG prediction accuracy would be higher for understood content (Figure D.1-B).

- H3: The parameters chosen in the design of the model, especially the audio feature (i.e., temporal envelope), biased the model to favour speech.

For music reconstruction, other audio features may lead to better reconstruction compared to the envelope [18|. Spectral modulation may be more important than temporal modulation for cortical music tracking |1|. For this hypothesis, when using a model based on the audio envelope, stimuli containing speech only should be better reconstructed than with music only. Reconstruction would be maximised for cases where only speech is present and slightly reduced for mixed cases (music with lyrics). In this case, stronger TRFs, which would be comparable to Event-Related Potential (ERP) [36|, would be found for speech conditions and weaker TRFs would be seen for music with lyrics conditions. As this hypothesis assumes that the temporal cortical tracking of the envelope would be reduced for the music alone condition, the TRFs obtained for the instrumental music condition would be less defined (Figure D.1-C).

Reconstructed stimuli or predicted EEG TRF


Fig. D.1: Putative patterns of reconstruction accuracy for both encoding and decoding model and encoding Temporal response functions (TRF) for each of the hypotheses tested. A- H1: Cortical tracking is driven mainly by speech-related acoustic factors. B- H2: Cortical tracking is mostly driven by linguistic/content factors. C- H3: Model is biased toward speech-specific features.

In the current study, we aim to test these three hypotheses in participants
listening to sounds while their brain activity is recorded using a 64-channel EEG system. EEG data and the audio signal envelope are used to train both encoding and decoding models, investigate potential differences between speech and music listening, and discuss the potential effects on the creation of versatile AAD. Five different types of sounds were used: instrumental music, music with understandable or not understandable lyrics (foreign language), and continuous speech, understandable or not. Variations of the reconstruction accuracies and/or distinct patterns of TRF are anticipated for each of the aforementioned hypotheses.

## 2 Methods

### 2.1 Participants

22 participants ( 7 males) aged between 20 and 45- years old (mean age: $25.71 \pm$ 5.28) took part in the experiment. All participants were native Danish speakers, without any knowledge of the Finnish language. None of the participants had any known history of hearing loss or a neurological condition. Participants were compensated for their participation. EEG data were visually inspected and if more than a third of the trial was contaminated by large noise artefacts, those participants were excluded from further analysis. This led to the exclusion of 4 participants, which resulted in a final sample of 18 participants ( 5 males), with ages ranging from 20 to 32 years old (mean age: $24.63 \pm 3.15$ ).

### 2.2 Stimuli \& Procedure

Thirty excerpts of 70 seconds were presented to the participants, divided into five categories:

All musical signals could be considered as a single auditory object, as the organisation of the stimuli (melodic and harmonic relationships between instruments) can lead to a grouped perception of the music as one single and coherent auditory stream [37,38|.

The three musical conditions were created by taking three different versions of the same song: e.g. "How far I'll go", from Disney's movie Moana ${ }^{1}$ in both the Danish version, the Finnish version and the instrumental version with the main melody recreated with a synthetic cellc ${ }^{2}$, to minimise the differences between conditions. For the speech conditions, a language unknown by the participant was chosen to compare natural speeches and maintain natural prosody in both conditions. Finnish was chosen because it is considerably different from Danish [39|, which excludes potential content

[^5]| Stimuli | Description | Speech alone | Music alone | Music with speech | Content under- <br> stood <br> by the listeners |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Cello Music | Excerpts of polyphonic Disney songs with no lyrics. The melody line from the original version was replaced by a similar melody played by a synthetic cello. |  | X |  | No |
| Danish Music | Excerpts of polyphonic Disney songs with lyrics in Danish. |  |  | X | Yes |
| Finnish Music | Excerpts of polyphonic Disney songs with lyrics in Finnish. |  |  | X | No |
| Danish Speech | Excerpts of a Danish audiobook read by a woman. | X |  |  | Yes |
| Finnish Speech | Excerpts of a Finnish audiobook read by a woman. | X |  |  | No |

recognition/understanding from the participants. For each condition, five different excerpts were used, resulting in 25 trials per participant. The normalised autocorrelation, as well as the power spectrum, of each stimulus can be found in Supplementary Material A and B, respectively. For each trial, excerpts were played on a single loudspeaker located in front of the participant. All stimuli were loudness matched to keep an equal perceived loudness of -23 LUFS (Loudness Unit Full Scale) across trials and correspond to 60 dBA at the listening position. The order of the stimuli was randomised across participants. For each trial, participants were instructed to actively listen and focus on the sound played for the whole 70 seconds. They were instructed to stay still, minimise body movements, and keep their gaze fixed on a cross on a screen placed in from of them. They had breaks in between each trial. At the end of each trial, participants answered two questions about their listening experience. The ratings for both questions were given on a continuous scale with labels placed 1.5 cm before and after the beginning and end of a 15 cm long scale, respectively.

- Q1: How familiar were you with the sound? ("Hvor bekendt er du med denne lyd?") - From "Not familiar" to "Very familiar" ("Slet ikke bekendt" - "Meget bekendt")
- Q2: How engaged were you in the listening? ("Hvor nærværende var du i lytteoplevelsen?") - From "Not engaged " to "Very engaged" ("Slet ikke nærværende","Meget nærværende")

The choice of a monodic listening task (listeners are presented with only one stream of sound through one loudspeaker) is to minimie the effect of
attention to a different type of signal. Attention and engagement in listening may differ between speech and music listening and may be influenced even more by the distracter sound. While background music leads to minimum distraction during speech listening, the presence of distracting speech makes the listening and attentional task more challenging [24.40]. Such variations might then be reflected in the cortical tracking of both target and distracter sounds [41|. Here, the listening task was limited to one stimulus at a time, to avoid variations of attention due to a secondary sound stream. In order to monitor potential differences in listening behaviour across types of sound, participants rated their engagement in the listening task for each trial. The engagement question was also used to test if engagement is correlated to cortical reconstruction accuracy.

The familiarity question was used as a screening question to assess if the participants were actively doing the task or just answering randomly to the questions. A high familiarity rating with the Finnish Speech trials would be an exclusion factor, as the probability that one is highly familiar with an audiobook in an unknown language is low and would indicate that the participant did not genuinely answer the question or did actually understand Finnish.

### 2.3 EEG data acquisition and pre-processing

Data collection was done in one single session for each participant. EEG data were recorded continuously at 2400 Hz with a g.HIamp-Research system ${ }^{3} .64$ electrodes were placed on the scalp of participants following the international 10-10 system. Every electrode's impedance was kept at or below 5 kOhms .

All the pre-processing of the EEG data was carried out with EEGLAB v2021.1 |42|. Data pre-processing followed the recommendation for such experiment design, as described by |1|. Band-pass FIR filter was applied to filter the data between 0.5 Hz and 45 Hz , to remove low-frequency noise and 50 Hz line noise. EEG data were re-referenced to the average of all scalp electrodes. The noise-contaminated EEG channels were visually examined and interpolated from nearby electrodes. Individual Component Analysis (ICA), with the automated detection plugin of EEGLAB |43], was used to remove artefacts caused by eye blinks and movements. Through visual inspection, the trials in which the artefacts were too large (e.g., movements) were discarded.

Following this initial preprocessing, the EEG data were downsampled to a sampling rate of 128 Hz after being lowpass filtered at 8 Hz (Butterworth filter, order=10). This lowpass cutoff frequency was selected as the cortical tracking of auditory stimuli is linked to cortical activities in the delta and theta band |1,33, 44, 45| (that also correspond to the beat of the music present in the EEG signal [46, 47]). The highpass cutoff frequency was selected to

[^6]remove low frequency noise in the EEG signal but to keep frequency where differences in reconstruction accuracy between speech and music have been observed |25|. Finally, the 5 first seconds and the last 5 seconds of the data were removed from each trial to avoid introducing the onset effects of the stimuli into the model, artefacts linked to the filtering, and to keep only data that correspond to ongoing continuous listening [1]. All the preprocessing (EEG and Audio) and the processing related to model training and testing was done using custom code.

### 2.4 Audio pre-processing

For all audio stimuli, the envelope of the audio signal was extracted, inspired by the approach described in |11|. The signal was divided into 32 sub-bands by a gammatone filter bank, with centre frequencies distributed between 50 and 20000 Hz . For each of these sub-bands, the envelope was extracted by calculating the absolute value of the Hilbert transform. An averaged envelope was obtained by averaging the extracted envelope of each sub-band. Finally, aligned to the preprocessing of the EEG data, the averaged envelope was filtered between 0.5 and 8 Hz (Butterworth filter, order=10), downsampled to a sampling rate of 128 Hz , and the 5 first and last seconds were removed to have both audio and EEG data aligned in time.

### 2.5 Backward modelling: stimulus reconstruction

The stimulus reconstruction also called backward modelling, aims to reconstruct an estimate $S^{\prime}$ of input stimuli $S$ from cortical data $R$ through a linear model $W_{b}$ that behaves like a multi-channel filter [5,7,48, 49]. In the present study, the input stimuli $S$ correspond to the envelope of the sound played to the participant, and the cortical data $R(t+\tau, n)$ corresponds to the EEG signal recorded by the electrode $n$ at the time $(t-\tau)$ during the listening of the stimuli S. EEG recording is mapped to the stimulus envelope as follows:

$$
\begin{equation*}
S^{\prime}(t)=\sum_{n} \sum_{\tau} W_{b}(\tau, n) R(t+\tau, n) \tag{D.1}
\end{equation*}
$$

The estimation of the model $W_{b}$ can be done with the minimisation of the mean-squared error between the reconstructed stimuli $S^{\prime}$ and the original stimuli $S$, which can be solved by the calculation of normalised reverse correlation, using ridge regularisation [50]:

$$
\begin{equation*}
W_{b}=\left(R^{T} R+I \lambda\right)^{-1} R^{T} S \tag{D.2}
\end{equation*}
$$

Where $I$ is the identity matrix, $\lambda$ is the ridge regularisation parameter and $S$ the original audio envelope for a single trial at time $t=1 \ldots T$. $R$ contains
several time-delayed versions of the EEG data collected during the trial over 64 electrodes |5. 48|.

The time-delayed versions are included in the model to allow the model to capture the relevant time lags that correspond to cortical envelope tracking. In the present study, the stimulus reconstruction used a multi-delay model, which included several delayed versions of the EEG ranging from $\tau_{m} i n=0$ to $\tau_{m} a x=500 \mathrm{~ms}$ for training and testing of the model. This range was chosen to ensure that optimal time lags for both speech and music reconstruction were included in the model |5, 23,51|.

$$
R=\left[\begin{array}{cccccc}
r_{1}(1) & r_{1}(2) & \ldots & r_{1}\left(\tau_{\max }\right) & \ldots & r_{1}(T)  \tag{D.3}\\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & r_{1}(1) & \ldots & r_{1}\left(T+\tau_{m} a x\right) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
r_{n}(1) & r_{n}(2) & \ldots & r_{n}\left(\tau_{\max }\right) & \ldots & r_{n}(T) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \ldots & r_{n}\left(\tau_{\max }\right) & \ldots & r_{n}\left(T+\tau_{\max }\right)
\end{array}\right]
$$

The ridge regularisation parameter $\lambda$ was used to both enhance the regression and prevent overfitting $|1,7,50|$. In the present case, the value of $\lambda$ was determined for each training data set through a cross-validation procedure, as described in |48]. The values explored for the parameter $\lambda$ were logarithmically spaced from $10(-10)$ to $10(10)$.

The main information that can be extracted from such linear stimulus reconstruction is the reconstruction accuracy. It is measured by the Pearson correlation between a reconstructed stimulus and the corresponding original stimulus. The model itself, and its weights, cannot directly give interpretable information ( [1, 52].

In the present study, condition-specific models were trained: models were trained and then tested on only one type of condition at a time. For example, for the Cello Music condition, models were trained using only trials where cello music was listened to and then tested on different cello music trials. A leave-one-out (LOO) approach was used for training the model by training a model on each trial minus one that is used for testing and averaging the resulting models. Due to the limited amount of data per participant and per condition (maximum 5 minutes for each participant and condition), a generic model design was chosen $|1|$. For each condition, all trials from all participants were pooled together before the LOO training.

### 2.6 Forward Modelling: EEG prediction and temporal response functions (TRF)

The forward modelling approach follows the same principle as the backward modelling, but instead of reconstructing the stimuli from the EEG, it attempts to predict the cortical response $R^{\prime}$ from the stimuli $S$ through a linear model $W_{f}$ |7. 53].

$$
\begin{equation*}
R^{\prime}(t, n)=\sum_{\tau} W_{f}(\tau, n) S(t-\tau, n) \tag{D.4}
\end{equation*}
$$

The forward model $W_{f}$ can be calculated as follow:

$$
\begin{equation*}
W_{f}=\left(S^{T} S+I \lambda\right)^{-1} S^{T} R \tag{D.5}
\end{equation*}
$$

with $I$ and $\lambda$ corresponding to the same elements as described in equation D.2. Here $R$ corresponds to the preprocessed EEG recorded from one trial for time $t=1 \ldots T$, and $S$ contains several time-delayed versions of the audio envelope.

$$
S=\left[\begin{array}{ccccccc}
s(1-\tau \min ) & s(-\tau \min ) & \ldots & s(1) & 0 & \ldots & 0  \tag{D.6}\\
\vdots & \vdots & \ldots & \vdots & s(1) & \ldots & \vdots \\
\vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots \\
\vdots & \vdots & \ldots & \vdots & \vdots & \ldots & s(1) \\
s(T) & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots \\
0 & s(T) & \ldots & \vdots & \vdots & \ldots & \vdots \\
\vdots & \vdots & \ldots & \vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & s(T) & S(T-1) & \ldots & S(T-\tau \max )
\end{array}\right]
$$

With forward modelling, the prediction accuracy can be extracted from each channel, similarly to stimulus reconstruction. In addition, contrary to the backward modelling, the model itself can provide useful information as the weights describe the effect of the stimulus on the modulation of each EEG channel and are known as TRF. TRF corresponds to the estimated impulse response of the cortical response to the stimuli and can be compared to an event-related potential [1, 36, 48, 52].

The present study used forward models to compare TRFs between stimulus conditions. Forward models have been calculated by including delayed versions of the stimuli $S$ ranging between $\tau_{m} i n=-100$ and $\tau_{m} a x=750 \mathrm{~ms}$. For the forward model, the regularisation parameter is optimised through a
cross-validation procedure, similar to the backward model. The values explored for the parameter $\lambda$ were logarithmically spaced values from $10(-10)$ to 10(10). As for the backward model, a leave-one-out approach was used to train the forward models. The trained models are conditions-dependent (i.e., models are trained and tested only on trials from the same conditions), and subject-independent (i.e. for each condition, trials from all participants are used for the LOO approach).

## 3 Results

### 3.1 Engagement and familiarity rating

To assess the differences in rating for engagement between conditions, a two-way general linear mixed model ANOVA was used, with audio conditions as a fixed factor and participants as a random factor [54|. This test shows a significant effect of the audio condition on the rating of engagement $(\mathrm{F}(4,68.977)=25.806, \mathrm{p}<0.001)$. A smaller effect of participants $(F(17,68.527)=$ $6.178, p<0.001$ ) and an interaction between audio-condition and participant $(F(68,340)=1.764, p=0.001)$ were found. Post-hoc comparisons with Bonferroni correction revealed that the " Finnish Speech " condition was rated significantly lower than all other conditions ( $p<0.001$ ). The Danish contents, both speech and music, were also rated significantly higher than the Finnish Music condition ( $p<0.001$ ). (See figure D.2). As explained in the method section, the results of the familiarity question were not further analysed. In addition, the Pearson's correlation between the engagement ratings and the reconstruction accuracy was calculated to test a potential link between the subjective and cortical measures. No significant correlation was found ( $r=0.005, p=0.786$ ). A similar analysis investigated a potential link between the engagement rating and the EEG prediction accuracy. No significant correlation was found ( $r=-0.042, p=0.388$ ).

### 3.2 Backward model: stimulus reconstruction accuracy

## Empirical chance level

The chance level for reconstruction was calculated to test if the linear backward model can robustly reconstruct the target signal. To calculate the chance level, the reconstruction accuracy was obtained through chance model, trained after shuffling audio EEG from all participants with irrelevant audio envelope (350 permutations). Chance levels were calculated independently for each condition. Wilcoxon rank sum test, with significance values adjusted through Bonferroni correction, showed a significant difference between the distribution
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Fig. D.2: Engagement rating across stimuli conditions
of reconstruction accuracy and the distribution of chance level for all stimuli conditions ( $p<0.001$ ) D.3).

## Comparison across conditions

A two-way general linear mixed model ANOVA was used to compare the reconstruction accuracy across audio conditions, with conditions as a fixed factor and participants as a random factor. The results show no significant effect of audio conditions, i.e., the type of sound being listened to by the participants, on the reconstruction accuracy $(F(4,69.014)=1.695, p=.161)$. A significant effect of participant $(F(17,68.547)=1.848, p=0.039)$, and a significant interaction between participants and audio-condition $(F(68,340)=$ $1.7, p=0.001$ ) were found.

### 3.3 Forward model: EEG prediction accuracy

## Empirical chance level

The chance level for prediction accuracy was computed to determine whether the linear forward model can successfully reconstruct the EEG signal. To calculate the chance level, the prediction accuracy was obtained through chance model, trained after shuffling audio EEG from all participants with irrelevant audio envelope ( 350 permutations). Chance levels were compared independently for each condition. The distribution of reconstruction accuracy and the distribution of chance level for all stimulation conditions were significantly
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Fig. D.3: Stimulus reconstruction accuracy obtained with a backward model by conditions. Mean and CI are calculated from results from all relevant trials and all participants. Chance level is indicated for each condition by the green triangles.
different, according to the Wilcoxon rank sum test, with significance values corrected by Bonferroni method ( $p<0.001$ ) (Figure D.4).

## Comparison across conditions

To compare the EEG prediction accuracy across conditions, a two-way general linear mixed model ANOVA with participants as a random factor and conditions as a fixed factor was used. The effect of EEG channels was not investigated. Instead, the prediction accuracy was calculated by taking into account prediction values from all 64 EEG channels. The findings demonstrate no significant effect of the stimuli condition on the reconstruction accuracy $(F(4,69.229)=1.150, p=0.340)$, and no significant effect of participant $(F(17,68.684)=1,529, p=0.111)$. A small but significant interaction between conditions and participants was found $(F(68,340)=1.360, p=0.042)$.

### 3.4 Forward model: Temporal Response Functions

The results obtained for both the stimulus reconstruction accuracy and the EEG prediction accuracy suggest that both forward and backward modelling perform similarly for all audio conditions. The TRFs (i.e., the weights of the forward model) were then examined to investigate if differences could be observed in the model across conditions. As artefacts are common at the beginning and end of the TRFs samples, all TRFs were trimmed by 50 ms at


Fig. D.4: A) EEG prediction accuracy obtained with a forward model by stimuli conditions, including all 64 EEG channels. Mean, and CI are calculated from results from all relevant trials and all participants. The chance level is indicated for each condition by the green triangles. - B) Mean prediction accuracy at each electrode, across conditions.
both ends. First, the Global Field Power (GFP) |55| of the 64-channel TRFs was calculated at each time point and examined to determine the timing where TRF components can be observed. All TRF calculated through the LOO procedure in place for calculating the EEG prediction accuracy were used for calculating the GFP. Figure D.5-A) displays the GFP for each condition. From those GFP profiles, several observations can be made. Firstly, a clear component can be observed for both speech and music-with-lyrics conditions, around 200ms. It can also be noted that similarity in the GFP profile can be seen for both speech conditions. For the music-with-lyrics conditions, the profile of the Danish and Finnish Music conditions also show a similar pattern, despite a peak component around 400 ms that is only present for the Danish Music condition. However, these two groups differ from each other:

- A TRF component can be observed at $\approx 60 \mathrm{~ms}$ for the Danish Music and Finnish Music conditions and is weaker or absent in the speech GFP profiles.
- For the speech conditions (Danish Speech \& Finnish Speech), an early
peak (around 0 ms ) can be observed. This component is not observable in the other conditions. However, due to the temporal placement of this peak and its amplitude compared to the $\approx 200 \mathrm{~ms}$ component, this early peak should be considered cautiously, as it is likely to correspond to an artefact due to the modelling procedure.
- While the $\approx 200 \mathrm{~ms}$ component is present for speech conditions and music-with-speech conditions, the shape varies between those two groups,

Finally, concerning the instrumental music condition (Cello Music), the profile of the GFP differs from the other conditions, and no specific component can be extracted from the GFP profile, indicating weaker, less robust TRFs. Figure D.5-C) shows the topographic map of the averaged weight of TRFs per condition for each peak identified in the GFP profiles. The topography of all peaks previously identified suggests that the weights are more robust in the frontal-central and occipital regions for all the components observed. A slight divergence from this pattern can be observed for the Danish Speech conditions at the 200 ms component, where the maximum weight becomes more lateral and symmetric in the frontal region.

Overall, from the observation of the different TRFs, while the spatial pattern is comparable across conditions, three distinct temporal patterns can be observed: one comprises the speech conditions, one comprised of the music-with-speech conditions and one different for the music instrumental condition. Those differences may indicate distinct underlying cortical mechanisms involved in listening to speech, music with lyrics, or instrumental music.

## 4 Discussion

In this study, participants performed a listening task where they were instructed to listen to either music or speech actively. The musical conditions were separated into three sub-conditions: instrumental music, music with lyrics in Danish, understood by the participants; music with lyrics in Finnish, not understood by the participants. For speech listening, they listened to excerpts of an audiobook in Danish or an excerpt of an audiobook in Finnish, with comprehension varying accordingly. EEG data were recorded during the listening sessions, and linear models were trained to examine differences between speech and music listening. Based on results from previous research, it was hypothesised that speech would be better reconstructed via the backward decoding model than music [23-25|. Similarly, it was hypothesised that a similar bias toward speech would be found through forward linear modelling by investigating the EEG prediction accuracy and the weights of the Temporal Response Function computed.


Fig. D.5: A) Mean global field power measured at each time lag averaged across TRFs calculated through a LOO approach, for each condition, shaded areas correspond to standard deviation.- B) Grand average TRFs at FCz, per conditions. Shaded areas correspond to standard deviation. C) Scalp topographies of the dominant TRF components occurring at $\approx 60$ and $\approx 200 \mathrm{~ms}$ for each condition. The black dot represents the position of the electrode FCz , used for illustrating the TRFs.

With the assumption that there are differences in the neural tracking of the temporal envelope between speech and music listening, this study aimed to investigate more precisely the factor contributing to such differences. To that aim, three hypotheses have been formulated and tested.

Two main performance measurements have been used to test the hypothesis. First, the stimulus reconstruction accuracy was calculated using the Pearson correlation between a reconstructed audio envelope through a backward linear model and the original audio envelope. For this measure, no significant
differences have been found between the conditions under test. The second measure presented here is the EEG prediction accuracy, corresponding to the correlation between the EEG signal and predicted EEG through a forward model. Across conditions, the values obtained for EEG prediction accuracy were not significantly different. The lack of differences indicates comparable decoding/encoding performance for music listening and speech listening when using envelope-based linear modelling. These results contradict the experiment's initial assumption, leading to the rejection of all three formulated hypotheses.

The first hypothesis was that a significantly higher neural tracking would be observed for speech conditions than music due to enhanced tracking of speech-specific acoustic processing. As speech and music can be reconstructed or predicted to a comparable extent, this hypothesis must be rejected, despite the acoustic differences that exist between speech and music at the envelope level (See figures D. 6 \& D.7). The second hypothesis, that semantic processing led to higher neural tracking, is also rejected. Compared to the other conditions, no significant differences have been found between conditions containing understandable linguistic content (Danish Speech and Danish Music, understood by the listeners). It indicates that linguistic content processing does not enhance cortical envelope tracking of audio stimuli. The third hypothesis was related to potential bias in the model design that would enhance reconstruction/prediction accuracies. This hypothesis is rejected as the presence of speech in the original stimulus does not impact the models' performances. It has to be noted that, despite the lack of significant effect of the condition, significant interactions between the condition and participant have been found for those two accuracy measures. It indicates that, at the individual level, the reconstruction/prediction performance may differ between speech and music listening. However, it varies across listeners; no effect is generalised across participants. Due to the current study's design, generic linear models have been trained by including data from several participants in the model's training. It would be of interest to also investigate further the individual differences by training individual models, fitted to only one participant at a time, to explore if the similarities in reconstruction/prediction performance remain and to investigate more how individual differences across listeners may influence the neural tracking of the audio envelope.

Overall, the current results contradict the initial assumption and contrast with previous results, which showed increased reconstruction accuracy for speech compared to music listening |23-25|. The experimental design of this study differs from the one previously used: two of the aforementioned studies were designed to study auditory attention decoding; hence several sounds were concurrently presented to the listener $|23,24|$. In that case, the differences in reconstruction may be due to attentional factors that may differ between speech and music listening. In the present study, an affective measurement
(i.e., engagement rating) has been collected in addition to the cortical measures. This measure was added to the experiment design to explore a potential link between listening engagement and the cortical tracking of the temporal variations of the sound. While some differences have been found across conditions for the engagement rating, they were not correlated with the reconstruction or EEG prediction accuracy. It suggests that cortical tracking is not directly related to the level of engagement of the listener. Further research would be needed to explore how attentional or other cognitive factors may influence the neural tracking of different auditory stimuli.

Besides the model's performance, the weights of the model trained in this study were also investigated. As the weights of the backward model are not straightforwardly interpretable [52], only the weight of the forward models has been explored. Observation of the TRFs components indicates differences across conditions, conversely to the reconstruction/prediction performances. Apart from the instrumental music condition, the forward models comprise robust TRFs. In the case of instrumental music, the obtained TRFs are not as robust, with less defined components. However, it does not affect the reconstruction accuracy obtained with this model, which performs comparably to the other conditions. For both speech conditions and both music conditions that contain lyrics, robust TRFs can be observed, and some similarity can be observed: the presence of a component around 200ms and comparable topographic patterns. This topographic pattern, as well as the 200 ms component, are consistent with previous studies on envelope-based TRFs on speech $|56,57|$ and music [19|. However, some differences can also be noticed, with a component present for the music-with-lyrics conditions but not for the speech conditions and shape differences between music and speech at the 200 ms component.

Overall, three different patterns of TRFs one for speech, one for music with lyrics and one for instrumental music. While it does not directly fit one of the initial hypotheses presented in this study, such differences could indicate distinct underlying cortical processing for those three conditions. However, surprisingly, such a grouping of the initial condition into three categories is not observed in the reconstruction accuracy results. It suggests that those putative distinct cortical processes of the speech, music or music with speech stimuli may lead to comparable cortical tracking of the temporal variations of the heard sound.

The present results are promising for implementing envelope-based linear models for applications with music or speech, such as Auditory Attention Detection. Comparable reconstruction accuracy across those diverse audio signal types suggests that such a model is not inherently biased toward speech and that a similar model design could be used for speech and music listening. Nevertheless, although the present results suggest that the neural tracking of the temporal envelope is comparable for speech (understood or not), instrumental
music and music with lyrics, further research would be needed to explore the factor that could influence the differences in reconstruction accuracy that have been observed in other studies.

## 5 Conclusion

This study explores the differences in performance in cortical linear encoding and decoding during naturalistic speech and music listening. The study explored three hypotheses that could explain differences in reconstruction accuracies between speech and music stimuli, and the obtained results led to the rejection of all three hypotheses. Moreover, contrary to previous results, no significant differences in reconstruction accuracy between music and speech listening were found. It can be seen as a promising result for the future development of BCI based on stimuli and/or EEG signal reconstruction, as the present study shows that encoding and decoding linear models based on the envelope can be used for both music, speech and music stimuli that include speech with similar performances. Exploration of the weight of the encoding model (TRFs), however, suggest that listening to those different type of sound might differ in their underlying cortical processes, even though those differences do not explain the variation in reconstruction accuracies. Future research should continue to explore such differences further.
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Fig. D.6: Normalised autocorrelation of the envelopes of each sound stimuli used in the experiment.
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Fig. D.7: Power spectrum of the envelopes of each sound stimuli used in the experiment, after bandpass filtering $(0.5-8 \mathrm{~Hz})$.
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