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Summary

Noise source identification correlates the location of sources with their physical measures,
such as sound pressure level (SPL). A number of noise source identification techniques have
been suggested, and typically they visualize noise contributions as a function of location.
Such visualization can be performed by measuring a sound field with a microphone array
or by scanning an area of interest using an intensity probe. However, for an efficient noise
source identification, the perceptual quality of each noise source must be considered. De-
termining the perceptual quality of individual sources or a partial sound field is becoming
important in many areas of sound engineering, for example the identification of annoying
components in a wind turbine or a vehicle exterior/interior.

This PhD study investigated how beamforming can be utilized to quantify auditory at-
tributes of sources, and to auralize a sound field, or a partial sound field, for further
psychoacoustical investigation. These goals were achieved by deriving measurement con-
cepts necessary for this study, and by performing a series of listening experiments, in
which different psychophysical methods were used. The findings of the present investiga-
tions were then related to a number of acoustical applications from loudness measurements
of products having multiple noise components to on-road vehicle testing.

As a first step, a sound quality metrics mapping based on beamforming was proposed, and
this method makes use of both monophonic and binaural loudness algorithms. Binaural
loudness mapping, in which monophonic beamforming pressure estimation is convolved
with head-related transfer functions (HRTFs) in the corresponding direction to generate
binaural signals, could optimize the location of multiple sources relative to listener’s head
rotation in order to minimize overall loudness. In addition, sound quality metrics mapping
proved to be an efficient way of localizing problematic sources by directly relating auditory
attributes to sources thus supplementing the traditional sound pressure mapping.

In the first experiment, the loudness of simultaneous sources was investigated in a simple
loudspeaker setup. It showed that listeners perceived narrow-band noises to be equally
loud independently of their spatial distribution, i.e. no matter whether they were focused
(0◦) or distributed (±10◦ or ±30◦), provided the directional loudness sensitivity of individ-
ual sources was compensated for. Moreover, a 6-dB loudness summation rule accounted
for the subjective loudness perception of multiple sources for the stimuli employed in this
experiment. It was observed that some subjects ignored the loudness contribution from a
secondary sound completely while judging overall loudness.
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Therefore, the threshold below which a secondary sound does not contribute to overall
loudness any longer was investigated in the second experiment. In general, this ”loudness
threshold” for a secondary sound was much higher than expected, indicating that the
secondary sound was clearly audible but did not contribute to perceived loudness. This
proved that there is a considerable loudness dominance of the primary sound in multiple-
sound conditions, much like in the cocktail-party effect.

In the third experiment, the subjective loudness and annoyance of a target sound in
background noise was derived for sound signals synthesized binaurally either using a head-
and-torso simulator (HATS) or spherical-harmonics beamforming (SHB). The outcome of
the analysis indicated that SHB largely reinstated the loudness (or annoyance) of the
target sounds to unmasked levels, even in noisy conditions, while the effect of background
noise was obvious for the traditional binaural synthesis using an artificial head.

Finally, auditory attributes of multi-channel reproduced sounds based on the two auraliza-
tion methods, i.e. HATS versus SHB, were compared in the fourth experiment. The two
auralization methods produced quite similar results showing that the SHB auralization
could reproduce spatial perception close to the HATS auralization. Notice that a SHB
measurement simplifies binaural 3D sound recordings significantly compared to HATS
measurements. Based on the findings, a general procedure for deriving binaural signals
using SHB was proposed.
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Resumé (summary in Danish)

Støjkilde-bestemmelse (Noise Source Identification) korrelerer/sammenholder positionen
af lydkilder med de tilhørende fysiske m̊al s̊asom lydtryk-niveau. Der er udviklet forskel-
lige metoder til støjkilde-bestemmelse, og disse visualiserer typisk støjbidraget som funk-
tion af a positionen. En s̊adan visualisering kan foretages ved at m̊ale lydfeltet med et
mikrofon-array eller ved at skanne kildeomr̊adet med en intensitets-probe. En effektiv
metode til støjkilde-bestemmelse bør imidlertid involvere den ”perceptive quality” af de
enkelte lydkilder. Bestemmelsen af den ”perceptive quality” af de enkelte kilder eller en
del af lydfeltet er vigtigt indenfor mange omr̊ader, heriblandt identificering af generende
komponenter i en vind-turbine eller i et køretøj.

Dette PhD-studium omhandler undersøgelser af hvorledes beamforming kan benyttes til
at bestemme ”audotory attributes” af kilder og til at ”aualize” et lydfelt (indimellem
kun dele af lydfeltet) til yderligere psykoakustiske undersøgelser. Disse m̊al blev n̊aet ved
at udlede en den grundlæggende teori til studiet, og ved at udføre en række lytte-tests.
Resultaterne af disse undersøgelser blev derefter relateret til et antal akustiske anvendelser
fra loudness m̊alinger fra produkter med multiple komponenter til test med køretøj p̊a vej.

”Sound quality metrics mapping” baseret p̊a beamforming blev foresl̊aet, og denne metode
benytter b̊ade ”monophonic” og binaural loudness algoritmer. Binaural loudness mapping,
hvor monophonic beamforming tryk-estimering foldes med de hoved-relaterede overføringsf-
unktioner i den tilhørende retning for at generere binaurale signaler, kunne optimere po-
sitionen af multiple kilder i forhold til positionen af lytte-personens hoved for at minimere
den samlede loudness. Derudover viste det sig, at ”sound quality mapping metrics” var en
effektiv m̊ade til lokalisering af problematiske kilder ved direkte at relatere de ”audiotory
attributes” til kilder i modsætning til traditionel lydtryk mapping.

I det første eksperiment blev loudness fra simultane kilder undersøgt i et simpelt højtaler-
setup. Det viste sig at lytte-personen opfattede smalb̊andede kilder som værende ligelig i
niveau uafhængigt af den rumlige fordeling, dvs. enten fokuseret (0◦) eller fordelt (±10◦

eller ±30◦), n̊ar der blev kompenseret for den retningsafhængige loudness følsomhed af de
enkelte kilder. Derudover udgjorde den subjektive loudness perception af multiple kilder
en 6dB loudness summering for den stimuli, der blev anvendt i eksperimentet.

Tærsklen, under hvilken en sekundær kilde ikke bidrager til den samlede loudness, blev
derfor undersøgt i det næste eksperiment. Generelt var tærsklen for den sekundære kilde
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meget højere end de forventede værdier tæt p̊a høretærsklen, hvilket indikerer at den
sekundære kilde var tydeligt ”audible” men uden at bidrage til den opfattede loudness.
Dette viste at der er en betydelig loudness dominans fra den primære lyd in multipel-lyd
forhold, og dette kan forklares ved fænomenet bag cocktail-party effekten.

I det tredje eksperiment blev den subjektive loudness og annoyance fra en target-lyd i
baggrundsstøj fundet for lydsignaler syntetiseret binauralt ved brug af enten head-and-
torso simulator (HATS) eller sfærisk harmonisk beamforming (SHB). Resultatet af anal-
ysen indikerede at SHB oftest genindsatte loudness (eller annoyance) fra target-lydende
til umaskerede niveauer, selv ved støjfyldte forhold, mens effekten fra baggrundsstøj var
tydelig for den traditionelle binaurale syntese ved brug af et kunstigt hoved.

Reproduceret lyd fra multi-kanals auditory attributes baseret p̊a to auralization metoder
(HATS vs. SHB), blev sammenlignet i et fjerde eksperiment. De to auralization metoder
gav rimelig ens resultater, hvilket viser at SHB auralization kan reproducere en rummelig
perception, der er sammenlignelig med HATS auralization. Bemærk at SHB m̊alinger sim-
plificerer binaural 3D lyd optagelser markant sammenlignet med HATS m̊alinger. Baseret
p̊a resultaterne blev der foresl̊aet en generel procedure til at finde binaurale signaler ved
brug af SHB.

x



Introduction and overview of the
thesis

1 Introduction

In the field of automotive engineering and in the consumer electronics industry, it is often
desired to identify the location of problematic noise sources as a means of ”trouble shoot-
ing”, and beamforming has been widely used for such purposes (Johnson and Dudgeon,
1993; Christensen and Hald, 2004, 2002). Beamforming is a signal processing technique
based on measurements using an array of microphones placed at a medium to large dis-
tance from sound sources. Typically a delay-sum beamforming algorithm estimates how
much of the pressure at the array position is incident from the focused direction by ap-
plying proper delays to each microphone position, and then summing the resulting signals
(Johnson and Dudgeon, 1993). Thereby, it is possible to generate sound pressure maps
by steering beams in such a manner that they cover the area of interest in a sound field.
Moreover, Hald (2004) recently proposed a mathematical factor, which scales the output
of the delay-sum beamformer in order to obtain an accurate sound power estimate for the
sources. On the other hand, traditional physical measures, such as sound pressure and in-
tensity, do not take into account how human subjects perceive sounds, and for that reason
there is growing interest in predicting perceived psychoacoustic attributes from objective
acoustical parameters (Zwicker and Fastl, 2006; Ellermeier et al., 2004b).

In order to derive psychoacoustic attributes of sound fields of interest, e.g. a multi-
channel loudspeaker setup or a vehicle interior, it is frequently required to perform ”blind”
listening experiments to avoid biases, which might result from the visual appearance of
the scene. Furthermore, different sound fields, e.g. a set of different cars, may have
to be compared to each other directly in a listening experiment. Recently some studies
measured binaural room impulse responses (BRIR) and convolved them with input signals
according to listener’s head movement using a head-tracking system (Horbach et al., 1999;
Mackensen et al., 2000; Spikofski and Fruhmann, 2001). This type of auralization has been
tested in a number of studies in which attributes of interior car noise or of multi-channel
reproduced sound were estimated (Granier, 1996; Farina and Ugolotti, 1997; Christensen
et al., 2005; Bech et al., 2005). However, the method requires measuring BRIRs at a
large number of head rotation angles, and therefore is very time-consuming. Moreover,
binaural signals may not be measurable at several head rotation angles, e.g. for on-road
vehicle testing, where dummy head measurements are not repeatable and thus a new way
of measurement overcoming these limitations has to be proposed.

1



2 Beamforming applied to psychoacoustics

Therefore, the present PhD study reports on a series of investigations applying beamform-
ing techniques in conjunction with psychoacoustic experiments. The major goals of this
study are twofold:

1. To identify and quantify problematic sound sources in a given sound field based
on psychoacoustic attributes. Procedures deriving sound quality metrics maps on
the basis of beamforming will be proposed. In addition, there should be guidelines
to predict the loudness of simultaneous sound sources, and the interaction between
multiple sound sources will have to be investigated, since traditional loudness models
typically assume a single sound source in the free field or diffuse field.

2. To develop and verify a new binaural auralization method based on beamforming in
order to utilize the advantages of beamforming such as background noise suppression
and extracting partial sound fields. Two applications were chosen to validate the
new method: (1) the auralization of target sounds in noise and (2) the auralization
of the sound field generated by a multi-channel loudspeaker setup. As a first step,
physical level differences between the new method and the traditional auralization
based on dummy head measurements will be compared in a number of controlled
conditions. Furthermore, the perceptual differences between the two technologies
will be investigated in a series of listening experiments.

2 Organization of the thesis

[Manuscript A] Song, W. (2004). Sound quality metrics mapping using beamforming.
Portions of this work have been presented at the Internoise, Prague, Czech Republic,
August 22-25.

[Manuscript B] Song, W. & Ellermeier, W. (2006). Loudness assessment of simultane-
ous sounds using beamforming. Portions of this work have been presented at the
Forum Acusticum Congress, Budapest, Hungary, 2005 August 29 - September 2
and the Annual Congress of the Society of Automotive Engineers of Japan (JSAE),
Yokohama, Japan, 2006 May 24-26.

[Manuscript C] Song, W. & Ellermeier, W. (2007). Loudness threshold for a secondary
sound source. To be submitted.

[Manuscript D] Song, W., Ellermeier, W., & Hald, J. (2008) Using beamforming and
binaural synthesis for the psychoacoustical evaluation of target sources in noise., J.
Acoust. Soc. Am. 123, 910-924.

[Manuscript E] Song, W., Ellermeier, W., & Hald, J. (2007) Psychoacoustic evaluation
of multi-channel reproduced sounds using binaural synthesis and beamforming. To
be submitted.

The PhD thesis consists of five manuscripts, some of which are revised versions of confer-
ence papers, some being submitted or intended for publication in journals. Manuscript A

2



Introduction and overview of the thesis 3

Binaural auralization using beamforming

Psychoacoustical analysis of multiple sound sources

Manuscript B

Loudness assessment of 

simultaneous sounds

Manuscript A

SQ mapping

Manuscript C

Loudness threshold for a 

secondary sound source

Manuscript D

Evaluation of target 

sources in noise

Manuscript E

Evaluation of multi-channel 

reproduced sounds

Figure 1: Schematic overview of the relationship between the five manuscripts.

describes the proposed procedure of sound quality metrics mapping, and demonstrates the
problems, which have to be investigated in the following four manuscripts. Manuscript B
and C focus on the perceived loudness of simultaneous sources in listening experiments,
and propose a method of calculating the loudness of combined sources identified by beam-
forming. Manuscript D is dedicated to the psychoacoustical evaluation of target sources
in noise while Manuscript E describes and validates the binaural auralization of multi-
channel reproduced sound by means of beamforming and binaural synthesis. Fig. 1 shows
the relations between the five manuscripts schematically. In the following chapter, an
overview of each manuscript will be given.

Some of these papers involve significant contributions by Wolfgang Ellermeier, the aca-
demic supervisor of my PhD work, and by Jørgen Hald, a senior researcher at Brüel &
Kjær. Wolfgang Ellermeier contributed mainly to the design and statistical analysis of
the listening experiments, and aided in improving the write-up of the results. Jørgen Hald
contributed to designing beamforming algorithms, and helped to refine the mathematical
derivations related to those.

3 State of the art

In this section, the state of the art of employing acoustical measurement techniques for
further psychoacoustical evaluation will be reviewed. In part 1, physical measurement
techniques for psychoacoustical analysis using a single microphone, i.e. monophonic mea-
surements, and a head-and-torso simulator (HATS), i.e. binaural measurements, are in-
troduced. It is further shown how objective measures can be derived using such mea-
surements. Part2 introduces typical beamforming techniques employed in the study, and

3



4 Beamforming applied to psychoacoustics

explains their main characteristics and applications.

3.1 Part 1. Physical measurement techniques for psychoa-
coustical analysis

Measurements for psychoacoustical analysis are closely related to estimating the sound
transmission from a source in a free field through the outer ear to the eardrum, which
is largely influenced by the size and shape of the torso, pinnae, and the ear canals. In
general, the goal of such measurements is to reproduce the physical sound pressure levels
at each of the ear drums as they were recorded in a sound field assuming that the compete
auditory experience can be reproduced including timbral and spatial aspects. The sound
transmission from a free field to a point in the ear canal of a human subject, namely
the Head-Related Transfer Function (HRTF) (Shaw, 1974; Møller, 1992; Blauert, 2001),
accounts for the filtering of a sound source due to the physical shape of human subjects,
and thus depends on the direction of sound. Further physical sound transmissions, e.g.
from the entrance of the ear canal to the eardrum, has been shown to be independent of
the sound incident angle (Hammershøi and Møller, 1996).

When measuring HRTFs, sound pressures at each ear can be obtained at a number of
positions in the outer ear, such as at the ear drum, at the blocked or open entrance
of the ear canal (Møller, 1992), and Hammershøi and Møller (1996) revealed that the
blocked entrance is the most suitable and stable point for measurements of HRTFs and
for binaural recordings, due to the fact that sound at this point contains the complete
spatial information, as well as the minimum amount of individual variation.

Møller et al. (1996) compared the source localization performance measured when ask-
ing subjects to listen a real sound field and binaural recordings of the same sound field,
and found out that the localization performance was preserved with individual recordings
compared to real life exposure. Furthermore, localization performance was found to be
worse with binaural recordings made with a head-and-torso simulator when compared to
individual recordings (Minnaar et al., 2001a). Moreover, the results also demonstrated sig-
nificant differences between currently available head-and-torso simulators. Despite these
facts, binaural recordings may not be made individually for each subject in most of ap-
plications since they are very time-consuming and not practical. Therefore, in this PhD
study, recordings and analyses based on HATS measurements will be studied.

3.1.1 Monophonic measurement

The auditory system of humans is binaural in that sound arrives at the two ears and the
inputs to each ear are combined and processed by the system. In spite of this fact, most
objective measures of perceived sound quality, such as loudness, sharpness, roughness, are
developed based on monophonic measurements, i.e. measured by a single microphone.
This may be due to the fact that monophonic measurements can easily be standardized
since they measure free-field pressure and avoid measuring the filtering of a sound source
caused by the presence of HATS, which is dependent on the sound incident direction. As
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Introduction and overview of the thesis 5

Figure 2: Transfer function from free-field pressure to sound pressure at the eardrum,
taken from Moore et al. (1997)

reported in Minnaar et al. (2001a), currently available HATS are quite different and may
results in different results when predicting sound quality metrics of the same sound source.

There are a number of examples, which try to derive objective metrics based on mono-
phonic measurements. The most popular example is loudness, and it is developed in Moore
et al. (1997); Zwicker and Fastl (2006). The models assume measured sound fields to be
either free or diffuse. When they are free field, sounds are assumed to be presented in
the frontal direction, meaning that subjects listen to sounds diotically (the same sound
at the two ears). This allows to build a model based on two transfer functions, i.e. one
for free field and the other for diffuse field, measured from sound pressure recorded in
the absence of the listener at the center position of the listener’s head to ear drum sound
pressure. This function was measured in a number of studies (Killion et al., 1987; Kuhn,
1979; Shaw, 1974), and Fig. 2 shows the function measured in the free field. If a 3.5-kHz
pure tone is presented in the frontal direction, the sound pressure level of the sound will
be increased by approximately 17 dB. On the other hand, the level of a 100-Hz tone will
be almost unchanged after the filtering.

In practical applications, a lot of measurements should be done within a very limited time
due to for example availability of facilities, and this makes it difficult to measure a sound
field both monophonically (using a microphone) for objective measures and binaurally
(using a HATS) for performing listening experiments. In such cases, binaural recordings
are made and monophonic measurements usually are omitted. Then the inverse filter of the
HATS response is applied to the signal at each ear, and objective measures are calculated
on the filtered signals. The results for both ears may be averaged or the maximum value
may be taken for the final result.

To perform such post-processing, we need to measure the free-field as well as the diffuse-
field response of the HATS used for the measurement. For the free field, the response is
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Figure 3: Transfer function of VALDEMAR from free-field pressure to sound pressure at
the blocked entrance to the left ear canal. The upper plot shows the transfer function for
sound incident at the frontal direction in the free field, and the lower plot illustrates that
in the diffuse field.

the same as the HRTFs in the frontal direction. For the diffuse field, one may average
HRTFs in all directions to obtain an approximated response or take the measurement
in the diffuse field directly. An example of functions measured for the artificial head
VALDEMAR (Christensen et al., 2000) is shown in Fig. 3. It is evident that the HATS
diffuse-field response is more smoothed than that of the free field, and the peak value of
the transfer function is higher in the free field.

Even though monophonic measurements may be more straightforward for predicting the
perceived quality of sounds, assuming diotic listening is still far from reality. In real-life
situations, most of sound sources are perceived to be dichotic (different sounds at the two
ears), and may be localized by listeners. Therefore, in many situations sound fields should
be recorded binaurally and binaural objective measures are need to predict the perceived
quantity more precisely.

3.1.2 Binaural measurement

Recording with a HATS is a most common way of measuring a sound field in many sound
quality applications. The complete auditory experience is assumed to be reproduced
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Figure 4: Head-related transfer functions measured at the blocked entrance to the ear
canal of VALDEMAR for two incidence angles in the horizontal plane. Measured angles
are indicated in the plots, and source positions are depicted in the left-hand side of each
plot.

exactly if sounds are recorded at each ear and played back the same as they were. The
reproduction of binaural signals via headphones is a convenient way of recreating the
original auditory scene for the listener. The recording can be performed by placing a
dummy head in a sound field, but it can also be synthesized on a computer.

The binaural impulse response (BIR) from a ”dry” source signal to each of the two ears
in anechoic conditions can be described as (Møller, 1992):

hleft(t) = b(t) ∗ cleft

hright(t) = b(t) ∗ cright (1)

where b denotes the impulse response of the transmission path from a ”dry” source signal
to free-field pressure at the center of head position and c represents the impulse response
of the transmission path from the free-field pressure to each of the two ears, i.e. head-
related impulse response (HIR). The Fourier transformation of HIR results in HRTF, and
a thorough description of typical HRTF measurement is given by Møller et al. (1995).
The binaural signals can then be obtained by convolving a ”dry” source signal with the
binaural impulse response functions h.

The sound pressure level at each ear is very much affected by the incident direction of the
sound, and this is the reason why the frontal incidence of the sound in the free field or
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8 Beamforming applied to psychoacoustics

the diffuse field assumption is not enough to describe the sound fields of interest. Fig. 4
shows the HRTFs of VALDEMAR (Christensen et al., 2000) used in this study. The sound
pressure at each ear was determined by measuring it at the blocked entrance of the ear
canal, and the results are from two sound incident angles (0◦ and 90◦) in the horizontal
plane. When the source is presented in the frontal direction, the sound signal arrive at
the ears with the almost same delay, i.e. no interaural time difference, and the level at
each ear is almost equal, i.e. no interaural level difference. On the other hand, for the 90◦

incidence, the sound signals arrive at the left ear earlier than the right ear, and interaural
level differences of up to approximately 30 dB are observed. In this case, assuming diotic
listening may cause significant errors in predicting objective metrics.

Most objective metrics, e.g. sharpness, roughness, and fluctuation strength, are based
on loudness estimates of the sounds in question. For this reason, understanding binaural
loudness models may lead us to find out how binaural metrics can be obtained from
binaural recordings. Recently, Moore et al. (1997) suggested a loudness model for steady
sounds and a perfect loudness summation by simply summing the monaural loudness
values at each ear. This way of calculating binaural loudness is standardized in ANSI S3.4
(2005).

Perfect loudness summation is a concept suggested by experiments in which the level at
each ear is controlled independently, and thus does not account for the effect of the bin-
aural impulse response function, i.e. h in Eq. 1, it thus may be said to be ecologically
invalid. Therefore, Sivonen and Ellermeier (2006) modeled binaural loudness based on
more realistic stimulation, which employed a single loudspeaker excitation in an anechoic
condition or in reverberant environment (Sivonen, 2007). Directional loudness was mea-
sured for a number of sound incident angles and frequency bands. As a result of these
investigations, they suggested a ”3-dB binaural loudness summation rule”, i.e. β = 3 in
Eq. 2:

Ldio = βlog2(2Lleft/β + 2Lright/β)− β (2)

where Ldio is the equivalent sound pressure level needed for diotic stimulation to match any
binaural combination of left-ear (Lleft) and right-ear (Lright) input levels. The equation
has the same form as one earlier proposed by Robinson and Whittle (1960). Once the
binaural loudness of a sound is calculated, other binaural metrics based on loudness may
be derived.

Although binaural metrics may be calculated based on loudness summation rules, binaural
recordings do not provide a possibility of separating sources and thereby calculating the
objective metrics of individual sources. For example, if there are two sources located at 0◦,
i.e. the frontal direction, and 90◦, see Fig. 4, the binaural recording of such a sound field
will capture the sum of transformations from two sources, i.e. the upper and lower graphs
in Fig. 4, to the listener’s ears. However, the goal of most measurement applications is to
determine objective measures of sources rather than of the entire sound field. Therefore,
in this PhD study a method of determining source metrics rather than the metrics of the
entire sound field is proposed based on beamforming techniques.
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Introduction and overview of the thesis 9

3.2 Part 2. Beamforming

3.2.1 Review of beamforming techniques

Propagating sounds carry much information concerning the sound sources that generate
them. By measuring a sound field with more than one acoustic transducer, the nature of
the source, i.e. its temporal as well as spatial characteristics, may be determined based on
physics involved. If each source produced sound in a different frequency range, the simplest
way of separating the sources would be to apply linear filtering. On the other hand, such
ideal conditions rarely occur, and simultaneous sources contain similar frequency ranges in
many applications. Thus, a spatial filtering technique is required to localize noise sources
and to determine the contribution of each sound source. The most popular of these
techniques is beamforming. Beamforming is a signal processing technique employing an
array of transducers that controls the directivity of, or sensitivity to, a focused direction.
When measuring a sound field, beamforming can increase the receiver sensitivity in the
focused direction by decreasing the sensitivity in the direction of interference or noise.

Beamforming algorithms may be categorized into fixed and adaptive beamforming (Veen
and Buckley, 1988). Typically, fixed beamformers have a fixed spatial directivity (not
dependent on the acoustical environment), and focus on a wanted sound source, thereby
reducing the influence of background noise. Examples of fixed beamformers are delay-and-
sum beamforming (Johnson and Dudgeon, 1993; Christensen and Hald, 2004), weighted-
sum beamforming (Gallaudet and de Moustier, 2000), superdirective beamforming (Kates,
1993), and frequency-invariant beamforming (Ward et al., 1994). On the other hand, adap-
tive beamforming may change its directivity dependent on the acoustical enviornment in
which the beamformer is located. Doclo and Moonen (2003) designed a fixed beamformer,
which makes use of a FIR filter-and-sum beamformer structure, to achieve a broadband
beamformer having a given arbitrary spatial directivity for a given arbitrary microphone
array configuration.

An alternative approach to beamforming was recently suggested by Liu et al. (2000) to
reduce the number of employed sensors and the physical dimensions of an array, and
the method may localize multiple sources simultaneously. It is based on the fact that
human beings can communicate effectively in the presence of background noise as well
as concurrent speakers due to the properties of directional hearing (see Blauert, 2001,
for a review). The study made use of two microphones and the Jeffress model (Jeffress,
1948), which is based on interaural cross-correlation, and showed that their broadband
localization technique works well in complex auditory scenes containing four simultaneous
talkers in an anechoic chamber. Furthermore, the algorithm was applied to extract the
desired signals in noisy environments (Liu et al., 2001). On the other hand, localization
performance, e.g. spatial resolution, was not compared with traditional beamforming
techniques, and thus it is hard to see the improvement in the new algorithm. The method
also does not distinguish sources that are only differently located in elevation since the
model does not take into account the filtering effects of head, body, and pinnae.

Beamforming arrays may be divided into planar arrays and spherical arrays. Planar mi-
crophone arrays are the most widely used beamforming array type in many applications,
and easy to build by placing each microphone physically on a plane. Typical shapes of
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10 Beamforming applied to psychoacoustics

The holography approach to be presented here is to 
measure small surface patches with a planar array and 
for each array position to backwards calculate the sound 
field parameters at the underlying source surface 
positions using SONAH. With integrated 3D position 
measurement in the array, a sequence of array positions 
can be quickly measured, providing both acoustic data 
and position data. If a CAD model of the source surface 
is not available, then the array position measurement 
system can be used to quickly measure a simple surface 
CAD model, which can then be meshed to get a grid of 
calculation positions. This procedure includes 
automatically an alignment between source geometry 
and measurement geometry. If on the other hand a CAD 
surface model is available, it can be directly imported 
and used. 

Even with an efficient holography system it is a 
significant task to measure and map all interior surfaces 
of a cabin. If a beamforming system is used first to 
pinpoint suspected panel areas, then the holography 
measurement effort can be focused on these areas to 
get better resolution and to distinguish radiation from 
reflection. 

BEAMFORMING 

SPHERICAL HARMONICS BEAMFORMING 

Beamforming based on a spherical array has the 
advantage of being able to cover all directions and with 
direction independent angular resolution. We have used 
an array with the microphones flush-mounted on a rigid 
spherical surface, which has the advantage that cabling 
and integrated cameras can be hidden inside the 
sphere. A rigid surface also provides better numerical 
stability in connection with spherical harmonics 
beamforming than a transparent sphere, [2]. Figure 1 
shows a 50-element array with 11 built-in cameras to 
cover all directions except a small angle around the floor 
stand. 

 
Figure 1. Spherical array with 50 microphones and 11 small cameras 
flush mounted in a rigid spherical surface with diameter 19.5cm. 

The mathematical formulation used for the spherical 
beamforming shall be given here together with a 

derivation of the scaling used to obtain the directional 
contribution that would exist at the center of the sphere, 
if the sphere were removed. In the following, the 
imaginary unit is represented by j, the implicit time 
dependence is j te ω , k is the wave-number and a is the 
radius of the sphere. A set of I microphones are 
mounted at directions , 1,...,i i IΩ = , on the sphere. 

Any function of direction  on a spherical surface can 
be expanded in a series of spherical harmonics, [4]. In 
particular, the sound pressure  on the rigid sphere 
can be expanded as follows: 
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where (θ,ϕ) are the spherical angular coordinates, * 
represents complex conjugate, and Y  are the 
spherical harmonics fulfilling the following orthogonality 
relation: 
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Equation (1) and (2) can be seen as a Fourier transform 
pair on a spherical surface. In order to use the pressure 
information on the rigid sphere to identify the source 
distribution at a given “focus” distance r0 from the origin, 
we assume that the pressure has been generated by a 
distribution of monopole sources ( )w Ω  on the 
concentric sphere with radius r0. This distribution can 
also be expanded in spherical harmonics: 
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To get a relation between  and ( )w Ω ( )p Ω  we now use 

the fact that the sound pressure  on the rigid 
sphere from a single monopole at distance r

0( , )Ω Ωp
0 and 

direction 0Ω  has the following spherical harmonics 
representation, [3]: 
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Figure 5: A spherical array with 50 microphones and 11 small cameras mounted flush
on a rigid spherical surface with a diameter of 19.5 cm.

planar arrays are rectangular and circular, and microphones are positioned in a way that
optimize the spatial characteristics of beamforming. However, these arrays cover only
approximately ±30◦ from on-axis (see details in section 3.2.3), and thereby require a lot
of measurements to cover all directions. For this reason, spherical microphone arrays be-
came an alternative way of capturing a full 3D sound field in a single-shot measurement.
A typical spherical array is shown in Fig. 5. Microphones are distributed evenly on a
transparent sphere for delay-and-sum beamforming and typically on a rigid sphere for
spherical harmonics beamforming (Rafaely, 2004; Park and Rafaely, 2005). Such a micro-
phone array often consists of a number of cameras flush mounted on a sphere in order to
overlay the captured sound field with the corresponding picture.

The spherical microphone array depicted in Fig. 5 covers up to 4 kHz with low sidelobe
levels (see 3.2.2), and above 4 kHz sidelobe levels start to increase. To cover a wide
frequency range and at the same time to be able to localize noise sources in the presence
of reflections, e.g. interior noise measurements, it may be possible to combine a spherical
microphone array with a back-screened array shown in Fig. 6 (Hald et al., 2007). The
array diameter equals to 0.45 m, and its back is covered by a 0.6 m diameter screen. Delay-
and-sum beamforming with the back-screened array achieves better sidelobe suppression
above 4-kHz up to approximately 14 kHz.

In this PhD study, delay-and-sum beamforming in planar arrays and spherical harmonics
beamforming were used to measure sound fields of interest. The following section will
provide a description of fundamental theories on these two beamforming techniques.

3.2.2 Fundamental formulations

Delay-sum-beamforming using a planar microphone array is a simple and robust method.
In the left figure of Fig. 7, plane waves arrive at a planar array of M microphones at lo-
cations rm, which is a vector defined from the origin. This assumption is true for far-field
measurement. The output of beamforming is calculated by applying delays dependent on
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which inserted in formula (14) provides the desired 
spherical harmonics beamforming formulation. 

The spherical harmonics beamforming with the 50-
element spherical array of Figure 1 provides low 
sidelobe levels up to around 4kHz. Above 4kHz the 
sidelobe level slowly increases.  

BACK-SCREENED PLANAR ARRAY 

Above around 4kHz, better sidelobe suppression can be 
obtained with a back-screened planar array in 
combination with Delay-And-Sum beamforming, [1]. 
Figure 2 shows a 36-element array with diameter equal 
to 0.45m, and with a 0.6m diameter screen. Above 4kHz 
the screen very efficiently suppresses the influence of 
sources behind the array, and at the same time it 
creates almost no reflection of waves coming from the 
front side. The array itself has relative sidelobe level 
below -9dB up to 14kHz. 

 
Figure 2. 36-element planar array with back screen. 

But the planar array covers only approximately an angle 
equal to 30º from its axis, so around 15 measurements 
would be needed to cover all directions.  

HIGH-RESOLUTION CONFORMAL MAPPING ON 
PANELS 

As mentioned in the introduction, the Patch NAH method 
chosen here is SONAH. The introduction to SONAH and 
the comparison with HELS to be given in the present 

section will be for a single layer array and assume free-
field conditions, but it can be easily extended to double-
layer arrays and non-free-field conditions, as shown in 
reference [11] for the SONAH algorithm. To show 
theoretically the similarities and differences between the 
two methods, HELS will be first briefly described, 
followed by a derivation of SONAH that shows better the 
similarities between the two methods than the normal 
derivation, [9-10]. 

INTRODUCTION TO HELS 

For a given array position (patch), the sound pressure 
p(r) is measured at a set of positions ri, i = 1,2,…,I. We 
use a local sound field model consisting of outgoing 
spherical wave functions centered at an origin under the 
center of the patch, some distance inside the source 
surface: 

 
0

( ) ( ) ( , )
N n

m
n n

n m n
nmp h kr Y aθ φ

= =−
∑ ∑r  (21) 

Here, anm are the yet unknown expansion coefficients, N 
is the upper limit on the degree of spherical wave 
functions, and (r,θ,φ) are the spherical coordinates of the 
point r. The expansion coefficients anm are now 
determined by requiring that (21) represents the 
measured pressure at the measurement positions: 

0
( ) ( ) ( , ) , 1,...,

N n
m

i n i n i i nm
n m n

p h kr Y a i Iθ φ
= =−

= =∑ ∑r  (22) 

Arranging the measured pressures in the vector p, the 
spherical wave function values of (22) in the matrix A, 
and the unknown expansion coefficients in the vector a, 
the Tikhonov regularized solution becomes: 

 ( ) 1
with H H

α α α α
−+ +≡ ≡ +a A p A A A I A  (23) 

where H represents Hermitian transpose, and α is the 
regularization parameter. 

Having determined the coefficients anm we have a sound 
field model (21) to be used for calculation of sound field 
parameters, for example on the source surface. A major 
problem is the fact that the model (21) requires all 
measurement and calculation positions to be outside the 
minimum sphere, which is the smallest sphere centered 
at the origin of the spherical wave expansion and 
enclosing all sources and scattering objects. This 
condition usually cannot be met, but the problem has 
been quite extensively investigated in the literature, and 
the errors have been shown to be limited under some 
mild conditions, [7]. 

The position of the origin and the upper limit N on the 
degree of wave functions are important choices to be 
made. 

Figure 6: A planar array with a back screen. The array consists of 36 microphones.
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Figure 7: Incident waves to a microphone array in the far field and in the near field. In
the far field, plane waves are incident from a focused direction to an array and microphone
signals differ only in terms of phase. In the near field, spherical waves are emitted from
a monopole source and reach the microphone array, and signals at each microphone are
different both in their amplitude and phase, after Christensen and Hald (2003).
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12 Beamforming applied to psychoacoustics

microphone positions to the signals recorded with the microphones. In this way, the acous-
tical waves from the focused direction are added coherently in the output, and pressure
contributions from other directions are reduced. This may be formulated as:

b(k, t) =
M∑
m=1

pm(t−∆m(k)) (3)

where b is the beamformer output, pm is the microphone signal, k is a unit vector in the
focused direction, and ∆m is an individual time delay on each microphone signal. In order
to align signals associated with a plane wave in the focused direction, the delay in each
microphone can be selected:

∆m = k · rm/c (4)

where c is the propagation speed of sound. In the frequency domain, a time delay is shown
as a phase shift, and the counterpart of Eq. 3 is

B(k, ω) =
M∑
m=1

Pm(ω)e−jω∆m =
M∑
m=1

Pm(ω)ejKrm (5)

Here, ω is the temporal angular frequency, K = −kk is the wave number vector of a plane
wave incident from the direction k in the focused direction (see the left figure of Fig. 7).

In the case of near field measurements, a distribution of monopole point sources on the
focused plane may be assumed (see the right figure of Fig. 7), and Eq. 5 also holds in this
case. Now, the delay ∆m applied to each microphone should be changed as the following
form for spherical incident waves:

∆m = |r− rm|/c = rdm/c (6)

As shown in this section, the fundamental formulation of delay-and-sum beamforming is
rather simple, and that is why the calculation is computationally robust and easy to use.
Even though Eq. 5 helps to add contributions from the focused direction coherently, there
will be ”leakage” from plane waves incident from other directions into the calculation of
the main lobe direction k. These are called ”sidelobes”, and may be clearly visible in
an array directivity pattern. Fig. 8 shows the main lobe in the focused direction and
sidelobes in other directions. For example, if there is a monopole source located in 75◦, its
sound pressure level will be reduced by approximately 16 dB in the main lobe direction.

In comparison with a planar array, a spherical array with microphones evenly distributed
on a sphere may obtain directional characteristics independent of focused directions. This
is particularly useful for measurements in an enclosed space, such as an interior car cabin,
where sources are placed in 3D space and reflections are incident from almost all directions.
The remaining part of this section is taken from II.B.1 in Manuscript D. For any function
f(Ω) that is square integrable on the unit sphere, the following relationship holds (Rafaely,
2004).

Fnm =
∮
f(Ω)Y m∗

n (Ω)dΩ (7)
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Figure 8: The array directivity pattern of a 66-channel wheel array at 1 kHz.

f(Ω) =
∞∑
n=0

n∑
m=−n

FnmY
m
n (Ω) (8)

where ”*” represents complex conjugate, Y m
n are the spherical harmonics, Ω is a direction,

and dΩ = sinθdθdφ for a sphere. The spherical harmonics are defined as (Williams, 1999)

Y m
n (θ, φ) =

√
2n+ 1

4π
(n−m)!
(n+m)!

Pmn (cosθ) expimφ (9)

where n is the order, Pmn are the associated Legendre polynomials, and i =
√
−1. Eq.

8 shows that any square integrable function can be decomposed into spherical-harmonics
coefficients. Rafaely (2004) defined the relationship in Eq. 7 and 8 as the spherical Fourier
transform pair. The sound pressure on a hard sphere with radius r = a, p(Ω, a), and the
directional distribution of incident plane waves, w(Ω), are square integrable and there-
fore we can introduce the two spherical transform pairs {p(Ω, a), Pnm} and {w(Ω),Wnm}
according to Eq. 7 and 8.

The goal of spherical-harmonics beamforming is to estimate the directional distribution
w(Ω) of incident plane waves from the measured pressure on the hard sphere. To obtain a
relation between the pressure on the sphere and the angular distribution of plane waves,
we consider first the pressure on the hard sphere produced by a single incident plane
wave. The pressure p`(Ω`,Ω) on the hard sphere induced by a single plane wave with a
unit amplitude and incident from the direction Ω` can be described as (Williams, 1999)

p`(Ω`,Ω) =
∞∑
n=0

n∑
m=−n

Rn(ka)Y m∗
n (Ω`)Y m

n (Ω) (10)

where k is the wave number, and Rn is the radial function:

Rn = 4πin
[
jn(ka)− j

′
n(ka)

h
(1)′
n (ka)

h(1)
n (ka)

]
(11)

Here, jn is the spherical Bessel function, h(1)
n the spherical Hankel function of the first kind,

and j
′
n and h

(1)′
n are their derivatives with respect to the argument. The total pressure

13



14 Beamforming applied to psychoacoustics

p(Ω, a) on the hard sphere created by all plane waves can be found then by taking the
integral over all directions of plane wave incidence. Using Eq. 10 and the spherical Fourier
transform pair of w(Ω) we get:

p(Ω, r = a) =
∮
p`(Ω`,Ω)w(Ω`)dΩ` (12)

=
∞∑
n=0

n∑
m=−n

Rn(ka)Y m
n (Ω)

∮
w(Ω`)Y m∗

n (Ω`)dΩ` (13)

=
∞∑
n=0

n∑
m=−n

WnmRn(ka)Y m
n (Ω) (14)

By comparing Eq. 14 with the spherical Fourier transform pair of p(Ω, a), the spherical
Fourier transform coefficients of w(Ω) can be obtained as

Wnm =
Pnm
Rn(ka)

(15)

Substituting these coefficients in the spherical Fourier transform pair of w(Ω) results in:

w(Ω) =
∞∑
n=0

n∑
m=−n

Pnm
Rn(ka)

Y m
n (Ω) (16)

This shows that the directional distribution of plane waves can be obtained by dividing
the pressure coefficients Pnm with the radial function Rn in the spherical Fourier domain.

We now introduce a set of M microphones mounted at directions Ωi, i = 1, ...,M , on
the hard sphere with radius a. The Fourier transform expression for Pmn has the form
of a continuous integral over the sphere, but the sound pressure is known only at the
microphone positions. Therefore, we must use an approximation of the form:

Pnm ≈ P̃nm ≡
M∑
i=1

cip(Ωi)Y m∗
n (Ωi) (17)

The weights ci applied to the individual microphone signals and the microphone positions
Ωi are chosen in such a way that

Hmnµν ≡
M∑
i=1

ciY
µ∗
ν (Ωi)Y m

n (Ωi) = δνnδµm for n ≤ N, ν ≤ N (18)

where N is the maximum order of spherical harmonics that can be integrated accurately
with Eq. 17. The value of N will depend on the number M of microphones. Therefore,
the beamformer response for the direction Ω is calculated by substituting Eq. 17 in Eq.
16 and by limiting the spherical harmonics order to N :

b(Ω) ≡
M∑
i=1

 N∑
ν=0

1
Rν(ka)

ν∑
µ=−ν

ciY
µ∗
ν (Ωi)Y µ

ν (Ω)

 p(Ωi) (19)
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10

where a =1 for the linear aperture and a ≈ 1.22 for the circular aperture. Now,
using the fact that the wave number k is related to the wavelength, k, by k = 2p/k
we obtain by insertion into eq. (9) the desired expression for beamformer resolu-
tion:

(14)

For on-axis incidence, h = 0, the resolution is given by:

(15)

We notice that the resolution is proportional to the wavelength and becomes bet-
ter with larger aperture size, but worse with increasing array to object distance.
This relation is not limited to acoustics; the reader may be familiar with the fact that
the ability of an optical camera to resolve details depends on the lens diameter and
the distance to the object.

Comparing the on-axis and general off-axis resolution, eq. (15) and eq. (14), we
notice that the ratio between them is given by:

(16)

This ratio is depicted in Fig. 6 and we observe that for angles of incidence more
than 30° off-axis, the resolution becomes more than 50% greater than the on-axis
resolution. For this reason the useful beamformer opening angle is in practice
restricted to 30°.
Fig. 6. The variation of the ratio between off-axis and on-axis resolution as given by eq. (16)
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Figure 9: The ratio between on-axis and off-axis resolution as a function of the focused
angle. The figure is from Christensen and Hald (2004).

3.2.3 Spatial resolution

Spatial resolution is one of the most crucial characteristics of beamforming, especially
when the method is used for noise source identification, and shows its ability to distinguish
waves incident from directions close to each other. The resolution is defined as the smallest
angular separation that can distinguish two adjacent sources. The spatial resolution of
planar arrays is defined (Christensen and Hald, 2004)

R(θ) =
a

cos3θ

z

D
λ (20)

where R is spatial resolution, θ is the off-axis angle, z is the distance to the source, D
is the array diameter, λ is the wave length of the incident wave, and a is the coefficient
determined by the employed criterion. There are three criteria used in beamforming to
determine the coefficient a. They are the Rayleigh criterion (a = 1.22) when the main
lobe first falls into ”null”, a 3-dB criterion (a = 1.03) when the amplitude of the main
lobe becomes 3 dB lower than the peak level, and a 6-dB criterion (a = 1.41) when the
main lobe amplitude is 6 dB lower than the peak level. The 3 dB criterion is used when
two sources to be separated are incoherent, and the 6 dB criterion when they are coherent.

The on-axis resolution can be calculated by setting θ = 0 in Eq. 20 and the ratio between
on-axis and off-axis resolution is depicted in Fig. 9. One may see that the spatial resolution
in the focused direction of 30◦ is twice bigger than the one in on-axis. Therefore, the
angular range of the focused direction in beamforming is set to ±30◦ in practice, and that
was the reason why Manuscript B and C used a maximum sound incident angle of ±30◦.

In spherical harmonics beamforming, the directivity of the sound field is calculated using
Eq. 16 and the maximum order of spherical harmonics is limited to N . Assuming a plane

15



16 Beamforming applied to psychoacoustics

0 2 4 6 8 10 12 14 16 18 20
0

20

40

60

80

100

120

140

order N

S
pa

tia
l r

es
ol

ut
io

n 
(2

θ)

Figure 10: Spatial resolution of spherical harmonics beamforming as a function of spher-
ical harmonics order. The 6-dB criterion is used for the calculation.

wave with a unit amplitude arriving from Ω`, the directivity can be calculated as follows
(Rafaely, 2004)

w(Ω) =
N∑
n=0

n∑
m=−n

Y m∗
n (Ω`)Y m

n (Ω) (21)

=
N∑
n=0

2n+ 1
4π

Pn(cosΘ) (22)

=
N + 1

4π(cosΘ− 1)
[PN+1(cosΘ)− PN (cosΘ)] (23)

where Θ is the angle between the focused and the considered direction. Fig. 10 shows the
spatial resolution of SHB as a function of spherical harmonics order and the 6-dB criterion
is used for the calculation. The plot indicates that higher orders of spherical harmonics
should be used to achieve better spatial resolution. To obtain a spatial resolution of 20◦,
the spherical harmonics up to the 11th order should be taken into account according to
Fig. 10.

3.2.4 Pressure scaling

In the case of delay-sum-beamforming, the beamformer output (see Eq. 5) delays each
microphone signal according to the focused point and sums it across all microphones. This
means that the output should be normalized by the number of microphones in order to
obtain the average pressure contribution from the array microphones, and the normalized
output may be formulated as (Christensen and Hald, 2004)

BN (k, ω) =
1
M

M∑
m=1

Pm(ω)ejKrm (24)
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Binaural auralization requires to measure precise free-field pressure at the center of the
array, i.e. corresponding to the center of the head position without the head presence.
Typical fixed beamforming including delay-sum-beamforming does not provide a function-
ality to cover an area on the source plane to perform the auralization of a partial sound
field, and the beam width changes dependent on frequency.

Hald (2005) derived a mathematical expression for a factor to scale the beamformed maps
as sound intensity in such a way that area integration provides good estimates of partial
area sound power data. The suggested scaling factor is

α ≈ 2.94
ρc

(
D

λ

)2

(25)

where ρ is the density of the medium. A similar approach may be applied to obtain
a pressure scaling factor that gives good estimates of free-field pressure generated by a
partial sound field by taking area integration. First, we calculate the sound power of a
partial sound field by taking area integration over the desired area on the beamformed
map. Then we set the sound power equal to the square of the unknown free-field pressure
Pf multiplied by the area of a sphere with a radius equal to distance to source, and divided
by the free-field acoustic wave impedance. Then we can obtain the following scaling factor
for the estimation of free-field pressure:

|Pf |2 =
2.94
2π

(
D

Lλ

)2 ∫ ∫
|BN |2 dS (26)

The scaling factor was derived with the help of the author in Hald (2005). To validate the
scaling factor, a simulation with a monopole source placed in on-axis was performed with
a beamforming wheel array with 66 microphones having a diameter of 1 m. When taking
the area integration, 10 dB dynamic range was applied to minimize the effect of sidelobes.
Fig. 11 shows the difference between the estimated and the exact free-field pressure at the
center of the array in dB. It may be seen that the error reduces by increasing the distance
to source and frequency.

The output of spherical harmonics beamforming (see Eq. 19) does not provide the correct
pressure amplitude of an incident wave at the center of the array, and the scaling factor was
derived to compensate for the error in Song et al. (2008), i.e. Manuscript D. Considering
the case of a monopole point source and focusing of the beamformer at the distance r0 of
the point source, the derived scaling factor is

4πeikr0

(N + 1)2kr0
(27)

Applying the scaling factor results in obtaining the correct free-field pressure generated by
acoustical waves in the focused direction. However, to calculate the pressure contribution
of a partial as well as an entire 3D sound field, the integration of beams over 3D space needs
to be performed. The detailed procedures are described in Manuscript E. In Manuscript
E, it is proposed that the response error caused by different overlapping beams should
be calculated, and the inverse function of that needs to be compensated for during the

17
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Figure 11: Difference in dB between estimated and true sound pressure. Estimated
values are calculated using a delay-and-sum beamformer with the pressure scaling. The
source is located in a monopole on the array axis.

integration of beams. The calculated response error as a function of frequency is shown
in Fig. 12 when integrating 132 directions using a spherical array with 64 microphones
having a radius of 14 cm. The error increases at low frequencies as a result of the greater
beam overlap, and the curve has a staircase shape due to different orders of spherical
harmonics being applied dependent on frequency.

3.2.5 Applications

There are two major applications of beamforming: using it as an auralization technique
and using it as a noise source identification method. Many speech communication ap-
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Figure 12: Response error caused by different beam widths.
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Figure 13: An example of beamforming applications to a large object, i.e. crane in this
case, from a distance. The picture was taken from Christensen and Hald (2004).

plications, such as hands-free mobile telephony (Ryan and Goubran, 2003), hearing aids
(Kompis and Dillier, 2001; Kates, 1993), and speaker tracking and speech enhancement
for a video conference (Valin et al., 2006), are examples of beamforming used as an aural-
ization method by suppressing background noise and reverberation, which cause a signal
degradation and thereby may renders speech unintelligible.

In the area of noise source identification, beamforming is a relatively simple, yet robust,
method compared to Near-field Acoustic Holography (NAH) (Maynard et al., 1985), which
requires more computational complexity as well as efforts of placing a microphone array
close to the source plane in the presence of obstacles. For this reason, beamforming is
widely used in the automotive industry (Marroquin et al., 2007; Hald et al., 2007) to
identify noise sources at medium-to-high frequencies. Beamforming has an advantage of
covering a large area by placing the array further away from the source at the cost of
poor spatial resolution. Fig. 13 shows a measurement example of such a large object, in
this case a crane (Christensen and Hald, 2004). A 42-channel microphone array with a
diameter of 1 m was placed at 7 m from the crane hoisting at maximum load. It may be
seen that a cover plate in the middle of the crane is the main noise source at around 2
kHz. Notice that to obtain a similar result using NAH a huge number of microphones is
required, which may be almost impossible to place while operating the crane due to safety
issues.

4 Synopsis of the thesis

The PhD study focused on applying beamforming techniques to psychoacoustics in order
to discover new ways of investigating noise sources, which are very often encountered in
different fields of industry. In the following, the main results of each investigation are
reviewed, and are related each other to provide an overview of the thesis.

In Manuscript A, a procedure of generating sound quality metrics maps based on micro-
phone array measurements is proposed and it is implemented both in a simulation program

19
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Figure 14: The loudness map of an engine compartment demonstrating that there are
two noise sources having an almost identical size and peak loudness value.

as well as in a commercial measurement program. The procedure employs the standard
loudness model (ISO 532, 1975) for diotic (same sound at the two ears) conditions and
a 3-dB loudness summation rule (Sivonen and Ellermeier, 2006) for dichotic (different
sounds at the two ears) conditions. Metrics other than loudness may be calculated based
on the specific loudness spectra in the focused direction.

The procedure was validated through measurements on a simple loudspeaker setup in
an anechoic chamber, and it was able to localize problematic sources more efficiently
than traditional sound pressure mapping techniques. It was shown that loudness maps
that take the listener’s head rotation into account could be generated using binaural
loudness mapping, and thereby provide the possibility of optimizing source locations in
order to minimize the overall loudness of products. Furthermore, two methods, i.e. a new
combined metric and an SPL dynamic range limit, were proposed to improve the mapping
of sharpness, which might be corrupted by ghost images of beamforming.

The applicability of the proposed method was demonstrated by performing measurements
on an engine compartment in a set of operating conditions with a 66-channel microphone
wheel array. Sound pressure maps were directly compared with the corresponding loudness
and sharpness maps, and the problematic sources were localized based on different metrics.
The results suggest that sound quality metrics mapping provides a more efficient way of
localizing problematic sources in sound fields.

Although sound quality metrics mapping may localize potential problematic sources, it
lacks the ability of quantifying the psychoacoustic attribute contributed by an area covered
by a noise source. Moreover, the contribution from multiple simultaneous sources needs
to be determined to discover a mechanism of generating problematic noises. For example,
Fig. 14 shows the loudness map of an engine compartment, and indicates clearly that the
blank hole (source A) positioned in the opposite side of the oil refill cap and the engine
mount (source B) are loud noise sources. However, the map does not show which of the two
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sources is louder since they are almost identical in terms of size and peak loudness value.
Furthermore, the loudness of the combined source A and B is hard to be determined in
this example. Therefore, the loudness, i.e. the most fundamental metric, of simultaneous
sources were investigated in Manuscript B and C.

Comprehensive loudness models for steady sound signals are well established (Zwicker
and Fastl, 2006; Moore et al., 1997), but they have mainly developed for diotic (the same
sound at the two ears), or dichotic (different sounds at the two ears) headphone playback,
and for sound presentation through a single loudspeaker placed in the frontal direction
(Reynolds and Stevens, 1960; Scharf, 1969; Marks, 1978). Robinson and Whittle (1960)
and more recently Sivonen and Ellermeier (2006) investigated loudness as a function of
a sound incidence angle by presenting stimuli through a set of loudspeakers in the free
field. These investigations, however, do not consider, what happens when two or more
sources interact to produce an overall loudness percept. Thus, further investigations on
loudness perception in sound fields with multiple sources are desirable to benefit from a
combination of microphone array techniques and psychoacoustic measures, in order to find
problematic sources in complex sound fields.

Therefore, a number of listening experiments, which are described in Manuscript B, were
performed to investigate to which extent perceived loudness depends on the distribution
of individual sound sources and how the loudness of individual components contributes
to overall loudness. Three loudspeakers were positioned 1.5 m from the center of the
listener’s head, one straight ahead, two 10 degrees to the right and left in one condition,
and two 30 degrees in the other. Listeners matched the loudness of either one or two
simultaneous sounds (narrow-band noises with 1-kHz, and 3.15-kHz center frequencies) to
a 2-kHz, either 45-dB or 60-dB SPL narrow-band noise placed in the frontal loudspeaker.
The two simultaneous sounds were either originating from the central speaker, or from the
two offset loudspeakers.

The results of the experiments revealed that the subjects perceived the noises to be equally
loud independently of their distribution in space when the directional loudness sensitivity
was equalized for individual sources. Furthermore, a 6-dB loudness summation rule was
proposed to calculate the overall loudness of two simultaneous sounds. The 6-dB rule
could predict the subjective data better than the traditional direct loudness summation
of two simultaneous sounds. This result suggests that current loudness modeling will have
to be extended to take the loudness summation of individual sources into account, and
this may be achieved by combining beamforming techniques with the 6-dB rule suggested
here.

Even though subjects were asked to judge the entire sound, not just a component of it
during the listening experiments, there were a number of listeners who judged the overall
loudness of simultaneous sounds based only on the loudest one. The average loudness
matches of two simultaneous sounds from a subject are shown in Fig. 15 when two
simultaneous noises, a 1-kHz and a 3.15-kHz noise, with the level of the latter being
variable, were matched to the reference, a 2-kHz noise having either 45 or 60 dB SPL.
Solid, dashed, and dash-dotted lines represent the data when the 3.15-kHz noise originated
from the left, center, and right loudspeaker respectively, with the fixed 1-kHz noise being
placed in the right, center, and left loudspeaker. The noise centered at 1 kHz had fixed
sound pressure levels (L1, L2, L3) of 30, 35, or 40 dB SPL with the 45-dB reference and 40,
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Figure 15: Loudness matches of the variable 3.15-kHz noise for different locations with
the fixed 1-kHz noise in the opposite loudspeaker. Mean data with 95%-confidence inter-
vals for a single listener. The lower curves in the lower panel indicate the results in the
45-dB reference condition, the others in the 60-dB reference condition. L1, L2, L3 were 30,
35, 40 dB SPL with the 45-dB reference and 40, 50, 55 dB SPL with the 60-dB reference.

50, or 55 dB with the 60-dB reference. The ordinate in Fig. 15 is the SPL of the variable
3.15-kHz noise. The details may be found in Manuscript B. In all conditions, the loudness
matches in different levels of secondary sounds, i.e. L1, L2, and L3, were almost equal
indicating that the secondary sound source did not influence overall loudness. This result
reveals strongly that there must be a considerable loudness dominance of the primary
sound in multiple-sound conditions, much like in the cocktail-party effect (Blauert, 2001).

Apart from the loudness dominance discussed previously, there is an important aspect to
the role of a secondary source in relation to beamforming, namely sidelobes. Sidelobes in
an array directivity pattern limit the dynamic range of mapping and may generate ghost
images, i.e. false noise sources. A number of investigations have attempted to reduce the
level of the maximum sidelobes, and either by applying weights, i.e. shadings, to measured
signals at microphones depending on their position (Gallaudet and de Moustier, 2000) or
by placing the microphones in an optimal way that minimizes the maximum sidelobes
(Christensen and Hald, 2002). Despite these efforts, sidelobes are inevitable in the pro-
cessing of beamforming measurements and for this reason sidelobes are clearly audible
when auralizing a sound source in the focused direction using beamforming. Therefore, it
is of important to investigate the threshold of perceived loudness, below which sidelobes,
i.e. secondary sounds, do not contribute to overall loudness.

For this purpose, the loudness threshold for a secondary sound was measured in a series
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of listening experiments and they are described in Manuscript C. A 1-kHz and 3.15-kHz
narrow-band noise were used as stimuli, and they were auralized binaurally either in the
frontal direction (0◦) or in the two offset directions (±30◦) using dummy-head HRTFs
(Christensen et al., 2000). The experiments were divided into a dual-frequency and a
single-frequency condition. Two simultaneous noises were centered at different frequencies
in the dual-frequency condition and at the same center frequency in the single-frequency
condition. The influence of psychophysical method on the loudness threshold was also
investigated by employing both an adaptive procedure (Jesteadt, 1980; Levitt, 1971) and
free magnitude estimation (Stevens, 1975; Gescheider, 1997).

The results of a dual-frequency condition showed that the secondary sound contributes
to a far lesser extent than expected given that the noise was clearly audible but did
not contribute to the perceived loudness. On the other hand, the findings of the single-
frequency condition agreed with the results from traditional Just-Noticeable Differences
in Level (JNDL) studies (Zwicker and Fastl, 2006) in connection with level and frequency
dependence. The two experimental procedures produced similar loudness thresholds for a
secondary sound. The influence of spatial source separation (0◦ versus ±30◦) was more ob-
vious in the single-frequency condition than in the dual-frequency condition. The outcome
of the study may be useful to design a microphone array that is more suitable for estimat-
ing the loudness of target sources in the presence of competing ones, and for calculating
the overall loudness of simultaneous sounds.

In the first three manuscripts, problematic noise sources were localized based on their
psychoacoustic attributes and the effects of combined sources on the overall percept were
investigated. This was done by generating sound quality metrics maps of simple sound
fields. However, some attributes, such as preference, cannot be derived in a similar fashion
due to the lack of a metrics algorithm. Hence there is a need for auralizing a target sound
devoid of background noise for further evaluation in listening experiments. Manuscript D
provides the possibility of using beamforming for such a purpose.

In order to achieve a binaural auralization of sound fields, a beamformer should provide
an almost equal directivity pattern in 3D space, and traditional planar microphone arrays
are not suitable for such purpose due to their non-uniform directivity pattern. Recently,
spherical microphone arrays have been investigated for the recording and analysis of a
sound field (Rafaely, 2004, 2005; Meyer, 2001; Meyer and Agnello, 2003; Petersen, 2004)
with the aim of overcoming the limitation of planar arrays. The major advantage of
spherical microphone arrays where microphones are distributed along the surface of a
rigid sphere is that they permit steering a beam toward three-dimensional space with an
almost identical beam-pattern, independently of focused angle. Some studies (Duraiswami
et al., 2005; Li and Duraiswami, 2005) attempted to provide a theoretical derivation on
how the free-field pressure obtained from spherical-harmonics beamforming (SHB) can
be synthesized binaurally. However, the advantages of spherical-harmonics beamforming
have not been demonstrated by means of psychoacoustic experiments.

The SHB technique was compared with traditional HRTF-based binaural synthesis (Møller,
1992; Hammershøi, 1995) for the auralization of target sound sources in the presence of
background noise. In order to achieve this, the correct free-field pressure at the center of
a spherical microphone array was estimated by deriving the theoretical pressure scaling of
SHB. Six loudspeakers were positioned at 2.1 m away from the center of the setup in an
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anechoic chamber. A setup of ten loudspeakers was simulated by flipping the position of
four loudspeakers. The loudspeaker in the frontal direction was used as the target source
through which the recorded sounds were synthesized and the rest of the loudspeakers
served to create background noise. The procedure was verified physically by compar-
ing simulated frequency response functions for each loudspeaker with directly measured
ones both monaurally and binaurally. The results indicate that there is good agreement
between simulated and measured responses in the frequency range of interest.

The proposed auralization method was evaluated subjectively by conducting a listening
experiment. A set of 10 environmental and product sounds from a study by Ellermeier
et al. (2004a) was processed for headphone presentation in three different ways: (1) bin-
aural synthesis using dummy head measurements, (2) the same with background noise,
and (3) SHB of the noisy condition in combination with binaural synthesis. The influence
of the background noise level was investigated by varying it in two steps (62, 72 dB SPL).
Two independent groups of subjects (of N=14 each) evaluated either the loudness or the
annoyance of the processed sounds during the experiment. The results indicate that SHB
almost entirely restores the loudness (or annoyance) of the target sounds to unmasked
levels, even when these are presented with background noise. Therefore the proposed
auralization method may be a useful tool to psychoacoustically analyze target sources.

The psychoacoustic investigation of sound fields in a room, such as multi-channel audio
setups and vehicle interior noise, ideally requires ”blind” listening experiments in order
not to bias subjects’ responses due to expectations generated based on visual appearance.
Furthermore, the independent variables selected will often have to be compared across
experimental setups, e.g. when comparing the overall audio quality of multi-channel setups
in a set of different cars. For this purpose, methods of measuring binaural room impulse
responses (BRIRs), and convolving the input signals with them according to the listener’s
head movement measured by a head-tracking system was used in recent studies (Horbach
et al., 1999; Mackensen et al., 2000; Spikofski and Fruhmann, 2001). The method has
been used in multi-channel reproduced sound and in automotive applications to estimate
the subjective effects of interior car sounds (Granier, 1996; Farina and Ugolotti, 1997;
Christensen et al., 2005; Bech et al., 2005; Olive et al., 2007).

Unfortunately, the traditional ways of recording sound fields binaurally are very time con-
suming since measurements have to be repeated for each head rotation angle. Christensen
et al. (2005) introduced a new HATS with the possibility of head rotation through a mo-
tor controller (see Fig. 16), and demonstrated the method may reduce the measurement
time significantly. Their method was also applied to a listening experiment to validate
the system (Bech et al., 2005). On the other hand, measuring BRIRs under nearly iden-
tical conditions with only head rotation varied may be unfeasible in some measurement
scenarios, such as in on-road vehicle testing, and the measurement time still needs to be
reduced further.

To this end, the binaural auralization of a 3D sound field using SHB was investigated
and compared with the traditional one using a dummy head. This involves convolving
individual beams with HRTFs and integrating them in 3D space. Six loudspeakers were
positioned 2.1 m from the center of the setup in a listening room and their responses were
measured with the three different methods using a microphone, a dummy head and a
spherical microphone array. Simulated room impulse responses using SHB were compared
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Figure 2: One channel (left or right) of a dynamic 
binaural playback system using cross-fading. 

The principle of this system is the same as for the 
system in Figure 1. The only change is that the playback 
and filtering of sound is now reduced to only playback 
of sound, since the filtering is already done in the 
recording environment. With regard to the cross-fading 
function q(t) the same principles as for the synthesis can 
be used. 

2.2.3. Tracking the listener 

For both the dynamic binaural principles described 
above, there should be a way of tracking the movements 
of the listener in order to select the right directional 
filters or recordings. This is typically done by a head-
tracking device mounted on the listener’s headphones. 

3. SYSTEM DEVELOPEMENT 

A complete system for simulating the car environment 
has to include two parts: One for the acquisition of the 
car characteristics i.e. the impulse response of the car 
audio transmission path and the background noise, and 
one for the reproduction of these characteristics. 

3.1. Measurement system 

As described in section 2.2 there is a need for the ability 
to both measure binaural impulse responses and record 
binaural sound signals with a range of different (closely 
spaced) head angles. For that purpose a new artificial 
head was developed. The artificial head is based on a 
Brüel and Kjær (B&K) type 4100 head and torso 
simulator (HATS) with a modified neck enabling motor 
controlled head rotation. The head rotation motor is 
controlled from a computer allowing 1º spaced 
measurements. The artificial head is shown in Figure 3. 

 

Figure 3: Artificial head with computer-controlled head 
rotation. 

3.1.1. Impulse response measurement 

For the binaural synthesis impulse responses has to be 
measured. The acquisition of impulse responses was 
done using a B&K PULSE system. This measurement 
system was connected to the microphone outputs of the 
artificial head. The computer hosting the PULSE system 
software was also used for controlling the rotation of the 
head. This provides a completely automated 
measurement system. The length of the measured 
BVIRs for a test car was found to be less than 250 ms 
for a level decrease of 60 dB. 

The artificial head is mounted in one of the car seats and 
the signal output of the measurement system is fed to 
the left and right signal inputs of the car HiFi system in 
two consecutive measurement sessions. For each 
session the head is turned in steps of 1° in the region of 
±30°. For each of these 61 directions an impulse 
response measurement is performed.  

3.1.2. Environmental sound recording 

For the binaural playback part of the system, recordings 
of the environmental sound i.e. the background noise in 
the car, has to be made. 

Figure 16: A head and torso simulator with the possibility of head rotation through a
motor controller.

with directly measured ones both monaurally and binaurally and the results shows that
there is good agreement in the frequency range between 0.1 to 6.4 kHz.

A listening experiment was performed to validate the procedure, i.e. to show that the
SHB auralization produces similar results as does binaural synthesis based on measure-
ments made with a head-and-torso simulator. Two musical excerpts, i.e. one pop and
one classical, were processed for headphone presentation in two different ways: binaural
synthesis using (1) dummy head measurements and (2) SHB. The influence of head rota-
tion on subjective responses was investigated by having two head motility conditions, i.e.
fixed and rotating, and six spatial processing modes, including phantom mono and stereo,
were applied to obtain a wide range of spatial sensations. The outcome of the experiment
indicates that the subjective scales of width, spaciousness and preference derived from
SHB results were quite similar to the ones obtained from binaural synthesis using dummy
head measurements, and in general results were not affected by head motility condition.
This suggests that binaural auralization using SHB may be a useful tool to reproduce 3D
sound fields based on a more efficient measurement, i.e. a single recording.
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5 Discussion

5.1 Manuscript A: Sound quality metrics mapping using
beamforming

The primary purpose of using beamforming is to localize and characterize noise sources
in terms of sound pressure level (SPL) (Johnson and Dudgeon, 1993; Christensen and
Hald, 2004, 2002). Recently, Washburn et al. (2005) applied beamforming techniques to
determining the sound power level of large objects, e.g. earth-moving machinery. Beam-
forming simplifies such measurement by taking a measurement in the far field, and thereby
avoiding the installation of microphones around large objects. Donavan (2007) identified
noise sources in trucks that contribute most to the cruising passby noise levels. On the
other hand, these methods do not provide a useful conversion from objective physical
measures to perceptual quality of noise emitted from objects, e.g. how annoying noise
sources are. In contrast, the current investigation provided the possibility of identifying
noise sources based on perceptual quality rather than conventional measures such as SPL
or sound power. Furthermore, sound quality metrics mapping could localize problematic
sources more efficiently in a simple loudspeaker setup as well as on a personal-vehicle
engine compartment.

The present study can be extended in a number of ways. One way could be utilizing other
sound quality metrics, such as non-stationary loudness, roughness, and impulsiveness, in
investigating the localization of problematic sources. Such metrics may relate to more
specific noise problems in industries (Blommer et al., 2005), and the limitation of beam-
forming, such as sidelobes and a limited frequency bandwidth, may need to be investigated
for these metrics. Moreover, the findings of Manuscript B and C, i.e. a 6-dB loudness
summation of multiple sources and a loudness threshold for a secondary sound, will have
to be integrated in order to estimate loudness, potentially also other metrics, of sources in
a sound field. Finally, the 6-dB loudness summation rule was developed by assuming the
perfect sound pressure estimation of individual sources, but beamforming provides only
an approximation. Therefore, it is of interest to investigate how much loudness estimation
error may be caused by beamforming algorithms.

5.2 Manuscript B and C: Psychoacoustical analysis of mul-
tiple sound sources

Conventional loudness models (Zwicker and Fastl, 2006; Moore et al., 1997; ISO 532,
1975) assume diotic (the same sound at the two ears) sound presentations either in the
free or diffuse field, and binaural loudness models (Robinson and Whittle, 1960; Sivonen
and Ellermeier, 2006) are developed based on dichotic (different sounds at the two ears)
conditions when presenting stimuli through a single loudspeaker. When multiple sound
sources are present in a sound field, loudness models based on diotic conditions assume a 3-
dB loudness summation, i.e. power summation, for incoherent sources and a 6-dB loudness
summation, i.e. pressure summation, for coherent sources since measurements are typically
done using a microphone. In the case of binaural loudness models, the loudness summation
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rule will be affected by the type of dummy head used for measurements since coherence
between sources is dependent on the location of both ears relative to sound sources, and
thus the gain of loudness summation ranges from 3 to 6 dB. In contrast, the current study
revealed that the loudness summation of two incoherent narrow-band noises follows a 6-dB
rule when measuring pressure contribution from individual sources in isolation, which may
be achieved by performing beamforming measurements and by steering a beam toward a
target source. The findings of the current investigation imply that the loudness of partial
sound fields, which was not possible to measure using traditional microphone and dummy
head measurements, may be estimated by combining beamforming measurements with the
6-dB loudness summation rule.

Most of Just-Noticeable Difference in Level (JNDL) experiments (Viemeister and Bacon,
1988; Hanna et al., 1986; Jesteadt et al., 1977; Zwicker and Fastl, 2006) employed pure
tones that were presented diotically through a pair of headphones. Such studies determined
the smallest audible level difference for otherwise identical stimuli. On the other hand,
the loudness threshold for a secondary sound, which typically has different frequency
content than a primary sound, cannot be explained by the results of the JNDL studies and
needed to be determined in order to understand the interaction between sound sources in a
multiple source environment. Jesteadt and Wier (1977); Stellmack et al. (2004) compared
intensity discrimination in monaural and binaural listening, but binaural stimuli were
presented either diotically or dichotically by simply introducing level difference between
two ears. In contrast, the present study investigated the loudness threshold for a secondary
sound by employing two simultaneous narrow-band noises and by convolving stimuli with
the head-related transfer functions (HRTFs) in the corresponding direction. In this way,
binaural signals with noticeable spatial images were generated, and therefore the effect
of spatial configuration on the threshold could be investigated. Furthermore, this study
revealed that a two-interval forced-choice adaptive procedure (Levitt, 1971), which was
typically used in many JNDL studies (Viemeister and Bacon, 1988; Hanna et al., 1986;
Jesteadt et al., 1977; Jesteadt and Wier, 1977; Stellmack et al., 2004), failed to determine
the loudness threshold for a secondary sound with the narrow-band noises used, whereas
free (Stevens, 1975), or absolute (Gescheider, 1997) magnitude estimation was able to
reliably obtain the thresholds.

The current investigation may be broadened by utilizing other than narrow-band noises,
e.g. broad-band noise and speech, in investigating the loudness of multiple sources and the
loudness threshold for a secondary sound. Such a real-life stimulus may draw listeners’
attention toward a particular source in the presence of background noise, i.e. the phe-
nomenon of the cocktail-party effect (Blauert, 2001), even more than what narrow-band
noises did. The primary goal of such extended studies would be to investigate whether the
6-dB loudness summation rule and the thresholds obtained in this study remain unchanged
for real-life stimuli.

The useful beamformer opening angle is in practice restricted to ±30◦. The maximum
range of source separation angle investigated here was therefore ±30◦, at which the reso-
lution becomes more than 50% greater than the on-axis resolution in beamforming process-
ing using a planar microphone array (Christensen and Hald, 2004). On the other hand,
spherical-harmonics beamforming (SHB) using a spherical microphone array (Rafaely,
2004, 2005; Meyer, 2001; Meyer and Agnello, 2003; Petersen, 2004) allows almost equal spa-
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tial resolution independent of direction. For this reason, the same experimental paradigms
may be investigated in a loudspeaker setup with wider angular separation between speak-
ers. In such a setup, it may be possible to obtain larger directional loudness sensitivities
(Sivonen, 2006), and thereby the role of directional loudness for individual sources may
become more obvious.

Finally, the same experiments may be performed in a normal listening room to investigate
the effect of sound field, e.g. including reflections in a room, on the loudness perception
of simultaneous sounds. Such experiments will enable to apply the findings of the present
study to more ecologically valid sound exposure since most sounds in our environment,
e.g. in a room or in a car, include reverberation.

5.3 Manuscript D and E: Binaural auralization using beam-
forming

Traditional methods of binaural auralization, e.g. using a dummy head, have widely been
used in a number of applications (Granier, 1996; Farina and Ugolotti, 1997; Christensen
et al., 2005; Bech et al., 2005; Olive et al., 2007). However, the method is not able to
separate a target source from background noise or a partial sound field from the rest.
In contrast, a binaural auralization based on spherical-harmonics beamforming (SHB)
suggested here can perform spatial filtering of a given sound field, and thereby isolate a
partial sound field of investigation. Moreover, recent studies on SHB (Rafaely, 2004, 2005;
Meyer, 2001; Meyer and Agnello, 2003; Petersen, 2004) focused mainly on improving the
signal-to-noise ratio of recordings, and still the output of beamformers is not scaled prop-
erly meaning that that it may not be used to generate stimuli for listening experiments.
A novel scaling procedure proposed here enabled to obtain scaled stimuli in a focused
direction, i.e. a target source, as well as of an entire sound field by removing the effect of
different beam widths as a function of frequency.

Horbach et al. (1999); Mackensen et al. (2000); Spikofski and Fruhmann (2001) investi-
gated the method of measuring binaural room impulse responses (BRIRs), and convolving
the input signals with them according to the listener’s head movement measured by a
head-tracking system. The methods, however, require measuring BRIRs at different head
rotation angles, and therefore is a very time-consuming process. A new method of mea-
suring BRIRs as a function of head rotation angle was suggested in this study, and crucial
parts of this method are convolving pressure contribution calculated by beamforming with
the head-related transfer functions (HRTFs) in the corresponding direction, and subse-
quently integrating contributions from each direction in 3D space. This allowed to measure
entire BRIRs in a sound field by a single recording.

A number of potential extensions may strengthen the findings of the present investigation.
First of all, microphone array measurements may be performed in a real vehicle on a
number of operating conditions, e.g. on-road vehicle testing, which was given as a example
where operating conditions are not repeatable due to the variation of wind noise, tire noise,
and vehicle speed. These measurements may validate the suggested procedure in direct
recordings instead of transfer function measurements, e.g. BRIR measurements. Moreover,
vehicle interiors are much smaller than the room utilized in this study and therefore
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a number of consideration should be taken. These considerations include designing a
smaller spherical array that has the similar size of an average human head to devoid
the effect of array presence in a vehicle interior, and investigating the effect of obstacles,
such as a head rest, closely mounted to the array on the SHB processing. In addition,
the auditory attributes studied here were elicited by a multichannel loudspeaker array or
simply assumed based on a literature survey, however vehicle interior noise problem may
require a different set of attributes that are more relevant to vehicles. These attributes
may be elicited by perceptual structure analysis (PSA) (Choisel and Wickelmaier, 2006)
or by repertory grid technique (RGT) (Berg and Rumsey, 2006).

Recently, Independent Component Analysis (ICA) (Hyvarinen and Oja, 2000) has been
suggested to separate target sounds from a set of mixed signals, without the aid of in-
formation (or with very little information) about the nature of the signals, namely blind
source separation. ICA finds a linear representation of non-Gaussian data so that the com-
ponents are statistically independent, or as independent as possible, and may be combined
with beamforming (Saruwatari et al., 2003). In general, the technique requires a smaller
number of microphones, and may separate sources in the same direction (Ando et al.,
2005) in contrast to beamforming, which is based on spatial filtering. Therefore, it may
be possible to perform a series of listening experiments to demonstrate the advantages of
each source separation technique in terms of its psychoacoustical validity.
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Sound quality metrics mapping is proposed as a methodology to identify sound sources in terms
of their psychoacoustic attributes, such as loudness and sharpness. The theoretical description
of the proposed method includes transient beamforming processing, convolution of HRTFs with
the beamforming output, and applying either a diotic or binaural loudness model. The advantage
of sound quality metrics mapping was demonstrated in simulations by deriving binaural loudness
maps dependent on the listener's head rotation, and thereby it was possible to optimize the
loudness contribution of a sound source in relation to the head rotation angle. Beamforming
measurements were made in an anechoic chamber, in which multiple sound sources were simulated
by a loudspeaker setup. The superiority of sound quality metrics mapping was demonstrated by
comparing it with conventional sound pressure mapping. Practical measurements on an engine
compartment could localize the loudest and sharpest sources in di�erent RPM conditions, and
illustrated that the location of major sources changes dependent on the metrics selected. Thus
the proposed method may be useful to identify problematic sources in a more e�cient manner
than traditional pressure and intensity mapping.

I. INTRODUCTION

Conventional beamforming techniques calculate rela-
tive pressure contributions to the sound �eld at the array
position and suppress the in�uence of background noise
using a time alignment of the acoustic signals arriving
at the array microphones (Johnson and Dudgeon, 1993).
Beamforming sidelobes may be reduced by placing the
microphones in the array irregularly (Hald and Chris-
tensen, 2002). These methods often perform well for the
problem of identifying multiple sound sources emanating
from a given test object. Correlations of relative sound
pressure mappings with operational conditions, such as
rpm, speed, or shaft angle, illustrate how noise sources
interact when the given test object operates in speci�c
conditions (Christensen and Hald, 2004).

Sound power is commonly used to identify problematic
sources and thereby to reduce the noise level emitted by
a given test object. But there are many situations, in
which reducing the sound power of products by making
costly design changes does not improve perceived sound
quality. Practical noise problems are often related to spe-
ci�c psychoacoustic attributes, e.g. loudness, sharpness,
or annoyance (Zwicker and Fastl, 2006). Therefore rela-
tive sound pressure maps sometimes lead to misinterpre-
tations, which in turn result in irrelevant design changes.
By contrast, sound quality metrics mapping is done based
on pressure time data in the focused direction produced
by beamforming. Thereby the mapping concentrates on

∗Portions of this work have been presented at the Internoise,
Prague, Czech Republic, 2004 August 22-25
†Electronic address: wksong@bksv.com

more speci�c issues, and provides only relevant informa-
tion, which may be used for the improvement of perceived
sound quality.
In this paper, the advantage of sound quality metrics

mapping will be demonstrated in simulations by deriving
binaural loudness maps dependent on listener's head ro-
tation and in loudspeaker measurements by comparing
sound pressure maps with the corresponding loudness
and sharpness maps. Methods of improving sharpness
maps will also be illustrated with loudspeaker measure-
ments. Furthermore, the application of sound quality
metrics mapping will be outlined by generating loudness
and sharpness maps of an engine compartment.

II. SOUND QUALITY METRICS MAPPING

Beamforming techniques may be categorized into �xed
and adaptive beamforming (Doclo and Moonen, 2003),
and they are widely applied in noise source identi�ca-
tion and hearing aids (Hald, 2005a; Kompis and Dillier,
2001). Fixed beamformers provide a �xed spatial direc-
tivity pattern whereas adaptive beamformers are able to
adapt to changing acoustic environments. In general,
�xed beamformers require less computational power and
are robust compared to adaptive beamformers. For this
reason, delay-sum beamforming, i.e. the most popular
�xed beamformer, is used for the current investigation.
In the delay-sum beamformer, a delay ∆m and an am-

plitude weight wm are applied to each microphone signal,
then the resulting signals are summed. The beamforming
output is shown in Eq. 1. The delay at each microphone
position is calculated in the focused direction k, and the
amplitude weight, i.e. the array's shading, is selected to
improve the beam's shape and to reduce sidelobe levels

SQ mapping 1
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(Johnson and Dudgeon, 1993).

b(k, t) =
M∑

m=1

wmpm(t−∆m(k)) (1)

where b is the beamforming output and pm is the sound
pressure at the microphone position m. Since the ac-
quired signal at each microphone is sampled digitally,
the resampling of time signals should be performed to
apply individual delays. This is a very time consuming
procedure and therefore the frequency domain version of
Eq. 1 is often used and shown in Eq. 2.

B(k, ω) =
M∑

m=1

wmPm(ω)e−jω∆m(k) (2)

where ω is the angular frequency, and B and Pm are the
Fourier transformed counterpart of b and pm.
The beamformer output B is the sound pressure con-

tribution in the focused direction, and may be seen as
free-�eld pressure at the center of the head with the head
absent. Typically beamforming algorithms estimate how
much of the pressure at the array position is incident
from di�erent directions, and no calibrated data are ob-
tained. Recently, Hald (2005b) derived a scaling factor
that provides good estimates of partial sound power by
using area integration, and a similar procedure may be
used to derive a pressure scaling, which results in cal-
ibrated free-�eld pressure assuming a monopole sound
source in the focused direction.
Assuming one obtains a good approximation of free-

�eld pressure using beamforming, there are two ways of
calculating the loudness contribution in a focused direc-
tion. One is based on the free- and di�use-�eld sound
exposure, i.e. diotic, whereas the other is not depen-
dent on the type of sound �eld and includes both diotic
and dichotic (di�erent sounds at the two ears) condi-
tions. The loudness model for diotic sound presentations
is standardized in ISO 532 (1975), and it has to be as-
sumed that listeners turn their head toward a focused
direction when employing this model. This type of loud-
ness calculation may be useful to compare the loudness
of individual sound sources independent of the listener's
head rotation. On the other hand, a binaural loudness
model based on dichotic sound presentations may be used
in connection with beamforming to derive sound quality
metrics maps dependent on the listener's head rotation,
and it is useful to minimize the overall loudness at the
listener's position by optimizing the location of sound
sources relative to the head position.
Binaural loudness summation was modeled by Robin-

son and Whittle (1960), as well as Sivonen and Ellermeier
(2006), speci�ed as in Eq. 3.

Lmon = g × log2(2Lleft/g + 2Lright/g) (3)

where g is the maximal binaural gain (i.e. the loudness
match between monotic and diotic stimulation), Lmon is
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FIG. 1. Data �ow to produce a sound quality metrics map.

the equivalent sound pressure needed for monotic stimu-
lation to match any binaural combination of left-ear Lleft

and right-ear Lright input levels. Sivonen and Ellermeier
(2006) proposed a "3-dB" binaural-summation rule (g =
3) and a binaural loudness model that estimates a single
loudness value from binaural measurements, e.g. using
a dummy head. Free-�eld pressure estimated by beam-
forming can be converted to binaural signals by convolv-
ing it with Head Related Transfer Functions (HRTFs)
in each focused direction (Møller, 1992). Subsequently,
the binaural loudness model can then be applied to the
derived binaural signals. Binaural metrics may also be
obtained by making use of the derived binaural loudness
values.

A software for sound quality metrics mapping was de-
veloped as shown in Fig. 1. The measured time data
were band-pass �ltered in the frequency domain to avoid
the in�uence of measurement noise on the sound quality
metrics calculation and were subsequently passed on to
the transient beamforming calculation. In the transient
beamforming, the entire time signal at each microphone
position was converted to the frequency domain without
taking any average to reconstruct the output of beam-
former in the time domain. As a result of that, pressure
time data were generated for each focused direction. In
case of applying binaural metrics, binaural signals were
obtained by convolving HRTFs and the binaural loudness
summation model was utilized to obtain the correspond-
ing diotic pressure. Sound quality metrics calculation was
applied to the pressure time data and the sound pressure
in each direction was checked to �nd out whether the cal-
culated values should be included in the map. An SPL
dynamic range (see below) was introduced to avoid in-
cluding sidelobes in the metrics calculation. Finally the
processed data were transferred to the mapping software
to show derived maps.
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FIG. 2. Setup of monopoles and head rotation angles in the
simulation.

III. SIMULATION

The bene�ts of binaural loudness mapping were
demonstrated in simulations using monopole sources with
known SPL. For this purpose, the binaural loudness al-
gorithm proposed by Sivonen and Ellermeier (2006) was
implemented in Matlab together with transient delay-
sum beamforming. Binaural signals in a focused direction
were generated by convolving the corresponding HRTFs
with the pressure contribution calculated by beamform-
ing. The HRTFs employed in this study were taken from
a database containing arti�cial-head HRTFs measured
at 2◦ resolution (Bovbjerg et al., 2000; Minnaar, 2001).
HRTFs at the nearest direction were taken for the convo-
lution rather than interpolating neighboring directions.
Furthermore, the inverse HRTFs in the frontal direction
were calculated using fast deconvolution with regulariza-
tion (Kirkeby et al., 1998), and used in the binaural loud-
ness calculation.
In the simulation, two monopole sources were placed

at 0.6 m apart from each other, and a 42-channel wheel
microphone array was placed at 1 m distance from the
source plane (see Fig. 2). A 1-kHz sine tone originated
from the source in the left of the array center, and a 3.5-
kHz sine tone from that in the right. Each sound source
produced 60 dB SPL at the center of the array position.
The map was generated in a grid of 1 m by 1 m with a
spacing of 10 cm corresponding to 121 directions.
Fig. 3 shows the binaural loudness of each source as

a function of head rotation angle. This does not involve
the beamforming processing, but rather the direct convo-
lution of HRTFs and source signals, and the subsequent
binaural loudness calculation. Three interesting head an-
gles, 0◦, 55◦ and 100◦, were selected from Fig. 3, and they
are indicated in Fig. 2. When a listener's head points
toward the frontal direction (0◦), the source with the 3.5-
kHz pure tone in the right hand side is louder than the
left one by approximately 2 sones. At 55◦, both sources
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FIG. 3. Binaural loudness of each source as a function of
head rotation angle. The legend indicates the location and
the frequency of each source.

are almost equally loud, and the left source with the 1-
kHz pure tone is louder than the right one at 100◦.
The binaural loudness maps for the three head rota-

tion angles are shown in Fig. 4 with a dynamic range of
2 sones. Notice that the peak value of each map is ad-
justed to the maximum loudness value in each grid. The
same conclusions as derived from Fig. 3 could be drawn
in that the right source is louder than the left one at 0◦,
both sources are equally loud at 55◦, and the left one is
louder than the right at 100◦. One may notice that the
levels in Fig. 4 are slightly di�erent from those in Fig.
3, and this may be due to the fact that the beamforming
processing did not employ pressure scaling and thereby
calculated relative sound pressures. The size of the two
sources is di�erent since the beam width of the delay-sum
beamforming is inversely proportional to frequency. The
results of the simulation indicate that the loudness con-
tribution of each sound source is a�ected by the listener's
head rotation angle, and that binaural loudness mapping
is a useful tool to optimize the loudness contribution of
individual sources as well as overall loudness in terms of
the listener's head position.

IV. LOUDSPEAKER MEASUREMENT

A. Measurement Setup

Two loudspeakers were positioned at a distance of 1.7
m from the 42-channel Brüel & Kjær (type WA 0890)
beamforming wheel array in an anechoic room as show
in Fig. 5. This array con�guration gives approximately
10 dB side lobe suppression up to 6.4 kHz. The distance
between the two loudspeakers was kept to 0.4 m and
the diameter of the microphone array was approximately
1m. The height of the two loudspeakers was adjusted
to the center of the microphone array. A digital camera
was installed in the center of the microphone array to
take pictures, which were superimposed on the contour

3
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FIG. 4. Binaural loudness maps at di�erent head rotation
angles. Each map shows the range of loudness values from
the maximum with the dynamic range of 2 sones.
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FIG. 5. Measurement setup for simulating two simultaneous
sources in the anechoic chamber.

to align the sound sources with their physical location.
Two microphones were excluded after the measurement
due to cable breaks. The removal of these two channels
resulted in a slightly lower dynamic range, but produced
no changes in the localization of the two loudspeakers.

B. Stimuli

A 1-kHz reference narrow band noise was fed to the
left loudspeaker and 3.5-kHz and 5-kHz noises from the
right loudspeaker were compared with the 1-kHz refer-
ence. The center frequency of 3.5 kHz was chosen due to
the fact that the equal loudness contour contained a dip
around that frequency, which made it possible to produce
low sound pressure with relatively high loudness. Since
the higher pitch contents produce higher sharpness, the
center frequency of 5 kHz was selected to have signi�cant
di�erences between sound pressure and sharpness in the
given stimuli. A VXPocket 440 notebook sound card was
used for the sound playback and the output of the sound
card was connected to a Rotel RB-976 MKII power am-
pli�er. The ampli�er output passed through the wall
between the control room and the anechoic room and
was linked to both loudspeakers. During the measure-
ment, sounds were played through both loudspeakers at
the same time.

C. Results

In order to demonstrate the potential of sound qual-
ity metrics mapping, the beamforming measurement was
done using the stimuli described in IV.B. Fig. 6 shows
a comparison between the sound pressure and loudness
mappings. The loudness mapping was created based on
the loudness model for the diotic condition (ISO 532,
1975). The left loudspeaker played a 1 kHz narrow band
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(a) pressure map

(b) loudness map

FIG. 6. Comparison of sound pressure and loudness map. For
explanation, see the text.

noise and the right one generated a 3.5 kHz noise. To
make the advantages of a loudness map clear, the stim-
ulus on the right loudspeaker was attenuated by 9 dB.
Consequently, there is almost no sound pressure contri-
bution from the right loudspeaker as shown in Fig. 6(a).
By contrast, the loudness map in Fig. 6(b) reveals the
right loudspeaker to be louder than the left. We con-
clude that the noise from right loudspeaker should be re-
duced in order to decrease total loudness while the sound
pressure map prioritizes decreasing the level on the left
loudspeaker.
In the next measurement, the stimulus of the right

loudspeaker was a 5-kHz narrow band noise attenuated
by 10 dB relative to the left, which was set to 1 kHz,
as before. No sound pressure contributions are observed
from the right loudspeaker as shown in Fig. 7(a). One
may conclude that there is only one source, the left loud-
speaker, in this situation. Sharpness was calculated at
each of the focused points and the resulting map with
1 acum dynamic range is displayed in Fig. 7(b). There
appear to be a number of sharp sources around the edge
of the map where in fact no sources should be.
Zwicker's sharpness model is de�ned in Eq. 4 (Zwicker

(a) pressure map

(b) sharpness map

FIG. 7. Comparison of sound pressure and sharpness map.
For explanation, see the text.

and Fastl, 2006).

S = 0.11

∫ 24

0
N

′
(z) · f(z) · z · dz∫ 24

0
N ′(z) · dz

acum

f(z) =
{

1 for z ≤ 16
0.066 · e0.171·z for z > 16

}
(4)

where S is the sharpness to be calculated, N
′
is speci�c

loudness, f(z) is a weight factor dependent on critical-
band rate, and the denominator gives the total loudness
N . The sharpness calculation is normalized with respect
to loudness as shown in Eq. 4. Therefore, the shape of
the speci�c loudness spectrum plays an important role in
the sharpness calculation, not the magnitude.
It is known that the side lobes of the beamforming

calculation produce ghost images in the calculation plane.
These ghost images typically have a 10 dB lower SPL
than the maximum level in the map, but the shape of
their loudness spectra will be a�ected by the frequency
contents of all sources present in the sound �eld. This
could be the main reason why the ghost images appeared
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around the edge of the frame on the sharpness map since
the loudness ratio of the 1 and 3.5 kHz noise determines
the sharpness values. In this study, two methods are
proposed to overcome the limitation of the sharpness map
caused by side lobes.

1. Making use of a combined metric, i.e. loudness ×
sharpness, instead of sharpness.

2. Applying a dynamic range limit by setting sharp-
ness to "0" at the points with sound pressure below
the beamforming dynamic range.

The combined metric in 1) puts weights, i.e. loudness,
on each point after the sharpness calculation. Applying
weights to the sharpness calculation will allow removing
the ghost images, which are lower in loudness. On the
other hand, using the combined metric will make it dif-
�cult to localize sharp sound sources when the loudness
is dominant and there are no signi�cant sharpness di�er-
ences at the points in a given sound �eld. Applying a
sound pressure dynamic range as in 2) is utilized to re-
move ghost images in a sound pressure map before sharp-
ness calculation. This method has a drawback, since we
practically have to �nd the beamforming dynamic range
before the calculation. Fig. 8 shows that both methods
improve the sharpness map such that the sharper sound
source is correctly localized from the same measurement
as Fig. 7.

V. VEHICLE ENGINE MEASUREMENT

In order to apply the loudness and sharpness mapping
to more practical situations, a measurement on an en-
gine compartment of a personal vehicle with a 5-cylinder
4-stroke engine was performed. The car was installed in
a normal exhibition room and the engine was manually
controlled during the measurement. Stationary sound
�elds were recorded for 5 sec at 1000, 2000, 3000, 4000,
5000 rpm without any loading on the wheels. One second
of time data was selected out of the 5 sec recorded sam-
ples to minimize the non-stationarity of operating con-
dition. The maximum RPM change at 1000 rpm was
30 rpm and the rest of operating conditions kept within
15 rpm variation over the 1 sec of selected time record.
A 66-channel wheel array of 1 m diameter was mounted
parallel to the car engine compartment at a distance of
0.75 m. The sound �eld was measured by the PULSE
Acoustic Test Consultant (Type 7761) with a 25.6 kHz
frequency range. The transient beamforming calculation
was performed by the PULSE Beamforming application
(Type 7768). Due to strong re�ections from the ceiling
and the �oor to the array and the background noise, such
as air conditioning, the dynamic range of the beamform-
ing calculation above 6.3 kHz was below 4 dB. Therefore
the loudness and sharpness calculation was conducted up
to 5 kHz only.
Fig. 9 shows the loudness maps for the speci�ed oper-

ating conditions in the frequency range between 15 and

(a) Applying sound pressure dynamic range

(b) Combined metric

FIG. 8. The improvement of sharpness mapping.

18 bark. Since we are looking at a constant frequency
range, the dominant order contents are changed accord-
ing to the engine RPM. Up to 3000 rpm the blank hole
opposite the oil re�ll cap, which is located in the center
of the picture, is the major source of the engine com-
partment. But it is clear that the power steering pump
starts to be active above 4000 rpm and is dominant at
5000 rpm.

Fig. 10 compares the location of major noise sources
as represented by the sound pressure and loudness maps.
The engine was running at constant 5000 rpm, and the
maps display the results in the frequency range between
15 to 18 bark. The loudness map is the same as that of
Fig. 9(e). The pressure map identi�es a major source
close to the engine mount whereas the loudness map
points to the source in the power steering pump. This
indicates that investigating loudness maps is a more ef-
�cient way of localizing the loudest noise in the engine
compartment, and the sound pressure map may lead to
irrelevant design changes.

Fig. 11(a) shows the sound pressure map with a 4 dB
dynamic range at 5000 rpm and Fig. 11(b) is the corre-
sponding sharpness map with the same dynamic range.
The proposed combined metric was also calculated on
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(a) 1000 rpm (b) 2000 rpm

(c) 3000 rpm (d) 4000 rpm

(e) 5000 rpm

FIG. 9. Loudness maps of the engine compartment from 1000 to 5000 rpm. Frequency range between 15 to 18 bark.

1 to 5 kHz pre-�ltered signals as shown in Fig. 11(c).
The sound pressure map localized two sources, one in the
power steering pump and the other in the engine top, and
the shape of sources is smeared in that it covers a quite
large area. On the other hand, both sharpness maps (Fig.
11(b) and Fig. 11(c)) contain the major source at the gap
between the engine block and the pipes. The map 11(c)
also shows there are two other sharp sound sources close
to the engine mount and the lower right corner of the
engine block, which might be caused by the air �ow from

the gap between the engine top and its cover.

As we may see from the loudness and sharpness maps,
the location of the most prominent individual sources
changes dramatically depending on the metrics we are
looking at. Especially since the sharpness map is af-
fected only by the speci�c loudness spectrum shape of
the individual sources, in general there are large di�er-
ences between the loudness and sharpness maps in terms
of the location of the most problematic sources.

7
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(a) pressure map

(b) loudness map

FIG. 10. The comparison of sound pressure and loudness map
on the engine compartment at 5000 rpm. Frequency range
between 15 to 18 bark.

VI. CONCLUSION

1. A proposal of creating sound quality metrics maps
was outlined and implemented both in Matlab for
simulation and in a commercial software program
for measurement. The standard loudness model
(ISO 532, 1975) as well as a binaural loudness
model based on the 3-dB loudness summation rule
were utilized for loudness mapping. It was found
that binaural loudness mapping provides the pos-
sibility of showing loudness maps dependent on lis-
tener's head rotation, and thereby optimizing the
location of noise sources to reduce overall loudness
or the loudness of partial sound �elds.

2. The superiority of sound quality metrics mapping
was demonstrated based on measurements on a
simple loudspeaker setup in an anechoic chamber.
The proposed sound quality metrics mapping local-
ized problematic sources more e�ciently compared
to traditional sound pressure mapping.

(a) pressure map

(b) Applying sound pressure dynamic range

(c) Combined metric

FIG. 11. The comparison of sound pressure and sharpness
map on the engine compartment at 5000 rpm. Frequency
range between 1 to 5 kHz.

3. A new combined metric and an SPL dynamic range
was introduced to remove ghost images from sharp-
ness maps both in the loudspeaker setup and on an
engine compartment.

4. Practical measurements were performed on an en-
gine compartment with a 66-channel microphone
wheel array and showed that the mapping of the

8
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sound quality metrics was applicable to automotive
measurements. Traditional sound pressure maps
were compared with the corresponding loudness
and sharpness maps, and this suggested that rel-
evant sound quality metrics should be selected for
e�cient noise source identi�cation.
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Listening experiments were conducted to investigate to which extent perceived loudness depends
on the distribution of individual sound sources in space. Three loudspeakers were positioned 1.5
m from the center of the listener's head, one straight ahead, two 10 degrees, and two 30 degrees to
the right and left, respectively. Listeners matched the loudness of either one, or two simultaneous
sounds (narrow-band noises with 1-kHz, and 3.15-kHz center frequencies) to a 2-kHz, either 45-
dB or 60-dB SPL narrow-band noise placed in the frontal loudspeaker. The two sounds either
originated from the central speaker, or from the two o�set loudspeakers. It turned out that
the subjects perceived the noises to be equally loud independently of their distribution in space
when the directional loudness sensitivity was equalized for individual sources. A 6-dB (pressure)
loudness summation rule was suggested to calculate the overall loudness of two simultaneous
sounds, and it predicted the subjective data better than did a direct loudness summation of the
two sounds. This suggests that current loudness modeling will have to be extended to take the
loudness summation of individual sources into account, and this may be achieved by combining
beamforming techniques with the 6-dB loudness summation of sources.

I. INTRODUCTION

Identi�cation of noise sources in a complex sound �eld
is an important step for optimizing the noise emission
from products. Typically, this has been achieved by
means of array measurement techniques, such as near-
�eld acoustic holography (Hald, 1989; Maynard et al.,
1985) or beamforming (Christensen and Hald, 2004;
Johnson and Dudgeon, 1993). Array measurement tech-
niques derive sound pressure (or intensity) maps, and
the peak level or sound power level of individual noise
sources is compared to determine the most problematic
noise source.

This approach has been criticized for not taking into
account psychoacoustic attributes, such as loudness. An
earlier study presented a method for deriving loudness
and sharpness maps from beamforming measurements
(Song, 2004). Even though it is possible to localize noise
sources in terms of their loudness, in some cases the loud-
ness map may not be able to detect the loudest sound
source in a sound �eld especially when the individual
sources are similar in terms of their spatial extent and
peak loudness. Also, it is desirable to predict the per-
ceived loudness of combined sources in order to compare

∗Portions of this work have been presented at the Forum Acusticum
Congress, Budapest, Hungary, 2005 August 29 - September 2 and
the JSAE Annual Congress, Yokohama, Japan, 2006 May 24-26
†Electronic address: wksong@bksv.com

the loudness of sources formed over a relatively large area.
Therefore, understanding the role of the spatial source
distribution in loudness perception is of great importance
to optimize sound �elds in terms of their perceived loud-
ness.
Comprehensive loudness models have been developed

for steady sound signals (Moore et al., 1997; Zwicker and
Fastl, 2006), and are mostly based on diotic (the same
sound at the two ears) or dichotic (di�erent sounds at
the two ears) headphone playback, or the presentation
through a single loudspeaker placed in the frontal direc-
tion (Marks, 1978; Reynolds and Stevens, 1960; Scharf,
1969). Recent work revealed, however, that perceived
loudness varies as a function of a sound incidence angle,
measured as a directional sensitivity, when presenting a
sound through a single speaker in the free �eld (Robin-
son and Whittle, 1960; Sivonen and Ellermeier, 2006).
By contrast, the loudness perception of sound �elds with
multiple components and sources has not been studied
from a basic-research perspective. It is desirable to take
up this topic in order to combine psychoacoustic metrics
with the array measurement techniques that are used for
�nding noise sources in complex sound �elds.
To this end, a series of listening experiments was con-

ducted based on a simple loudspeaker setup in an ane-
choic chamber. These experiments investigated whether
loudness judgments of distributed sounds di�er from
judgments obtained when sounds are focused at a sin-
gle location. Directional sensitivities were measured and
equalized individually to get rid of the e�ect of the in-
cidence angle for each of the physical sources. The cru-

Loudness assessment of simultaneous sounds 1
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cial comparison consists of presenting two simultaneous
sounds through the center loudspeaker as opposed to two
o�set loudspeakers ("focused" vs. "distributed" sources).
The results are related (a) to the loudness measured in

the center position of listener's head using a single micro-
phone and (b) to measurements using a dummy head to
show how well the traditional loudness model can predict
the loudness judgments obtained. Subsequently, an algo-
rithm predicting the loudness of simultaneous sounds is
suggested and veri�ed by predicting the subjective re-
sponses obtained in this study. Beamforming isolates
sources of interest from competing ones by controlling
the directivity pattern of a microphone array. Thus, a
method of estimating the loudness of individual as well
as combined sources in the presence of undesired com-
peting sounds is outlined by utilizing beamforming and
the summation algorithm found in this study.

II. GENERAL METHOD

Two listening experiments were carried out using the
same setup and procedure. The two experiments only
di�ered in the angular separation of the loudspeakers em-
ployed which was 10◦ in the �rst experiment and 30◦ in
the second.

A. Subjects

Six normal hearing subjects (5 male, 1 female), be-
tween 23 and 31 years of age, completed the �rst experi-
ment, and ten (7 male, 3 female), between 23 and 32 years
of age, the second experiment. All of them were students
at Aalborg University, Denmark. The subjects' hear-
ing thresholds were checked using standard pure-tone au-
diometry in the frequency range between 0.25 and 8 kHz
and it was required that their pure-tone thresholds should
not fall more than 20 dB below the normal curve (ISO
389-1, 1998) at more than one frequency. None of the
thresholds exceeded 25 dB hearing level. The subjects
were also screened for known hearing problems and were
all paid for their participation.

B. Apparatus and materials

Third-octave band noises having center frequencies of
1, 2, and 3.15 kHz were used in the experiment. The
sounds had a total duration of 1 s. To produce a �at
response in the frequency range of interest, the loud-
speaker impulse response functions (IRF) were measured
using dual-channel FFT and their inverse �lters were cal-
culated from the average IRF using fast deconvolution
with regularization (Kirkeby et al., 1998). The inverse
�lters and third octave �lters were applied to the ran-
dom signals during the experiment using an FFT-based
convolution. A 10-ms ramp was applied in the beginning

10°

1.5m

Laser

Monitoring
Camera

Interval lights

30°

FIG. 1. Experimental setup in the anechoic chamber.

and at the end of the stimuli in order not to generate
impulsive sounds.
A computer with a sound card (RME DIGI96) was

used to send digital sound signals to an external D/A
converter (RME ADI-8 DI). All stimuli were played with
a sampling rate of 48 kHz and delivered via loudspeak-
ers using a power ampli�er (Rotel RB-976 Mark II). A
customized program written in C# controlled the exper-
imental procedure, generated the stimuli, and collected
subjects' responses.
The experiment was carried out in an anechoic cham-

ber. Three loudspeakers with 15.5 cm diameter were po-
sitioned at 1.5 m distance from the center position of lis-
tener's head (see Fig. 1). The loudspeakers were spaced
at 10◦ angular separations in the �rst experiment and
30◦ in the second. The listeners were seated in a height-
adjustable chair with a headrest. Their head was posi-
tioned in the center of the set-up with the help of three
laser beams, which were mounted to the sides, and be-
hind the listener. A camera was mounted to monitor the
head movements of the listener during the experiment.
Furthermore, two lights were used to indicate observa-
tion intervals, i.e. to assist the listeners in mapping the
sound sequence to response buttons. The listeners gave
their responses using a two-button box connected to a
parallel port in the computer.

C. Procedure

Two types of experiments were performed in sequence.
They were distinguished by the number of narrow-band
noises playing simultaneously. Only one narrow-band
noise was presented at a time in the single-sound condi-
tion, and two narrow-band noises having di�erent center
frequencies were played simultaneously during the dual-
sound condition. Both conditions shared the same refer-
ence stimuli, which were 2-kHz narrow-band noises hav-
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(a) Distributed source (±10° or ±30°)

(b) Focused source (0°)

FIG. 2. Sound presentation examples in the dual-sound con-
dition. The left pictures indicate a reference stimulus, and the
right ones test stimuli. The values in the rectangular boxes
show level in dB SPL.

ing either 45 or 60 dB SPL. The two sounds, the 1-kHz
and 3.15-kHz noise, were presented simultaneously from
the two o�set loudspeakers or at the center in the dual-
sound condition. Two narrow-band noises of di�erent
center frequencies were utilized in order to produce two
distinct sound sources and in this way the relationship be-
tween perceived loudness and the distribution of sources
could be investigated for independent sound sources. The
noise centered at 1 kHz had �xed sound pressure levels
of 30, 35, or 40 dB SPL with the 45-dB reference and 40,
50, or 55 dB with the 60-dB reference. The level of the
3.15-kHz noise was varied during the experiment.

Fig. 2 shows two examples of sound presentations in
the dual-sound condition. The reference signal, i.e. a
2-kHz noise having 60 dB SPL, played at the center in
both examples (see the left pictures of Fig. 2). In the
�rst example (a), the 1-kHz noise originated from the left
loudspeaker, and its level was �xed to 40 dB SPL. The
variable 3.15-kHz noise played at the same time from the
right loudspeaker. In the half of the experimental condi-
tions, the variable 3.15-kHz noise was placed in the left
loudspeaker, whereas in the other half in the right. The
�xed 1-kHz noise then played from the opposite side of
the 3.15-kHz noise. In the second example (b), both the
�xed 1-kHz and the variable 3.15-kHz noise were pre-
sented simultaneously from the frontal loudspeaker.

An adaptive two-interval, two-alternative forced choice
procedure (Jesteadt, 1980; Levitt, 1971) using a one-up,
one-down rule was employed. The starting level of the
variable 3.15-kHz noise was randomized for each track in
the range of 60±10 dB in the �rst experiment, and was
selected either 10 dB above or 10 dB below the loudness
match of the reference in the selected direction in the
second experiment. There was a 500-ms pause between
the two sound presentations on each trial. In total, eight
reversals were collected in each track and the last four
reversals were averaged to calculate the loudness match
for each track.
The reference signal played from the frontal loud-

speaker, and a test signal (detailed below) were played
in randomized order within a trial, and the subject's
task was to say whether the �rst or the second sound
was louder by pressing the respective button on the re-
sponse box. The level of next presentation in a track
was changed according to the subject's previous response.
Subjects were asked to judge perceived loudness, not any
other changes in sounds occurring during the experiment.
Also, they were asked to judge the entire sound, not just a
component of it. One block of trials consisted of 6 tracks
in the single-sound condition, or 9 in the dual-sound con-
dition, and lasted about 15 minutes on average. Both the
order of tracks and the succession of trials in each track
were randomized separately for each subject. One session
consisted of 4 blocks. The subjects took a 30-s break be-
tween blocks, and a 5-minute break after two blocks were
�nished. In the beginning of the experiments, four prac-
tice blocks were completed prior to the data collection
proper.
The adaptive procedure controlled the SPL of the test

stimuli until they had the same perceived loudness as the
reference. In both experiments, the same reference signal
presented through the center loudspeaker was used. The
60-dB reference was used with test signals of 0◦ and 10◦
angular separation in the �rst experiment, and a 45 and
60-dB reference was used with the 0◦ and 30◦ angular sep-
aration in the second. The 45 and 60-dB reference con-
ditions in the second experiment were counterbalanced
according to the ABBA scheme (Montgomery, 2001).

III. EXPERIMENTS

A. Directional e�ects: single-sound condition

1. Rationale

The direction of incidence is one factor a�ecting loud-
ness perception of sounds. A direct measure of this is the
di�erence in perceived loudness of a sound arriving from
di�erent directions, and de�ned here as "directional sen-
sitivity". This directional sensitivity should be equalized
for each loudspeaker to investigate the separate e�ect of
spatial distribution on perceived loudness. The main ob-
jective of the single-sound condition was to measure the
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directional sensitivity as a function of the center frequen-
cies and the loudspeaker positions for each subject, and
to adjust the gain for each channel accordingly prior to
the dual-sound condition.

2. Results

Loudness matches for each subject and condition were
determined as a function of loudspeaker position, i.e.
−30◦, −10◦, 0◦, 10◦, and 30◦. The directional sensitivity
of each individual listener was calculated by subtracting
his or her loudness match for the o�set position from the
match made for the center. A positive directional sen-
sitivity indicates that the sound from that direction is
being perceived as being louder than that from the cen-
ter. The loudness matches and directional sensitivities
of subject BJ at di�erent center frequencies are shown
in the upper and the lower panel of Fig. 3 respectively.
The level of the reference was 60 dB SPL. The averages
are based on 12 runs in the �rst experiment and 8 runs
in the second shown with 95%-con�dence intervals.
The discrepancy between the two curves illustrates the

frequency dependence of loudness, and the di�erence be-
tween loudspeaker positions marked along the abscissa
shows the directional e�ect on loudness. Subject BJ
perceived the 3.15-kHz noise to be louder than the 1-
kHz noise requiring approximately 7 dB less to obtain a
match. Furthermore, he perceived the 1-kHz noise to be
louder by approximately 2 dB when presented from the
o�set loudspeaker. It can be seen that there is no signif-
icant di�erence on the directional sensitivity of the two
separation angles, and the average directional sensitivity
for the 1-kHz noise was approximately 1.5 dB higher than
that of the 3.15-kHz noise. The directional sensitivities
were compensated individually for each listener prior to
participating in the dual-sound condition.
The directional sensitivity outcomes of each experi-

mental condition were averaged across six subjects in the
�rst experiment and ten subjects in the second, and are
shown in Fig. 4. The directional sensitivity patterns were
not level dependent on average (see the lower versus the
upper panel of Fig. 4). The 3.15-kHz noise was perceived
to be equally loud independent of sound incident angle
(dashed line) whereas the subjects perceived the 1-kHz
noise from the o�set loudspeakers to be approximately 1
dB louder than that from the frontal direction.

B. Source distribution: dual-sound condition

1. Rationale

The directional sensitivities for each subject and con-
dition found in the single-sound condition were employed
to equalize the sources used in the dual-sound condi-
tion. This implies that the independent directional e�ect
of a narrow-band noise was removed, so the interaction
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FIG. 3. The result of subject BJ for di�erent loudspeaker
locations and two center frequencies. Negative angle indicates
the left-hand side of the subjects. The SPL of the reference
was 60 dB. The upper panel indicates the loudness matches
and the lower the directional sensitivities.
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FIG. 5. Average loudness matches of the variable 3.15-kHz
noise for di�erent locations with the �xed 1-kHz noise in the
opposite loudspeaker. The lower curves in the lower panel in-
dicate the results in the 45-dB reference condition, the others
in the 60-dB reference condition. L1, L2, L3 were 30, 35, 40
dB SPL with the 45-dB reference and 40, 50, 55 dB SPL with
the 60-dB reference.

between the two simultaneous noises and their physical
source locations could be investigated in the dual-sound
condition. The goal of this investigation was to under-
stand the role of the spatial arrangement of sources in
perceived loudness, to test whether the loudness of a sin-
gle sound di�ered from that of two simultaneous sounds,
and to derive the loudness summation rule for simulta-
neous sound sources.

2. Results

The average loudness matches of the dual-sound condi-
tion are shown in Fig. 5 when two simultaneous noises,
the 1-kHz and 3.15-kHz noise, with the level of the latter
being variable, were matched to the reference, a 2-kHz
noise having either 45 or 60 dB SPL. The averages are
based on 12 runs in the �rst experiment and 8 runs in
the second shown with 95%-con�dence intervals. Solid,
dashed, and dash-dotted lines represent the data when
the 3.15-kHz noise originated from the left, center, and
right loudspeaker respectively, with the �xed 1-kHz noise
being placed in the right, center, and left loudspeaker.
The noise centered at 1 kHz had �xed sound pressure

levels (L1, L2, L3) of 30, 35, or 40 dB SPL with the
45-dB reference and 40, 50, or 55 dB with the 60-dB ref-
erence. The ordinate in Fig. 5 is the SPL of the variable
3.15-kHz noise.
It can be seen that the loudness matches decreases

monotonically when the level of the 1-kHz noise is in-
creased. If the slope of the curves is steep, the subjects
take the loudness of the 1-kHz noise more into account
when judging overall loudness. The slope seems to be
independent of the location of the 3.15-kHz noise and
reference level, and speci�es the in�uence of the 1-kHz
noise when the subjects judge the overall loudness of the
two simultaneous sounds. The present result implies that
overall loudness depends on the SPLs of both component
sources, and is largely independent of their spatial distri-
bution.
From Fig. 5, the di�erence in loudness matches be-

tween the center and the o�set speaker(s), de�ned here
as "distribution sensitivity", was calculated and listed in
Table I. Negative distribution sensitivity indicates that
the two simultaneous sounds were perceived to be softer
when presented through the two o�set loudspeakers (dis-
tributed) rather than mixed in the center loudspeaker (fo-
cused). Most of mean distribution sensitivities had small
negative values (see in Table I). To determine whether
they are statistically di�erent from zero, one-sample t-
tests (two-tailed, α = 0.05) were performed. Table I
summarizes the outcome: three of the 18 tests are sta-
tistically signi�cant and the rest of them are not. This
shows that the distribution of physical sources does not
in�uence the perceived loudness of simultaneous sounds
with multiple components when the directional sensitiv-
ity of each sound source was equalized.

IV. PHYSICAL MEASUREMENTS

After the experiments were completed, the stimulus
conditions resulting in subjective loudness matches were
recorded in the same set-up. This was done by reproduc-
ing the sound and recording it with a microphone placed
at the center of the listener's head, as well as a dummy
head in the center of the set-up. A conventional loudness
metric (assuming diotic presentation) and binaural loud-
ness (dichotic presentation, i.e. using the two input levels
at the arti�cial ears of the dummy head) were calculated
from the recordings of a microphone or a head-and-torso
simulator (Brüel & Kjær Type 4100), respectively, using
Brüel & Kjær Sound Quality (Type 7698) software.
Fig. 6 shows the measured loudness based on a sin-

gle microphone and Fig. 7 the binaural loudness of the
sound �elds in the single-sound (upper panel) and dual-
sound (lower panel) conditions. The loudspeakers were
spaced at 10◦, and the reference level was 60 dB. Binaural
loudness was obtained based on the 3-dB summation rule
proposed by Sivonen and Ellermeier (2006). The dotted
line is the measured loudness of the reference. The analo-
gous measurements made for all mean matches generated
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TABLE I. Mean distribution sensitivity: the di�erence in loudness matches between the focused and the distributed sounds
(boldface p-values indicate signi�cant deviations from zero based on one-sample t-tests)

Separation angle Ref. level Location of the 3.15-kHz noise
Level of the 1-kHz noise

L1 L2 L3

10◦ 60 dB left
-0.84 -1.04 -1.28

p=0.011 p=0.071 p=0.030

10◦ 60 dB right
-0.74 -1.06 -0.48

p=0.147 p=0.058 p=0.234

30◦ 45 dB left
-0.34 -0.83 -0.84

p=0.535 p=0.265 p=0.240

30◦ 45 dB right
-1.13 -1.12 -0.72

p=0.039 p=0.090 p=0.293

30◦ 60 dB left
-0.17 -0.38 -1.35

p=0.552 p=0.291 p=0.110

30◦ 60 dB right
0.02 0.48 -0.18

p=0.940 p=0.091 p=0.395
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FIG. 6. Conventional loudness metrics (diotic presentation)
for the sound �elds produced by each subject when making a
match: single-sound condition (upper panel), and dual-sound
condition (lower panel). Six (upper panel) or nine (lower
panel) measured loudness values corresponding to the experi-
mental conditions are marked. The loudspeakers were spaced
at 10◦, and the reference level was 60 dB.

by each of the listeners in the 6 (single-sound condition)
and 9 (dual-sound condition) experimental conditions are
marked by crosses. If the loudness model worked per-
fectly, then all data points should coincide with the dot-
ted line depicting the measured loudness of the reference
stimulus.
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FIG. 7. Binaural loudness (dichotic presentation) of the
sound �elds produced by each subject when making a match:
single-sound condition (upper panel), and dual-sound condi-
tion (lower panel). Six (upper panel) or nine (lower panel)
measured loudness values corresponding to the experimental
conditions are marked. The loudspeakers were spaced at 10◦,
and the reference level was 60 dB.

In general, the measured loudness values are scattered
around the reference for the single-sound condition (see
the upper panels of Fig. 6 and Fig. 7), and tend to lie
slightly above the reference for the dual-sound condition
(see the lower panels of Fig. 6 and Fig. 7). Subject JJ
adjusted the SPL to be much higher (resulting in higher
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measured loudness) when the sound consisted of more
than one narrow-band noise, whereas ML created no
measurable di�erence between the two conditions. Gen-
erally, the single-microphone and dummy-head measure-
ments are in close agreement. This is because the two
o�set loudspeakers were positioned close to each other so
that the interaural level di�erence of the o�set positions
was quite small.
It was expected that the conventional loudness metric

would accurately predict the subjective data on average
as the two o�set loudspeakers were positioned close to
the center (10◦, and 30◦). From the average result (see
AVG on the x-axis of Fig. 6 and Fig. 7), it is noticeable
that both conventional (diotic presentation) and binaural
(dichotic presentation) loudness calculations predict the
matches well for one narrow-band noise, but overestimate
them by about 1 sone when two noises are presented at
the same time. This also means that the subjects will
perceive two simultaneous noises to be softer by approx-
imately 1 sone than one narrow-band noise if the sound
�elds for the given conditions are equalized by a conven-
tional loudness meter.
The results of the dual-sound condition suggest that

current loudness modeling will have to be extended to
perform spatial loudness summation of individual sound
sources identi�ed in a sound �eld. This shall be done in
the next section.

V. MODELING

The loudness matches, in which one component of the
two simultaneous sounds was varied in level, revealed
that both components were relevant, and contributed to
overall loudness in a strictly monotonic fashion. There-
fore, the goal of this section is to develop an algorithm,
which predicts the loudness matches that the subjects
made, and to explore the possibility of applying it to the
loudness evaluation of multiple noise sources.

A. Loudness summation of sound sources

In order to predict the overall loudness of simultane-
ous sounds having di�erent center frequencies, the SPL
of the 1-kHz and 3.15-kHz noises was converted to the
equivalent SPL of the 2-kHz noise. Equivalent SPL is
de�ned in this study as the sound pressure level of the 2-
kHz narrow-band noise that produces the same perceived
loudness as the corresponding 1-kHz or 3.15-kHz noise.
The individual as well as the average loudness matches
are displayed as a function of equivalent SPL of the �xed
1-kHz component in Fig. 8. The data points in Fig. 8 in-
dicate equal loudness of the two simultaneous sounds. In
general, the individual data scatter around the average
data marked by solid triangles and the equivalent SPL of
the 3.15-kHz noise decreases when the level of the 1-kHz
noise is increased.
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FIG. 8. Loudness matches of the individual subjects as a
function of equivalent SPL (Reference: 45 dB, Incident angle:
30◦)

A loudness summation rule, Eq. 1, is proposed to cal-
culate the overall loudness of two simultaneous sounds:

Lref = βlog2(2La/β + 2Lb/β) (1)

Here, β is a gain constant characterizing the degree of
summation, La and Lb are the equivalent SPLs of the
two simultaneous sounds, and Lref is the SPL of the
reference. The equation has the same structure as the one
proposed for binaural loudness summation by Robinson
and Whittle (1960).
The average data for each source separation angle and

reference SPL were �tted with Eq. 1 using the nlin�t
function in Matlab, which estimates the coe�cients of
a nonlinear regression function using least squares esti-
mation. The results are summarized in Table II. The
�tted gains are close to a 6-dB loudness summation rule,
i.e. Eq. 1 with β = 6, in most conditions. The es-
timated loudness summation was slightly higher in the
45-dB condition than in the 60-dB condition. The 6-dB
rule implies that if there are two simultaneous sounds
having the same SPL, then the "equal-loudness" SPL of
the combined sound is 6 dB higher than that of each
component.
In Fig. 9, the 6-dB rule is plotted together with all

average data, and it appears that the 6-dB rule �ts the
average data fairly well both for the 45 and 60-dB refer-
ences. This shows that our subjects behaved as if they
were summing the SPL of individual sources according
to the 6-dB rule when judging overall loudness.

B. Veri�cation of the algorithm

A veri�cation of the 6-dB rule was performed by gen-
erating noises for each average loudness match, calcu-
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TABLE II. Loudness summation in dB (β in Eq. 1) for each
angle and reference SPL

Reference SPL 0◦ 10◦ 30◦

45 dB 7.2 - 6.6

60 dB 6.4 6.0 5.9
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FIG. 9. Average loudness matches (Reference: 45 and 60
dB, Incident angle: 0◦, 10◦, and 30◦) across the subjects as a
function of equivalent SPL with the 6-dB loudness summation
rule (dashed line)

lating their loudness from the signals, and subsequently
comparing the calculated loudness of the two component
signal with that of the reference. For the 6-dB rule, the
calculation consisted of the 1/3 octave analysis of individ-
ual sources, the 6-dB loudness summation based on Eq.
1, and loudness calculation of the combined spectrum ac-
cording to ISO 532 (1975). As an alternative prediction,
the loudness of each component was calculated, and sub-
sequently summed to compare with the 6-dB rule. Fig.
10 illustrates the outcome of the simulation with the ref-
erence loudnesses marked as dashed lines. Note that for
an optimal prediction, the computed loudness of the com-
bined source denoted by a cross or asterisk should coin-
cide with its reference to which it was actually matched
in the experiments. Both algorithms do fairly well for
the 45-dB reference conditions, but the direct loudness
summation rule overestimates total loudness by approx-
imately 1 sone in the 60-dB reference conditions. Thus,
the 6-dB rule proposed in this study appears to make a
better prediction than the direct loudness summation of
individual sources.
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FIG. 10. Loudness prediction of the average data using a
direct loudness summation (marked as an asterisk) and the
6-dB rule (marked as a cross). The �rst number in the paren-
theses speci�es the SPL of the reference in dB and the second
the incident angle in degrees.

C. Loudness calculation using beamforming

Typically, in sound quality applications, a number of
sound sources are under investigation, and competing
sources in a sound �eld have to be suppressed for the
further calculation. Beamforming calculates the sound
pressure contribution from sound sources of interest and
minimizes the e�ect of competing sources by controlling
the directivity pattern of a microphone array. In an
earlier study (Song, 2004), a method of loudness map-
ping was suggested to identify those sound sources that
would appear particularly loud to human listeners. It was
emphasized that the loudness of sources including com-
bined ones should be calculated in order to rank them
in terms of psychoacoustical salience rather than accord-
ing to some physical metric such as sound power. For
that reason, a procedure for calculating the loudness of
sources identi�ed by loudness mapping will be described
here.
First, the inspection of a loudness map is of impor-

tance to identify sources of interest and de�ne the area
of individual sources on a source plane for further pro-
cessing. Secondly, the sound pressure contribution of in-
dividual sources should be calculated using beamforming
to generate the 1/3-octave spectrum of each source. The
output of the beamforming process should be scaled in
order to estimate the free-�eld sound pressure in the ab-
sence of the microphone array, and this can be achieved
by utilizing an intensity scaling of the beamforming out-
put (Hald, 2005). Subsequently the 1/3-octave spectra of
sources should be merged into a combined spectrum using
the 6-dB loudness summation rule, see Eq. 1. The �nal
step is to calculate the loudness of the combined spec-
trum based on the free-�eld loudness model described in
ISO 532 (1975).
This procedure provides a method of calculating the

loudness of combined sources as well as a single sound
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source with minimal interference from competing sources.
This may be distinguished from traditional methods,
such as a single microphone or arti�cial head measure-
ments where it is generally very di�cult to separate the
sources of interest from competing ones.

VI. CONCLUSION

(1) Loudness matches of simultaneous narrow-band
noises were performed in an anechoic environment,
and the results show that the distribution of indi-
vidual sources does not in�uence overall loudness
judgment provided the directional loudness sensi-
tivity of hearing compensated for. The outcome
does not seem to be dependent on the overall sound-
pressure level of the stimuli and the separation an-
gle of sources in the range investigated.

(2) Microphone as well as dummy head measurements
were performed for the stimulus conditions result-
ing in subjective loudness matches. They showed
that conventional loudness measurements overesti-
mated the dual-sound conditions by approximately
1 sone compared to the single-sound conditions.

(3) A 6-dB loudness summation rule was proposed to
estimate the overall loudness of two simultaneous
sound sources, and it predicted the subjective data
better than a direct summation of each source's
loudness metric.

(4) A procedure for the loudness estimation of multiple
sound sources using beamforming was outlined and
the bene�ts of this approach were illustrated. The
procedure can be used for evaluating the loudness
of individual as well as combined sources in the
presence of background noise or competing sources.
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The threshold below which a secondary sound does not contribute to overall loudness was mea-
sured in a series of listening experiments. 1-kHz and 3.15-kHz narrow-band noises were used as
stimuli, and they were auralized binaurally either in the frontal direction (0◦) or in two o�set
directions (±30◦) using dummy-head HRTFs. The in�uence of psychophysical method on loud-
ness threshold was investigated by employing both an adaptive procedure and free magnitude
estimation. The experiments also investigated dual-frequency and single-frequency conditions. In
the dual-frequency condition, the two simultaneous noises were centered at di�erent frequencies,
whereas they shared the same center frequency in the single-frequency condition. The results of
the dual-frequency condition showed that the loudness threshold for a secondary sound was much
higher than the threshold of hearing, indicating that the secondary noise was clearly audible
but did not contribute to overall loudness. Results from the single-frequency condition generally
agree with traditional JNDL studies. The two psychophysical methods produced similar loudness
thresholds for the secondary sound. The in�uence of spatial source separation (0◦ and ±30◦) was
more obvious in the single-frequency condition than in the dual-frequency condition. The outcome
of this study may be useful to design a microphone array that is more suitable for estimating the
loudness of individual sources in the presence of competing ones, and for calculating the loudness
of simultaneous sounds.

I. INTRODUCTION

Beamforming has been widely employed in the �eld
of sound source identi�cation and in speech communica-
tion applications (Christensen and Hald, 2004; Johnson
and Dudgeon, 1993; Li, 2005). The method is partic-
ularly interesting when a given test object, such as an
automobile engine, is connected to complicated physical
obstacles, and thereby Near-�eld Acoustic Holography
(NAH) (Hald, 1989; Maynard et al., 1985) can not easily
be implemented due to its requirement of placing a micro-
phone array close to the source. Moreover, beamforming
is suited to generate sound pressure or intensity maps
at relatively high frequencies with the help of employing
irregular microphone positions. On the other hand, the
spatial resolution of beamforming is relatively poor com-
pared to NAH especially at low frequencies and that is
why the combination of NAH and beamforming has been
investigated to localize noise sources in a wide range of
frequencies (Hald, 2005).

In an earlier study, a method for producing loudness
maps using beamforming was presented and its superi-
ority was demonstrated by comparing it with conven-
tional sound pressure mapping (Song, 2004). Loudness

∗Electronic address: wksong@bksv.com

maps can be derived by collecting pressure time data in
a focused direction and subsequently computing a spe-
ci�c loudness spectrum based on the assumption of di-
otic sound presentation (ISO 532, 1975). Assuming that
monopole sound sources are distributed in a source plane
and that beamforming steers its directivity toward a par-
ticular monopole, this implies that the listeners turn their
heads toward that monopole and judge its loudness. A
loudness mapping may then be derived by scanning the
beam over the source plane.

One of the main issues in beamforming is the creation
of sidelobes in the array directivity pattern. A num-
ber of investigations have been conducted to reduce the
level of the maximum sidelobes, and they either work
by applying shadings to the signals measured at the mi-
crophones depending on their position (Gallaudet and
de Moustier, 2000), or by placing the microphones in
the array (Christensen and Hald, 2002) in a way that
minimizes the maximum sidelobes. Despite such e�orts,
sidelobes are inevitable in the processing of beamform-
ing measurements. Sidelobes are clearly audible when
auralizing a sound source in the focused direction using
beamforming and may in�uence the perceived loudness.
Therefore, it is of interest to investigate the threshold of
perceived loudness, below which sidelobes, i.e. secondary
sounds, do not contribute to overall loudness.

In beamforming, competing sources generating sound
from other directions contribute to the estimation of

Loudness threshold for a secondary sound source 1
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FIG. 1. The array directivity pattern of a 42-channel wheel
array at 1 and 3.15 kHz.

sound pressure toward a focused direction. This implies
that one may not get a su�ciently precise estimate of
loudness using beamforming when there are strong com-
peting sources in other directions than the focused one.
Furthermore, the dynamic range of a loudness mapping
is limited due to sidelobes, which may depend on the
shape of the array and on shadings applied during the
beamforming calculation (Song, 2004). In the following,
a few fundamental concepts needed are reviewed and the
goal of the current investigation is speci�ed.

A. Sidelobe e�ect in beamforming

In beamforming, contributions in the focused direction
add up coherently, but other directions do not. On the
other hand, the contributions from other directions can-
not be completely removed and the artifacts thus gener-
ated are termed 'sidelobes'. Sidelobes can be illustrated
by the array directivity pattern shown in Fig 1. A 42-
channel wheel array was used to estimate this directivity
pattern, and the mainlobe direction is 0◦ in this case.
The upper panel displays the directivity pattern at 1 kHz,
and the lower panel at 3.15 kHz. The width of the main-
lobe at 1 kHz is greater compared to that at 3.15 kHz.
The maximum sidelobe level (MSL) is around -10 dB at
both frequencies. It is also noticeable that the shape of
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FIG. 2. The array directivity pattern of a 42-channel wheel
array at 1 and 3.15 kHz.

the sidelobes in the directivity pattern depends on fre-
quency. If there was a competing sound sources in the
direction of 25◦ at 3.15 kHz, its SPL would be reduced
in the focused direction by approximately 11 dB. This
indicates that sounds from other directions will still be
in�uential when the beamformer is focused in the frontal
direction.

The e�ects of sidelobes can be interpreted as ghost im-
ages in the sound pressure map derived. Ghost images
are sources that are not present physically, but appear in
a beamforming map due to leaks caused by the sidelobes
of the microphone array employed. Fig. 2 demonstrates
the e�ects of sidelobes in the generated sound pressure
map and in the spectrum for the selected point. The se-
lected point is marked as a star in the map. These simu-
lations were obtained by assuming two monopole sources
playing third-octave band noise and being placed 1 m
away from a 42-channel wheel array. The two monopole
sources were placed 0.6 m apart. The left source gener-
ated a noise centered at 1 kHz, and the right one a noise
centered at 3.15 kHz. Delay-sum beamforming (Chris-
tensen and Hald, 2004; Johnson and Dudgeon, 1993) was
employed in the simulation using Matlab.

It is obvious (see Fig. 2) that the left sound source
appears to be much larger than the right one due to its
lower center frequency, and that ghost images appear in
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some places in the map (see the upper panel in Fig. 2).
The dynamic range of the map was adjusted to be 10 dB.
The map demonstrates that the results of beamforming
calculations may be contaminated by the sidelobes of the
array, and that the dynamic range of the map should be
determined dependent on the array used. The e�ect of
sidelobes can be also demonstrated in the FFT spectrum
obtained in the focused direction (see the lower panel in
Fig. 2). Even though in the focused direction there is
only a 1-kHz noise source, the 3.15-kHz noise which is o�
to the side appears in the frequency spectrum as well. If
the left source were auralized using beamforming, the in-
�uence of the competing source, i.e. the 3.15-kHz noise,
should be audible as well. Thus, the loudness in the
focused direction may be a�ected by competing sound
sources in a given sound �eld. In order to properly au-
ralize sound sources using beamforming, a strategy to
simulate the e�ects of sidelobes generated by the pro-
cessing might be needed to investigate the more general
e�ect of secondary sources on perceived loudness. Based
on such research, the criteria for designing a beamformer
for estimating the loudness of sources more accurately
might be speci�ed.

B. Loudness assessment of simultaneous sound sources

If the loudness of a sound �eld is to be determined ob-
jectively, i.e. without performing subjective judgments,
current methodology either employs a single microphone
or a dummy head. Single microphone measurements pro-
vide loudness values by assuming measured sound �elds
to approximate either free-�eld �eld or di�use �eld con-
ditions (ISO 532, 1975). Binaural loudness can be ob-
tained from dummy head measurements by combining
the acoustic signals measured at the two ears of the ar-
ti�cial head (Sivonen, 2006). In addition, in the �eld
of noise source identi�cation, it is necessary to identify
problematic sources, and to calculate the combined loud-
ness of noise sources in a sound �eld. Song et al. (2006)
suggested that the loudness of individual or combined
sources may be obtained by measuring the sound �eld
using a microphone array, and subsequently combining
the loudness of the sources in terms of a 6-dB rule. The
method created a possibility of assessing the loudness of
a partial sound �eld.

When estimating the loudness of multiple sound
sources, it is interesting to investigate whether there
might be a loudness threshold for secondary sources be-
low which they do not contribute to overall loudness any
longer. The use of such thresholds might simplify calcula-
tions when integrating the loudness of individual sources.
For example, sound sources below the loudness thresh-
old determined might be ignored when estimating the
combined loudness, and this may be a more accurate ap-
proach compared to a simple integration without such a
threshold.

C. Just-Noticeable Level Di�erence

In Just-Noticeable Di�erence in Level (JNDL) experi-
ments (Hanna et al., 1986; Viemeister and Bacon, 1988;
Zwicker and Fastl, 2006), subjects are asked to detect
small di�erences in level in order to determine the small-
est audible level di�erence for otherwise identical stim-
uli. Zwicker and Fastl (2006) performed a series of lis-
tening experiment on the JNDL using pure tones as well
as broad-band noises. It was shown that the JNDL de-
creases as the sound pressure level (SPL) and the du-
ration of a sound increases, and the JNDL for a broad-
band noise remained constant, at about 0.5 dB, for SPLs
higher than 40 dB. Jesteadt et al. (1977); Wier et al.

(1975) investigated intensity discrimination as a function
of frequency and sensation level, and revealed no e�ect of
signal frequency on the size of intensity discrimination.
This implies that the change in discrimination with level
may be represented by a single frequency.

In recent studies (Green, 1988), pro�le analysis is
proposed to measure auditory intensity discrimination,
which is relatively immune to changes in the overall level
of the sounds and to time between intervals within a trial.
The hypothesis of pro�le analysis is that the auditory sys-
tem is able to detecting small intensity increments based
upon analysis of spectral pro�les, and thus the experi-
ment involves simultaneous comparison within each in-
terval. Green et al. (1983) revealed that pro�le analysis
is not based entirely on local comparisons and in fact im-
proves when more frequency components are provided,
assuming the additional components are inserted to the
edges of the spectral pattern. Dai and Green (1992)
showed that the intensities of two stimuli with di�erent
frequencies are compared with higher precision when the
two stimuli are presented simultaneously than when they
are presented successively, and thus support the hypoth-
esis, in which comparison between di�erent frequencies
e�ectively cancels the common noise in stimuli.

Jesteadt and Wier (1977) compared monaural and
binaural discrimination of intensity and frequency using
a two-interval forced-choice adaptive procedure (Levitt,
1971), and revealed that binaural di�erence limens are
uniformly smaller than the monaural for both intensity
and frequency discrimination at all frequencies of inves-
tigation. In another study (Stellmack et al., 2004), the
level e�ects in monaural intensity discrimination in a two-
interval task was compared with discrimination of inter-
aural intensity di�erences in a single-interval task. It is
suggested that the interaural thresholds showed a small
(about 2 dB) advantage over monoaural thresholds only
in the broadband noise conditions, and the basic mecha-
nisms of the level e�ects on intensity discrimination are
common to monaural and interaural processing.

Assuming a power summation of individual noises, the
loudness threshold for a secondary sound can be com-
pared with the JNDL, if the same type of noises is used
for both primary and secondary sound sources, and they
are presented in the frontal direction. Moreover, assum-
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ing small directional loudness variations, the comparison
will still be valid if the sources only cover a small angular
separation. One of the goals in this study is to investigate
whether the loudness threshold determined in a multiple-
source environment is di�erent from a JNDL by compar-
ing it with results from the literature. Since JNDL data
using exactly the same type of stimuli were not available,
general trends of the results from the current study will
be compared with the literature.

D. Goals of the current investigation

1. To measure the threshold below which a secondary
source does not contribute to overall loudness any
longer, and to do this as a function of SPL and
source separation angle. The type of stimuli shall
be controlled in two ways. In one condition, two
narrow-band noises having di�erent center frequen-
cies are used, and two incoherent noises with the
same center frequency in another condition. This
enables to investigate whether the outcome is af-
fected by the frequency content of the two simulta-
neous noises.

2. To check the validity of the psychophysical method
employed. An adaptive procedure and free mag-
nitude estimation are used. In the adaptive pro-
cedure, the subjects are instructed to compare the
loudness of two simultaneous noises with that of a
single noise, and the procedure attempts to �nd a
loudness match. This may cause some bias due to
the expectation that the two simultaneous sounds
should always be louder than the single one since
they share the same primary sound in all compar-
isons. To eliminate this kind of bias, a direct scal-
ing procedure in which one sound was assessed at
a time was used for comparison.

II. GENERAL METHOD

A. Subjects

Ten normal hearing subjects (6 male, 4 female), be-
tween 22 and 28 years of age, completed the experiment.
All of them were students at the University of Aalborg,
Denmark. The subjects' hearing thresholds were checked
using standard pure-tone audiometry in the frequency
range between 0.25 and 8 kHz, and it was required that
their pure-tone thresholds should not fall more than 20
dB below the normal curve (ISO 389-1, 1998) at more
than one frequency. None of the thresholds exceeded 25
dB hearing level. Participants were all paid for their par-
ticipation. In a post-experimental questionnaire, none of
them reported having any hearing disorders.
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FIG. 3. Dummy-head HRTFs used in the experiments.

B. Apparatus

The experiment was carried out in a small listen-
ing room with sound-isolating walls, �oors, and ceiling,
which conforms with the ISO 8253-2 (1992) standard.
Listeners were seated in a height-adjustable chair with a
headrest. They were asked to �x their head position to
the frontal direction during the experiments. Their head
movement was checked through a camera positioned in
the listening room. Two PC monitors, one in the control
room and the other in the listening room, displayed the
experimental procedure simultaneously with the help of
a VGA splitter. A small loudspeaker played the sound
that the subjects listened to back to the experimenter in
order to check the stimuli and to monitor the listeners'
behavior during the experiment.
A personal computer with a 16-bit sound card (RME

DIGI96) was installed in a control room attached to the
listening chamber and controlled the experimental pro-
cedure. The sound was produced with a sampling rate
of 48-kHz and played through an electrostatic headphone
(Sennheiser HE60) connected to an ampli�er (Sennheiser
HEV70) with a �xed volume control to assure constant
gain. An external ampli�er (Finalizer, t.c. Electronic)
was installed between the headphone ampli�er and the
sound card to facilitate control of the playback level.

C. Stimuli

Third-octave band noises having center frequencies of 1
and 3.15 kHz were used in the investigation. Their center
frequencies were chosen so that at equal level there is
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reasonable loudness di�erence and no frequency masking
between them. Each sound had a total duration of 1 s.
A 20-ms ramp was applied in the beginning and at the
end of the stimuli in order to avoid abrupt changes.

With the aim of generating the perception of two simul-
taneous sound sources in space, two loudspeakers spaced
at 0◦ (i.e. frontal direction) and ±30◦ angular separa-
tions in free-�eld condition were simulated by convolv-
ing these signals with the head-related transfer functions
(HRTFs) in the corresponding direction. The HRTFs
used in this study were taken from measurements made
on the arti�cial head VALDEMAR at the department of
Acoustics, Aalborg University (Christensen and Møller,
2000). The measurement of the HRTFs was performed
with a customized maximum length sequence (MLS) an-
alyzer (Olesen et al., 2000), and each HRTF consisted of
256 taps. Examples of the HRTFs are displayed in Fig.
3. Symmetry of the HRTFs was assumed by using only
the HRTFs for the left hemisphere. For example, the
HRTFs at 30◦ were used to simulate responses at −30◦
by swapping the transfer functions of the left and right
ear, and the left-ear HRTF was used for the right ear in
the frontal direction.

Headphone transfer functions (PTFs) were measured
using a customized maximum length sequence (MLS)
analyzer (Olesen et al., 2000), and the arti�cial head
was placed in a quite listening room during the mea-
surements. Between measurements, the headphone was
repositioned. Fig. 4 displays the overlay of �ve repetitive
PTF measurements, and shows that the �ve PTFs are
similar to each other in the frequency range of the investi-
gation. It can be seen that the di�erence between repeti-
tions becomes larger above 7 kHz. An average was taken
from these �ve repetitive measurements and its inverse
�lter was calculated using fast deconvolution with regu-
larization (Kirkeby et al., 1998). The calculated inverse
�lter was then band-pass �ltered between 25 and 8000
Hz in order to minimize the e�ect of the high-frequency
peaks. These inverse PTFs were applied to the stimuli
prior to the experiment.

A random signal of 1 s was generated in Matlab, and
subsequently third octave �lters were applied to this sig-
nal. The level of the output signals was then adjusted to
the prede�ned ones and the inverse gain of the playback
system applied afterward. The PTF of each ear was then
applied to the generated signals for the 0◦ angular sepa-
ration, and it was applied after the convolution with the
HRTFs for the ±30◦ virtual loudspeaker locations. When
the stimuli were generated to evaluate from the two o�-
set positions, the location of the narrow-band noises was
balanced in that the 1-kHz noise was generated at −30◦
in half of the conditions, and at 30◦ in the other half.
The 3.15-kHz noise was placed at the opposite location.
For the adaptive procedure (see II.D.1), the HRTFs were
convolved with the narrow-band noises during the exper-
iment using an FFT-based convolution, since the level of
each narrow-band noise had to be changed according to
the subject's response on the previous trial.
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FIG. 4. Five headphone transfer functions at the left ear of
the dummy head.

The output calibration was performed so as to produce
the desired sound pressure level (SPL) at the blocked en-
trance of the ear canal of the dummy head as if it was
measured in the free �eld. To this end, the sensitivity
of the sound card and the external ampli�er were mea-
sured. The measured sensitivities were combined with
the PTFs to determine the output sensitivity of the entire
sound playback system. The playback levels of the two
narrow-band noises centered at 1 and 3.15 kHz having
60-dB SPL originating from two o�set loudspeaker posi-
tions (±30◦) were checked by comparing the SPLs mea-
sured using the dummy head with the simulated ones.
The di�erences between the levels of measured and sim-
ulated signals were on the order of ±0.5 dB. The output
of the external ampli�er was checked before each session
to make sure that the setup remained constant.

D. Procedure

Two types of psychophysical method, i.e. an adap-
tive procedure and free magnitude estimation, were em-
ployed in this study. The magnitude experiment con-
sisted of two parts: two simultaneous noises having dif-
ferent center frequencies were presented in one part of
the experiment (dual-frequency condition), and noises
having the same center frequency in the other (single-
frequency condition). The experiment based on an adap-
tive procedure had only the dual-frequency condition. In
the dual-frequency condition, the adaptive procedure and
free magnitude estimation were balanced in that half of
the subjects started the adaptive procedure �rst, and the
rest of them free magnitude estimation.

1. Adaptive procedure

An adaptive two-interval, two-alternative forced choice
procedure with a one-up, two-down rule (Jesteadt, 1980;
Levitt, 1971) was used in this experiment. The subjects
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were asked to compare the loudness of a single sound
with that of a dual sound on each trial. There was a 500-
ms pause between the two intervals on each trial. The
standard was a single sound, which contained only the
primary sound (i.e. noise with a �xed level), and the
comparison was a dual sound consisting of both the pri-
mary and the secondary sound (i.e. noise with a variable
level). The level of the secondary sound varied in the
adaptive track. The primary sound had a �xed SPL of
either 45 or 60 dB, and the starting level of a secondary
sound was the same as the primary. The level of the
secondary sound in the next trial of the same adaptive
track was adjusted according to the subjects' previous re-
sponse. The initial step size was 10 dB, it was decreased
to 3 dB after two reversals, i.e. changes in the direction
of the adaptive track, and to 1 dB after four reversals. If
the subjects judged the dual sound to be louder in two
consecutive responses, this led to a level decrease of the
secondary sound and one response to be softer led to an
increase. This procedure made the dual sound converge
toward the level at which it was judged louder than the
single sound in 71 % of the trials. Subjects were asked
to judge perceived loudness, not any other changes in
sounds occurring during the experiment. In total, eight
reversals were collected in each track and the last four re-
versals were averaged to calculate the loudness threshold
for a secondary sound in each condition.

One block of trials consisted of 8 tracks (2 center fre-
quencies × 2 levels × 2 source separation angles), and
they were divided into two parts of 10 minutes dura-
tion with a 30-s break in between. Each block of the
experiment corresponded to one repetition of all experi-
mental conditions. The subjects were instructed to stay
in the listening room during a block of trials. Both the
order of tracks and the succession of trials in each track
were randomized separately for each subject. One ses-
sion consisted of 4 blocks, and each subject completed
one session. The subjects took a 5-minute break after
each block was �nished. In the beginning of the experi-
ments, a practice block with only two selected tracks was
completed prior to the actual experiment.

2. Free magnitude estimation

Magnitude estimation is a wide-spread methodology
to scale psychoacoustic attributes, such as loudness, au-
ditory sharpness, and the likes (Stevens, 1955). It is ex-
tremely e�cient and allows quick acquisition of responses
using large amounts of stimuli. In a magnitude estima-
tion experiment, listeners are required to provide direct
numerical responses that correspond to their perception
of the degree to which an attribute is present in a set
of stimuli. Stevens proposed two methods of magnitude
estimation. In one version, listeners are presented with
a standard stimulus, which by default has an assigned
number, e.g. 10. Subsequently they are presented by a
test stimulus and asked to provide a number relative to

FIG. 5. The user-interface for the free magnitude estimation
experiments.

the standard. The other version is called free (Stevens,
1975), or absolute (Gescheider, 1997) magnitude estima-
tion and no standard is presented or de�ned in the ex-
periment. In this method, listeners assign any numbers
they like to their loudness sensations in proportion to
their magnitude.
Zwislocki and Goodman (1980) found that listeners

judged a particular stimulus independent of other stimuli
used in the experiment. Furthermore, Gescheider (1997)
showed that the use of a standard in magnitude estima-
tion could result in biasing e�ects. For example, in the
case of the present experiment, if a narrow-band noise
with a speci�c center frequency is used as a standard, lis-
teners might utilize di�erent strategies to judge the loud-
ness of a sound with the same center frequency than oth-
ers. Therefore, free magnitude estimation was selected
to collect the present subjective loudness judgments.
The instructions were modelled on suggestions made

by Stevens (Stevens, 1975):

You will be presented with a series of stimuli in irregular

order. Your task is to tell how loud they seem by assign-

ing numbers to them. Call the �rst stimulus any number

that seems appropriate to you. Then assign successive

numbers in such a way that they re�ect your subjective

impression. You can use any positive number that you

want to. There is no limit to the range of numbers that

you may use. You may use whole numbers or decimals.

Try to make each number match the loudness as you

perceive it.

Fig. 5 shows a screen shot of the user-interface used for
the magnitude estimation experiments. The size of the
input box was adjusted so that listeners could focus their
attention on the number they typed in. The numeric key
pad was provided at the lower left corner of the input box,
and it contained a "Clear" button to allow the listeners to
correct their inputs. In addition, a "Did not hear" button
was available to be pressed when they did not hear the
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stimuli. After listeners gave their response on a trial, they
were allowed to proceed to the next one by pressing the
"Next" button. Participants were instructed to inform
the experimenter of any typing errors they made during
the procedure. The typing errors they could identify were
corrected immediately after each block of the experiment.

Two listening experiments were performed using this
procedure. One is the dual-frequency condition where
two narrow-band noises were played at the same time ei-
ther in the frontal direction or in the two o�set directions.
The other is the single-frequency condition, in which two
incoherent noises having the same center frequency were
presented in the two spatial con�gurations. The SPLs of
the stimuli were: mute, 25, 35, 45, 50, 55, 60 dB. The
stimuli were 1 and 3.15-kHz narrow-band noises, and each
noise had the prede�ned levels in each experimental con-
dition.

In accord with a fully crossed matrix design, all levels
of the 1-kHz noise were combined with all levels of the
3.15-kHz noise in the dual-frequency condition. This re-
sulted in 96 stimuli, which excludes combining two mute
conditions from 7 levels of the 1-kHz noise × 7 levels
of the 3.15-kHz noise × 2 spatial con�gurations (0◦ and
±30◦). In the single-frequency condition, the combina-
tions of all levels formed 54 stimuli for each center fre-
quency by avoiding duplicate stimuli conditions with the
same level combination, e.g. a level combination of 35 dB
and 60 dB is the same as that of 60 dB and 35 dB. Two
repetitions of 54 stimuli were presented in a block of the
experiment. When the stimuli were played through the
two o�set directions, the location of narrow-band noises
was balanced in that a noise with higher SPL was gen-
erated from the left position on half of the trials, and
with lower SPL in the other half. In both conditions,
the order of trials within a block of the experiment was
randomized separately for each subject.

A stimulus was presented on each trial, and there was a
1-s pause between trials after the subjects provided their
response. Either all 96 (dual) or 108 (single) stimuli were
presented in a block of the experiment. One session con-
sisted of 4 blocks in the dual-frequency condition and 2
blocks in the single-frequency condition, corresponding
to 4 repetitions. The subjects took a 30-s break between
blocks, and a 5-minute break after two blocks were �n-
ished. In the beginning of the experiment, one practice
block containing only eight stimuli was completed prior
to the data collection proper. The practice block con-
sisted of the stimuli with a wide range of SPLs to help
the listeners to establish their own subjective scale prior
to the experiment. The experimenter stayed inside the
listening room during the practice block to instruct the
listeners if they had questions about the procedure. In
total, the experiment took 1.5 hour in the dual-frequency
condition and 45 minutes in the single-frequency condi-
tion during which each subject accumulated 4 repetitions.

TABLE I. Loudness threshold of a secondary sound source
using the adaptive procedure. (unit: dB SPL)

variable noise level of �xed noise angle loudness threshold

1 kHz 45 0◦ 30.8

1 kHz 45 30◦ 30.3

1 kHz 60 0◦ 54.1

1 kHz 60 30◦ 46.6

3.15 kHz 45 0◦ 19.5

3.15 kHz 45 30◦ 19.4

3.15 kHz 60 0◦ 36.5

3.15 kHz 60 30◦ 34.2

III. RESULTS

A. Adaptive procedure

If the subjects compared the loudness of two simul-
taneous sounds (the comparison) with that of a single
sound (the standard), the level of the variable component
of the comparison should eventually decrease during the
experiment since the two intervals shared the same pri-
mary sound (i.e. noise with a �xed level). Unfortunately,
some subjects perceived the loudness of two simultaneous
sounds to be softer than a single one (i.e. playing only the
primary sound) from the beginning, and this prevented
the adaptive procedure from converging. When this hap-
pened, the maximum level of the variable noise, which is
determined by the dynamic range of the playback system,
was recorded as the threshold. This primarily happened
when the 1-kHz noise was the variable component, and
may be due to the fact that some subjects judged the
annoyance of the stimuli rather than their loudness even
though they were instructed to judge loudness. Increas-
ing the level of the 1-kHz noise results in decreasing the
overall annoyance of the two simultaneous noises because
it will decrease the sharpness of the stimuli and make
the sound more comfortable to listen. This supports the
idea that the perception of loudness and annoyance are
sometimes confounded (Ellermeier et al., 2007), and we
concluded that magnitude estimation may be a better
psychophysical method to measure the loudness thresh-
old of a secondary sound source since the procedure does
not require direct comparisons between two simultaneous
noises and a single noise sharing the same primary sound.

The loudness thresholds of a secondary sound source av-
eraged across all ten subjects are listed in Table I. They
were calculated from the loudness threshold of a sec-
ondary sound source when the component with a �xed
level served as a standard. Since the same primary com-
ponent with a �xed SPL was presented both in the com-
parison and the standard and the two simultaneous noises
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are separated in critical bands, loudness thresholds close
to the threshold of hearing were expected when a dual
sound, i.e. a comparison stimulus, was directly compared
with a single sound, i.e. the standard.

Unexpectedly, the thresholds found in this experiment
were much higher than the threshold of hearing (see Ta-
ble I). The results does not seem to depend on the angle
of incident, but on the level of the �xed noise and on
center frequency. If there was no interaction between the
simultaneous sources, then the loudness threshold should
not depend on the level of the �xed noise since the two
narrow-band noises were su�ciently separated in the spe-
ci�c loudness spectrum. This indicates that the subjects
may have ignored a secondary sound in their loudness
judgments even though it was clearly audible.

B. Free magnitude estimation

1. Dual-frequency condition

In contrast to the adaptive procedure, the magnitude
estimation does not involve a direct comparison between
two simultaneous noises and a single noise. It is assumed
that the magnitude estimation is better suited for deter-
mining the contribution of a secondary sound source to
overall loudness.

Fig. 6 and Fig. 7 show the geometric means in the
dual-frequency condition. The upper panel shows the
results as a function of the level of the 1-kHz noise, and
the lower panel as a function of the level of the 3.15-kHz
noise. Note that these are the same results presented in
a di�erent display format. Fig. 6 shows the results when
the stimuli were generated from the frontal direction, and
Fig. 7 from the two o�set positions.

In general, loudness judgments increase when the level
of one of the components increases, and loudness judg-
ments tend to asymptote as the level of the secondary
sound displayed on the x-axis is decreased. It can be
seen that loudness decreases faster when the level of the
3.15-kHz noise is changed (compare between the upper
and lower panel). The higher the level of the �xed com-
ponent (see the legend of the �gures) the sooner do the
responses asymptote. Furthermore, the results from the
o�set positions (see Fig. 7) reveal that there seems no
e�ect of angular separation on the determination of a
loudness threshold since the two �gures are very similar.

In the experiment, the subjects were allowed to assign
any positive number corresponding to the loudness they
perceived, and there was no limit to the range of num-
bers. This resulted in a large discrepancy in the range of
numbers each subject assigned. For example, a subject
used the range from 0.5 to 6.2 whereas another subject
employed a number range from 2 to 90. This increases
the probability of failing to �nd signi�cant di�erences be-
tween average data, and leads to large loudness thresh-
olds. To avoid this situation, z-scores (see Eq. 1) were
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FIG. 6. Loudness judgments in the dual-frequency condition.
The upper panel shows the results as a function of the SPL
of the 1-kHz noise, and the lower as a function of the level of
the 3.15-kHz noise. The stimuli were presented in the frontal
direction, 0◦. The legend indicates the level of the �xed noise.

calculated from the subjective data.

z =
x− µx

σx
(1)

where x are the subjective data, µx is the mean, and σx is
the standard deviation. The z-score of an item indicates
how far and in what direction, the item deviates from
its mean, expresses in units of its standard deviation.
After the z-score transformation, the transformed data
will have a mean of zero and a standard deviation of one.
The means in the mute condition (indicated as "Mute"

on the x-axis) have to be compared with those in the
other conditions to determine the level at which a signif-
icant contribution is made by the secondary source. This
requires simultaneous comparisons between the control
("Mute") condition, and the experimental (the other)
conditions. Dunnett's test (Geo�rey Keppel, 2004) was
utilized to check whether the mean of the mute condi-
tion is di�erent from that of the other conditions, and
it was applied to the z-score transformed data. If all
p-values of the Dunnett's test are larger than 5%, the
loudness threshold should be higher than 60 dB, and if
all p-values are smaller than 5%, the threshold has to
be lower than 25 dB (marked as ↓). Otherwise, the �rst
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FIG. 7. Loudness judgments of the dual-frequency condition.
The upper panel shows the results as a function of the SPL
of the 1-kHz noise, and the lower as a function of the level of
the 3.15-kHz noise. The stimuli were presented in the o�set
positions, ±30◦. The legend indicates the level of the �xed
noise.

data point with a p-value larger than 5% is treated as
the loudness threshold of the secondary sound.

Table II and Table III summarize the results of the
Dunnett tests performed. In general, the calculated loud-
ness thresholds are quite large, and indicate that the sub-
jects could hear the secondary sound clearly but it did not
contribute to overall loudness. This proves that there is
a considerable loudness dominance of the primary sound
in multiple-sound conditions. The higher the level of the
�xed component was the higher the loudness threshold.
There are slight di�erences between the two spatial con-
�gurations (0◦ and ±30◦) observed in some conditions,
though most of the conditions had quite similar thresh-
olds. Higher loudness thresholds were obtained when the
level of the 1-kHz noise was varied (compare Tables II
and III). The loudness thresholds could not be deter-
mined at the lower levels of the �xed noise, and more
steps of SPL at low levels are required to determine the
loudness thresholds especially when the level of the 3.15-
kHz is varied.

The results of the adaptive procedure are displayed in
parentheses in Table II and III. Similar loudness thresh-
olds were obtained in both type of experiments. The ad-

TABLE II. Loudness threshold of a secondary sound for the
dual-frequency condition when the level of the 1-kHz noise was
varied. The results from the adaptive procedure are displayed
in parentheses. ↓ indicates that the threshold is below 25 dB.
(unit: dB SPL)

level of the 3.15-kHz noise
Spatial con�guration

0◦ ±30◦

25 ↓ ↓
35 25 25

45 35 (30.8) 25 (30.3)

50 45 25

55 45 45

60 45 (54.1) 50 (46.6)

TABLE III. Loudness threshold of a secondary sound for the
dual-frequency condition when the level of the 3.15-kHz noise
was varied. The results from the adaptive procedure are dis-
played in parentheses. ↓ indicates that the threshold is below
25 dB. (unit: dB)

level of the 1-kHz noise
Spatial con�guration

0◦ ±30◦

25 ↓ ↓
35 ↓ ↓
45 ↓ (19.5) ↓ (19.4)
50 ↓ 45

55 35 35

60 45 (36.5) 50 (34.2)

vantage of the adaptive procedure may be the fact that
the loudness thresholds are always obtained in all exper-
imental condition whereas in the free magnitude estima-
tion the results of some conditions could not be obtained.
On the other hand, the direct comparison between a sin-
gle sound and a dual sound may lead some subjects to
judge annoyance rather than loudness due to that the
perception of annoyance and loudness is confounded.

2. Single-frequency condition

In the single-frequency condition, the stimuli consisted
of narrow-band noises having the same center frequency,
and they were presented either in the frontal direction
or in the two o�set directions. The perception of spatial
con�guration in this condition was di�erent from that

9
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FIG. 8. Loudness judgments of the single-frequency condi-
tion. The upper panel shows the results of the 1-kHz noise,
and the lower that of the 3.15-kHz noise. The stimuli were
presented in the frontal direction, 0◦. The legend indicates
the level of the �xed noise.

of the dual-frequency condition in that the subject per-
ceived a single sound event when the noises were pre-
sented in the frontal direction, and they perceived the
location of two noises more distinct in the dual-frequency
condition than in the single-frequency one when the stim-
uli were played from the two o�set positions.

The results of this condition are displayed in Fig. 8 and
Fig. 9 in the same format as the previous section. The
upper panel illustrates the results for the 1-kHz noise,
and the lower for the 3.15-kHz. The same behavior may
be observed that the listeners' loudness judgments con-
verges when the level of the secondary sound is decreased.
With the higher level of variable components the subjects
produced similar loudness judgments between di�erent
levels of �xed components. Higher loudness judgments
were obtained in the 3.15-kHz noise compared to the 1-
kHz noise. Loudness judgments in the frontal direction
seem to converge faster than those in the o�set positions.
The results of the 3.15-kHz noise spread across a wider
range of loudness compared to that of the 1-kHz noise.
This result is contrary to Stevens' power law (Stevens,
1957) according to which the loudness of a given sound
is proportional to its RMS pressure raised to the power
0.6.
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FIG. 9. Loudness judgments of the single-frequency condi-
tion. The upper panel shows the results of the 1-kHz noise,
and the lower that of the 3.15-kHz noise. The stimuli were
presented in the o�set positions, ±30◦. The legend indicates
the level of the �xed noise.

Dunnett's test was performed on the z-score trans-
formed data in the same way as described in the previous
section, and the results are summarized in Table IV for
the 1-kHz noise condition and Table V for the 3.15-kHz
noise condition. In general, the loudness thresholds ob-
tained in the single-frequency condition were higher than
those of the dual-frequency condition, and the thresholds
increased by increasing the level of the �xed noise. Since
the two noises had the same center frequency, one may
notice that the subjects could distinguish the maximum
level di�erence of approximately 3 dB, the �xed and vari-
able noise having the same SPL, according to the power
summation rule. There are slight di�erences in loudness
threshold between the two spatial con�gurations (0◦ and
±30◦) in that the loudness threshold in the frontal direc-
tion is slightly higher than that of the o�set positions.
This may reveal that the spatial separation of the two
components helped the subjects to focus on the loudness
changes in each component of the simultaneous sounds.

10
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TABLE IV. Loudness threshold of a secondary sound for the
single-frequency condition when the 1-kHz was played. (unit:
dB)

level of the �xed noise
Spatial con�guration

0◦ ±30◦

25 25 25

35 35 25

45 45 35

50 45 35

55 50 35

60 55 45

TABLE V. Loudness threshold of a secondary sound for the
single-frequency condition when the 3.15-kHz was played. ↓
indicates that the threshold is below 25 dB. (unit: dB)

level of the �xed noise
Spatial con�guration

0◦ ±30◦

25 ↓ 25

35 35 35

45 50 35

50 35 45

55 25 50

60 55 ↓

IV. DISCUSSION

One of the goals of this study was to provide a guide-
line for designing a beamforming array that may be bet-
ter suited for estimating the loudness of sound sources in
a sound �eld. This requires to investigate the relation-
ship between maximum sidelobe levels (MSLs) and the
�ndings of the present study. The loudness thresholds
in the dual-frequency condition were lower than those
obtained in the single-frequency condition. This reveals
that competing sources having di�erent center frequen-
cies (dual-frequency condition) may in�uence the estima-
tion of loudness more than source having the same center
frequency (single-frequency condition). For the single-
frequency condition, the minimum loudness threshold
was approximately 10 to 15 dB lower than the level of
the primary sound. For the dual-frequency condition,
the minimum loudness threshold was about 25 dB lower
than the level of the primary sound. These results in-
dicate that a microphone array needs to be designed to
ful�ll the requirements of the dynamic range, otherwise
the in�uence of sidelobes on loudness estimation may be
inevitable. The dynamic-range requirements are depen-
dent on whether sound sources in a given sound �eld
share similar frequency characteristics.

In an earlier study (Song et al., 2006), a proposal was
made to calculate the loudness of simultaneous sounds
using beamforming, and this proposal may be extended
based on the �ndings of the present study. In the al-
gorithm (Song et al., 2006), the 1/3-octave spectra of
simultaneous sources were calculated using beamform-
ing, combined in terms of a 6-dB loudness summation
rule, and �nally the loudness of the combined spectrum
was obtained according to ISO 532 (1975). The present
results suggest that a loudness threshold should be ap-
plied when combining the 1/3-octave spectra of sources.
Since the dual-frequency condition resulted in very low
loudness thresholds, the loudness thresholds may only
be applied within the same 1/3-octave band. That is, for
each 1/3 octave band, secondary sources having 10 to 15
dB lower SPL than the primary source should be ignored
when calculating the combined spectrum.

The JNDLs of the narrow-band noises used in the cur-
rent investigation can be derived by performing a power
summation (3-dB summation) of simultaneous noises in
the single-frequency condition, and the calculated JNDLs
are displayed as a function of SPL in Fig. 10. It can be
seen that the JNDLs decreases with increasing SPL, and
agrees with results from the literature (e.g. Zwicker and
Fastl, 2006). Ozimek and Zwislocki (1996) investigated
the e�ect of frequency on JNDL. The same results were
observed in that the e�ect of frequency on JNDLs was
larger at low SPL, and it decreased as SPLs increased.
This also agrees with the outcome suggested by John-
son et al. (1993), according to which JNDLs are coupled
directly to loudness, since the narrow-band noises with
di�erent center frequency resulted in di�erent loudness
values. Furthermore, the JNDLs were a�ected by the
angular separation between sources in such a way that
the subjects were able to distinguish level di�erences bet-
ter when the two sound sources were spatially separated.
It may be due to the fact that the primary sound had
the same SPL both in a single sound condition and the
corresponding dual sound conditions, and the level dif-
ference was always introduced in the secondary source,
which was spatially separated from the primary one. In
this way, the spatial separation of sources might help the
subjects to notice the level di�erence caused by a sec-
ondary sound when judging overall loudness.

V. CONCLUSION

(1) The threshold below which a secondary sound
source does not contribute to overall loudness was
investigated in a series of listening experiments. A
1-kHz and 3.15-kHz narrow-band noise were used
as stimuli and they were auralized binaurally us-
ing dummy-head HRTFs. The results of a dual-
frequency condition in which the secondary sound
has di�erent frequency content than the primary
one, showed that the secondary sound contribute
to a far lesser extent than expected. This may be
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FIG. 10. Calculated JNDL from the loudness thresholds of
the single-frequency condition.

explained by the concept of loudness dominance,
meaning that subjects focus on the loudest com-
ponent and ignore the others in a multiple-sound
condition. The loudness thresholds obtained in the
single-frequency condition were higher than in the
dual-frequency condition. But, the actual loudness
contribution caused by a secondary sound is much
smaller compared to the dual-frequency condition
due to summation across critical bands.

(2) The two experimental procedures, i.e. an adap-
tive procedure and free magnitude estimation, pro-
duced similar loudness thresholds for a secondary
sound. With the adaptive procedure, however,
some subjects perceived two simultaneous sounds
to be softer than a single sound from the begin-
ning, and this prevented the adaptive track to con-
verge on a "threshold" value. This happened when
the 1-kHz component was variable noise, and may
be due to those subjects judging annoyance rather
than loudness even though they were instructed to
judge loudness. Increasing the level of the 1-kHz
noise decreases the overall annoyance of the two si-
multaneous noises because it will reduce sharpness
and thereby make the sounds more comfortable to
listen. It appears that loudness and annoyance were
confounded for some subjects.

(3) The in�uence of spatial source separation (0◦ ver-
sus ±30◦) was more obvious in the single-frequency
condition than in the dual-frequency condition. It
may be that in the dual-frequency condition the
subjects focused more on the di�erence in fre-
quency of the two noises than on the spatial con-
�guration.

(4) The outcome of the listening experiments can be
used for designing a microphone array that is
more suitable for estimating the loudness of tar-
get sources in the presence of competing ones in
that the sidelobes of the array should be limited

according to the �ndings of this study. The cur-
rent investigation suggests that a microphone array
with approximately 10 to 15 dB maximum sidelobe
level (MSL) should be designed for assessing the
loudness of sources. Furthermore, sound sources
with sound pressure levels lower than the loudness
thresholds obtained in this study, e.g. 10 to 15 dB,
do not have to be integrated when calculating the
loudness of simultaneous sounds.

(5) The results of the single-frequency condition were
converted to JNDLs by assuming a power summa-
tion of simultaneous noises, and the results agree
with traditional JNDL �ndings concerning level
and frequency dependence. This indicates that the
procedure employed in this study is suitable to es-
timate loudness thresholds, if the levels of the com-
ponent noises are selected properly.
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The potential of spherical-harmonics beamforming �SHB� techniques for the auralization of target
sound sources in a background noise was investigated and contrasted with traditional head-related
transfer function �HRTF�-based binaural synthesis. A scaling of SHB was theoretically derived to
estimate the free-field pressure at the center of a spherical microphone array and verified by
comparing simulated frequency response functions with directly measured ones. The results show
that there is good agreement in the frequency range of interest. A listening experiment was
conducted to evaluate the auralization method subjectively. A set of ten environmental and product
sounds were processed for headphone presentation in three different ways: �1� binaural synthesis
using dummy head measurements, �2� the same with background noise, and �3� SHB of the noisy
condition in combination with binaural synthesis. Two levels of background noise �62, 72 dB SPL�
were used and two independent groups of subjects �N=14� evaluated either the loudness or
annoyance of the processed sounds. The results indicate that SHB almost entirely restored the
loudness �or annoyance� of the target sounds to unmasked levels, even when presented with
background noise, and thus may be a useful tool to psychoacoustically analyze composite
sources. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2822669�
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I. INTRODUCTION

The localization of problematic sound sources in a
sound field is becoming increasingly important in areas such
as automotive engineering and the aerospace, and consumer
electronics industry. Typically, array techniques, such as
near-field acoustic holography �NAH� �Maynard et al., 1985;
Veronesi and Maynard, 1987� and beamforming �Johnson
and Dudgeon, 1993� have been employed to identify the
noise sources of interest. In beamforming, a microphone ar-
ray can be placed at a certain distance from the source plane
and therefore it is easier to use in comparison with NAH,
when there are obstacles close to the test object. Further-
more, the output of a beamformer is typically the sound pres-
sure contribution at the center of the array in the absence of
the array and this can be easily transformed to the sound
pressure contribution at both ears by incorporating binaural
technology �Møller, 1992�. Hald �2005� proposed a scaling
factor, which can be applied to the output of the delay-sum
beamformer in order to obtain sound power estimates.

Since conventional physical measures, such as sound
pressure or intensity, do not take into account how human

a�
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listeners perceive sounds, there is growing interest in predict-
ing specific psychoacoustic attributes from objective acous-
tical parameters �Ellermeier et al., 2004b; Zwicker and Fastl,
2006�. That also holds for microphone-array measurements
in that it is desirable to identify problematic noise sources by
mapping the sound fields of interest in terms of psychoacous-
tic attributes �Song, 2004; Yi, 2004� and by determining the
directional contribution from individual sources �Song et al.,
2006�.

Recently, spherical microphone arrays have been inves-
tigated for the recording and analysis of a sound field
�Meyer, 2001; Meyer and Agnello, 2003; Petersen, 2004;
Rafaely, 2004, 2005a�. The major advantage of spherical mi-
crophone arrays where the microphones are distributed along
the surface of a rigid sphere is that they permit steering a
beam toward three-dimensional space with an almost identi-
cal beam-pattern, independent of the focused angle. Park and
Rafaely �2005� validated the spherical microphone measure-
ments in an anechoic chamber and measured the directional
characteristics of reverberant sound fields. Rafaely �2005b�
showed that spherical-harmonics and delay-sum beamform-
ing provide similar performance when the highest spherical-
harmonics order employed equals the product of the wave
number and sphere radius. At lower frequencies, however,

spherical harmonics beamforming allows the use of higher
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orders of spherical harmonics and thus better resolution.
Note, though, that this improved resolution comes at the ex-
pense of robustness, i.e. the improvement of signal-to-noise
ratio in the beamformer output.

Some studies examined the possibility of recording the
higher-order spherical harmonics in a sound field and repro-
ducing them by wavefield synthesis or ambisonics �Daniel
et al., 2003; Moreau et al., 2006�. But these methods require
a large number of loudspeakers and a well-controlled envi-
ronment such as an anechoic chamber. In order to render the
recorded sound field binaurally, by contrast, the binaural sig-
nals obtained via either synthesis or recording can be played
through a pair of headphones by feeding the left and right ear
signal exclusively to each channel. Duraiswami and co-
workers �Duraiswami et al., 2005; Li and Duraiswami, 2005�
studied theoretically how the free-field pressure obtained
from spherical-harmonics beamforming �SHB� can be syn-
thesized binaurally. The advantages of SHB, however, have
not been demonstrated by means of psychoacoustic experi-
ments in which subjective responses are collected to �a� vali-
date the procedure, and �b� show that individual sources may
successfully be isolated.

Therefore, the current study reports on a series of ex-
periments to investigate the validity of using beamforming
when auralizing a desired sound source in the presence of
background noise or competing sources. The goals of this
study are twofold:

1. To develop and verify the auralization of a desired source
using beamforming. Procedures for estimating the pres-
sure contribution of individual sources have already been
suggested, but a scaling procedure will have to be devel-
oped to obtain the correct sound pressure level at the cen-
ter of the array. To verify the procedure, the sound signals
synthesized by beamforming will have to be compared
with dummy head measurements.

2. To measure the effect of background noise suppression
using beamforming on perceptual sound attributes, such
as loudness and annoyance, derived from a listening ex-
periment. To investigate the effects of noise suppression,
the subjects’ attention shall be controlled in such a way
that they either judge the target sound �sound separated
from background noise�, or the entire sound mixture �in-
cluding background noise�.

To achieve these goals, the study employed ten stimuli from
a study by Ellermeier et al. �2004a� which had been shown
to cover a wide range with respect to loudness and annoy-
ance. By playing them back in the presence of competing
noise sources impinging from other directions, it may be
investigated whether measuring the sound field with a
spherical microphone array and processing it by SHB will
recover the target source. Such a measurement protocol will
be useful in situations in which only a desired source should
be auralized, but in which background noise cannot be re-

duced or controlled during the measurement.

J. Acoust. Soc. Am., Vol. 123, No. 2, February 2008
II. THEORETICAL BACKGROUND

A. Binaural synthesis

Reproduction of binaural signals via headphones is a
convenient way of recreating the original auditory scene for
the listener. The recording can be performed by placing a
dummy head in a sound field, but it can also be synthesized
on a computer. The binaural impulse response �BIR� from a
“dry” source signal to each of the two ears in anechoic con-
ditions can be described as �Møller, 1992�:

hleft�t� = b�t� � cleft,

�1�
hright�t� = b�t� � cright,

where the asterisk ��� represents convolution, b denotes the
impulse response of the transmission path from a dry source
signal to free-field pressure at the center of head position and
c represents the impulse response of the transmission path
from the free-field pressure to each of the two ears, i.e.,
head-related impulse response �HIR�. The binaural signals
can then be obtained by convolving a dry source signal with
the binaural impulse response functions h. When using a
spherical microphone array, SHB is able to approximate b
for a given sound source by measuring the impulse response
functions �IRF� from a dry source signal to each microphone
of the array, and calculating the directional impulse response
function �see Sec. II B 3� toward the dry source. The advan-
tage of using SHB in comparison with a single-microphone
measurement is the ability of focusing on a target source, i.e.,
obtaining the approximation of b, while suppressing back-
ground noise from other sources.

B. Spherical-harmonics beamforming

A theoretical description of SHB is presented in the fol-
lowing and a method to arrive at binaural auralization using
SHB is proposed.

1. Fundamental formulation

For any function f��� that is square integrable on the
unit sphere, the following relationship holds �Rafaely, 2004�:

Fnm = � f���Yn
m*���d� , �2�

f��� = �
n=0

�

�
m=−n

n

FnmYn
m��� , �3�

where the asterisk � *� represents complex conjugate, Yn
m are

the spherical harmonics, � is a direction, and d�
=sin �d�d� for a sphere. The spherical harmonics are de-
fined as �Williams, 1999�

Yn
m��,�� =�2n + 1

4�

�n − m�!
�n + m�!

Pn
m�cos ��expim� �4�

where n is the order, Pn
m are the associated Legendre poly-

nomials, and i=�−1. Equation �3� shows that any square
integrable function can be decomposed into spherical-

harmonics coefficients. Rafaely �2004� defined the relation-
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ship in Eqs. �2� and �3� as the spherical Fourier transform
pair. The sound pressure on a hard sphere with radius r=a,
p�� ,a�, and the directional distribution of incident plane
waves, w���, are square integrable and therefore we can
introduce the two spherical transform pairs �p�� ,a� , Pnm	
and �w��� ,Wnm	 according to Eqs. �2� and �3�.

The goal of spherical-harmonics beamforming is to es-
timate the directional distribution w��� of incident plane
waves from the measured pressure on the hard sphere. To
obtain a relation between the pressure on the sphere and the
angular distribution of plane waves, we consider first the
pressure on the hard sphere produced by a single incident
plane wave. The pressure p���� ,�� on the hard sphere in-
duced by a single plane wave with a unit amplitude and
incident from the direction �� can be described as �Williams,
1999�

p����,�� = �
n=0

�

�
m=−n

n

Rn�ka�Yn
m*����Yn

m��� , �5�

where k is the wave number, and Rn is the radial function:

Rn = 4�in
 jn�ka� −
jn��ka�

hn
�1���ka�

hn
�1��ka�� . �6�

Here, jn is the spherical Bessel function, hn
�1� the spherical

Hankel function of the first kind, and jn� and hn
�1�� are their

derivatives with respect to the argument. The total pressure
p�� ,a� on the hard sphere created by all plane waves can be
found then by taking the integral over all directions of plane
wave incidence. Using Eq. �5� and the spherical Fourier
transform pair of w��� we get

p��,r = a� = � p����,��w����d��

= �
n=0

�

�
m=−n

n

Rn�ka�Yn
m��� � w����Yn

m*����d��

= �
n=0

�

�
m=−n

n

WnmRn�ka�Yn
m��� . �7�

By comparing Eq. �7� with the spherical Fourier transform
pair of p�� ,a�, the spherical Fourier transform coefficients
of w��� can be obtained as

Wnm =
Pnm

Rn�ka�
. �8�

Substituting these coefficients in the spherical Fourier trans-
form pair of w��� results in

w��� = �
n=0

�

�
m=−n

n
Pnm

Rn�ka�
Yn

m��� . �9�

This shows that the directional distribution of plane waves
can be obtained by dividing the pressure coefficients Pnm by
the radial function Rn in the spherical Fourier domain.

We now introduce a set of M microphones mounted at
directions �i, i=1, . . . ,M, on the hard sphere with radius a.

The Fourier transform expression for Pnm has the form of a
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continuous integral over the sphere, but the sound pressure is
known only at the microphone positions. Therefore, we must
use an approximation of the form:

Pnm � P̃nm  �
i=1

M

cip��i�Yn
m*��i� . �10�

The weights ci applied to the individual microphone signals
and the microphone positions �i are chosen in such a way
that

Hmn��  �
i=1

M

ciY�
�*��i�Yn

m��i� = ��n��m �11�

for n 	 N,� 	 N ,

where N is the maximum order of spherical harmonics that
can be integrated accurately with Eq. �10�. The value of N
will depend on the number M of microphones. Therefore, the
beamformer response for the direction � is calculated by
substituting Eq. �10� in Eq. �9� and by limiting the spherical
harmonics order to N:

b���  �
i=1

M 
�
�=0

N
1

R��ka� �
�=−�

�

ciY�
�*��i�Y�

�����p��i� .

�12�

2. Pressure scaling

Equation �12� is the typical beamformer output, but does
not provide the correct pressure amplitude of an incident
plane wave. Therefore, the goal here is to derive a scaling
factor that gives rise to the correct estimate of the pressure
amplitude. Ideally one may derive the scaling factor for each
focus direction by calculating the beamformer response to a
plane wave incident from that direction. Such a procedure
would, however, significantly increase the computational ef-
fort. In particular at the lower frequencies, where the spatial
aliasing is very limited, the “in-focus plane wave response”
is fairly independent of the focus angle of the beamformer.
One could therefore calculate the in-focus plane wave re-
sponse for a single focus direction and apply that quantity for
scaling of the beamformer output for all focus directions. But
as shown in the following, it is possible to derive an analyti-
cal expression for the angle-averaged in-focus plane wave
response. Use of that simple analytical expression requires
less computation and provides a scaling that is better as an
average over all directions.

We assume now a plane wave incident with a unit am-
plitude from the direction ��. By inserting Eq. �5� in Eq.
�12� followed by use of Eq. �11� we get the beamformer

response for an arbitrary focus direction �:

Song et al.: Evaluation of target sources in noise

wksong
69



b��,��� = �
�=0

N

�
�=−�

�

Y�
�����

n=0

�

�
m=−n

n
Rn

R�

Yn
m*����


 �
i=1

M

ciY�
�*��i�Yn

m��i�

= �
�=0

N

�
�=−�

�

Y�
�����

n=0

�

�
m=−n

n
Rn

R�

Yn
m*����Hmn��.

�13�

Only the in-focus response is needed, i.e., in the direction of
plane wave incidence, �=��. This response will have a
fairly constant amplitude and phase independent of the angle
of the plane wave incidence, so it can be well represented by

the angle averaged response b̄. When we perform such an
averaging, we can make use of the following orthogonality
of the spherical harmonics:

� Y�
����Yn

m*���d� = ��n��m. �14�

Use of Eq. �14� in connection with Eq. �13� leads to the
following expression for the angle averaged in-focus re-
sponse,

b̄ 
1

4�
� b���,���d�� =

1

4�
�
�=0

N

�
�=−�

�

H����. �15�

And if in Eq. �15� we use Eq. �11�, we get

b̄ 
�N + 1�2

4�
�16�

provided N is not larger than the spherical-harmonics order
the beamformer was designed for, see Eq. �11�. Equation
�16� provides the average beamformer output, when focusing
at infinite distance toward an incident plane wave of unit
amplitude. If we wish the response to equal the amplitude of
the incident plane wave, we therefore have to divide the

output by b̄ of Eq. �16�. Notice that Eq. �15� shows a general
approach, which may be applied to frequencies higher than
those the microphone array is designed for. However, assum-
ing no spatial aliasing �i.e., Rn �ka�=0 for n�N� the array
beam pattern is independent of the focused direction. This
means that Eq. �16� may be derived directly by substituting
Eq. �11� in Eq. �13� and subsequently by using the spherical
harmonics addition theorem �Rafaely, 2004, Eq. �20��.

So far we have considered plane wave incidence and
focusing at an infinite distance. Consider instead the case of
a monopole point source and focusing of the beamformer at
the distance r0 of the point source. The free-field sound pres-
sure produced at the origin by this monopole is

pcenter =
eikr0

kr0
. �17�

The sound pressure at the microphone positions on the hard
sphere can be expressed in spherical harmonics as in Eq. �5�,
but now with the following radial function �Bowman et al.,

1987�:
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Rn�ka� = 4�ihn
�1��kr0�
 jn�ka� −

jn��ka�

hn
�1���ka�

hn
�1��ka�� . �18�

Using the radial function of Eq. �18� in the beamforming
processing, and averaging over all directions for the point
source, leads to the same average in-focus beamformer out-
put as in Eq. �16�. If we wish the output to be the free-field
pressure at the center of the array �Eq. �17��, then we have to
scale the beamformer output by the following factor:

4�eikr0

�N + 1�2kr0
. �19�

3. Binaural auralization using SHB

Scaling the beamformer output by Eq. �19� provides the
directional free-field pressure contributions at the center po-
sition in the absence of the array. Beamforming measurement
and processing should then be taken for each sound event to
be reproduced by the loudspeaker setup �described in Sec.
III C�: The type of sound cannot be changed after the mea-
surement is done. But performing the measurement and pro-
cessing for each sound is very time consuming. For this rea-
son, directional impulse response functions will be
calculated and used for simulating the total transmission
from each loudspeaker input to each of the two ears.

Provided we measured the frequency response function
�FRF� t��i� from a loudspeaker input to each microphone
position on the sphere, the coefficients of the loudspeaker
FRF’s spherical Fourier transform Tmn can then be obtained
by replacing p��i� by t��i� in Eq. �10�,

Tnm  �
i=1

M

cit��i�Yn
m*��i� . �20�

Substituting Eq. �20� in Eq. �9� yields the directional re-
sponse of the beamformer,

s��� = �
n=0

�

�
m=−n

n
Tnm

Rn�ka�
Yn

m��� . �21�

The directional impulse response can then be obtained by
taking the inverse temporal fast Fourier transform �FFT� of
s���. If there is more than one loudspeaker, then the contri-
bution from sound sources in other directions than the one
focused on has to be taken into account and the total output
of the beamformer at a particular direction � can be ex-
pressed as

y��� = �
�=1

Nd

s����x�, �22�

where Nd denotes the number of loudspeakers, s���� repre-
sents the directional response of the �th loudspeaker in the
focused direction �, and x� is the input signal of the �th
loudspeaker. This will be a fairly good approximation since
the contribution from other directions than those of the
sources is negligible. Finally, the binaural signal can be ob-
tained by multiplying y��� with the HRTFs in the focused

direction �.
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Park and Rafaely �2005� suggested that the maximum
spherical harmonics order in SHB should be limited to N
	ka in order to avoid noise originating from the high-order
spherical harmonics. With the spherical microphone array
used in this study, this would cause the beamformer output to
become omnidirectional below 390 Hz. However, it was
found that the order-limiting criterion can be relaxed in the
following way without generating a high noise contribution:

N = ��ka� + 1, �ka� + 1 	 Nmax

Nmax, �ka� + 1 � Nmax
� �23�

where �ka� represents the largest integer smaller than or equal
to ka, and Nmax is the maximum order of spherical harmonics
for which the array can provide accurate integration �see Eq.
�10��. The number of spherical harmonics, �N+1�2, should
not exceed the number of microphones, and therefore Nmax

should be 7 in the current study where 64 microphones were
used. Relaxing this condition by introducing higher spherical
harmonic orders will reduce robustness and introduce greater
uncertainties but our measurement and simulation experience
shows that the use of spherical harmonic orders equal to
ka+1 �as defined in Eq. �23�� produces only minor numerical
instabilities.

C. Psychoacoustical considerations

The goal of the empirical part of the present study is to
validate the beamforming method proposed, and—more
specifically—to show how its use will help to psychoacous-
tically characterize target signals in a background of noise.

While, from a methodological perspective, it may be
interesting to investigate the detectability of a target source
in the presence of noise, in practice, the sources of interest
are almost always well above threshold, or at best partially
masked. Often, the focus of industrial applications is re-
stricted to identifying the most problematic source in a mix-
ture �Hald et al., 2007; Nathak et al., 2007�, and to modify it
to reduce its negative impact. Therefore, from a psychoa-
coustical perspective, some kind of suprathreshold subjective
quantification of the salience of the target source in the back-
ground noise is called for. For the present investigation, the
suprathreshold attributes of loudness and annoyance were
chosen, since the former has been extensively studied �for
reviews, see Moore, 2003; Zwicker and Fastl, 2006�, and the
latter is of particular relevance for noise control engineering
�e.g., Marquis-Favre et al., 2005; Versfeld and Vos, 1997�.

As will be detailed in Sec. III, a between-subjects design
was employed, investigating the two attributes in two inde-
pendent groups of listeners. This was done in order to avoid
potential carry-over effects that might produce artifactual
correlations between loudness and annoyance.

Measuring the loudness or annoyance of the target
stimuli under various conditions of partial masking required
a scaling method that is relatively robust with respect to
changes in context. A two-step category scaling procedure
that uses both initial verbal labels to “anchor” the judgments
and subsequent numerical fine-tuning possesses this prop-
erty. It has been shown �Ellermeier et al., 1991; Gescheider,

1997� to largely preserve the “absolute” sensation magni-
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tudes even if the experimental context is changed. It was felt
that the most widespread suprathreshold scaling procedure,
namely Stevens’ magnitude estimation, by virtue of the in-
structions to judge ratios of successive stimuli would encour-
age “relative” judgment behavior which might make it hard
to compare the results across the different auralization meth-
ods used. Finally, the chance that in some conditions the
target sounds might be entirely masked �yielding judgments
of zero or undefined ratios�, appeared to make ratio instruc-
tions unfeasible.

III. METHOD

A. Subjects

Twenty-eight normal-hearing listeners between the age
of 21 and 34 �12 male, 16 female� participated in the experi-
ment. All listeners were students at Aalborg University ex-
cept for one female participant. The subjects’ hearing thresh-
olds were checked using standard pure-tone audiometry in
the frequency range between 0.25 and 8 kHz and it was re-
quired that their pure-tone thresholds should not fall more
than 20 dB below the normal curve �ISO 1998� at more than
one frequency. The subjects were also screened for known
hearing problems and paid an hourly wage for their partici-
pation. The subjects were not exposed to the sounds em-
ployed prior to the experiment.

B. Apparatus

The experiment was carried out in a small listening
room with sound-isolating walls, floors, and ceiling. The
room conforms with the ISO �1992� standard. The listeners
were seated in a height-adjustable chair with a headrest.
They were instructed to look straight ahead and were not
allowed to move their head during the experiments. Their
head movement was monitored by a camera installed in the
listening room. Two monitors, one in the control room and
the other in the listening room, were displayed at the same
time with the help of a VGA splitter. A small loudspeaker
placed in the control room played the same sound as the
subject listened to so the experimenter could monitor the
sound playback and the listener’s behavior.

A personal computer with a 16-bit sound card �RME
DIGI96� was used for D/A conversion of the signals. The
sound was played with a sampling rate of 48 kHz and deliv-
ered via an electrostatic headphone �Sennheiser HE60� con-
nected through an amplifier �Sennheiser HEV70� with a
fixed volume control to assure constant gain. An external
amplifier �t.c. Electronic Finalizer� between the headphone
amplifier and the sound card controlled the playback level.

Playback and data collection were controlled by a cus-
tomized software developed in C#. The software read the
session files to assign a subject to the defined session, played
the stimuli using the ASIO driver, collected subjects’ re-
sponses, and wrote the responses into text files.

C. Measurements

The three different types of measurements, i.e., micro-

phone, dummy head, and spherical microphone array, were
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performed in an anechoic chamber. Six loudspeakers were
positioned at 2.1 m away from the center of the setup and
their positions are shown in Fig. 1 �placed on the left-hand
side�. A setup of ten loudspeakers was simulated by flipping
the four loudspeakers to the right-hand side. The loudspeaker
in the frontal direction was used as the desired source
through which the recorded sounds were synthesized and the
rest of the loudspeakers served to create background noise
sources. Since the microphone array and the required hard-
ware was available for a very limited time, it was decided to
record time data to permit changing some of the parameters
without repeating the measurements. The input and output
time data were recorded by means of the Data Recorder in
the Brüel & Kjær software �type 3560� with a frequency
range of 6.4 kHz. The loudspeakers were excited by random
pink noise. The IRFs between speaker excitations and micro-
phone responses were calculated using the autospectrum and
cross spectrum of input and output and taking the inverse
FFT of the calculated frequency response function in
MATLAB. In order to remove the influence of reflections
caused by the supporting structure and by other loudspeakers
than the measured one, an 8-ms time window was applied to
the calculated IRFs.

The loudspeaker responses were measured at the center
position of the setup using a 1 /2-in. pressure field micro-
phone �Brüel & Kjær type 4134�. The microphone was
placed at 90° incidence to the loudspeakers during the mea-
surement with the help of three laser beams mounted in the
room. The measured IRFs were compared with the simulated
ones to validate the recorded sound field using SHB. Re-
sponses of each loudspeaker at each ear of a dummy head
were measured by placing the artificial head VALDEMAR
�Christensen and Møller, 2000� at the center of the loud-
speaker setup. Care was taken that the IRFs in both ears have

FIG. 1. �Color online� The loudspeaker setup in the anechoic chamber.
the same delay when measuring the loudspeaker response in
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the frontal direction. The dummy head measurements were
compared with the ones synthesized from SHB. The HRTFs
employed in this study to perform binaural synthesis using
SHB were taken from a database containing artificial-head
HRTFs measured at 2° resolution �Bovbjerg et al., 2000;
Minnaar, 2001�.

IRFs of each loudspeaker at the microphones of the ar-
ray were obtained by positioning a spherical microphone ar-
ray at the center of the setup. The position of the microphone
array was adjusted carefully so that the beamformed sound
pressure mapping could localize the correct angular position
of each loudspeaker. The microphone array with a radius of
14 cm consisted of 64 microphones �1 /4-in. microphone,
Brüel & Kjær type 4951� that were evenly distributed on the
surface of the hard sphere in order to achieve the constant
directivity pattern in all directions. Figure 2 displays the po-
sition of microphones marked by dots on a sphere. In an
earlier study, the array was applied to the issue of noise
source localization, and the detailed specifications and char-
acteristics of the array are described in Petersen �2004�. In
total, six loudspeaker positions and 64 microphones pro-
duced 384 IRFs.

The headphone transfer functions �PTFs� were measured
in the listening room with the same dummy head and equip-
ment used for the IRF measurement. The PTF measurement
was repeated five times and after each measurement the
headphone was repositioned. The upper panel of Fig. 3
shows that the repetitions have similar spectral shape in the
frequency range of the investigation. An average of these
five measurements was taken and smoothed in the frequency
domain by applying a moving average filter corresponding to
the 1 /3 octave bands. The inverse PTF was calculated from
the average PTF using fast deconvolution with regularization

FIG. 2. The array consisting of 64 microphones placed on the hard surface
of a sphere having a 14-cm radius. The dots on the sphere indicate the
microphone positions.
�Kirkeby et al., 1998� �see the lower panel of Fig. 3�.
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D. Stimuli

A set of 10 environmental and product sounds was se-
lected from the 40 stimuli used by Ellermeier et al. �2004a�.
The ten sounds chosen were recorded in a sound-insulated
listening room, except for two outdoor recordings of auto-
motive sounds. About half of them were everyday sounds
�e.g., door knocking, water pouring� and the rest were prod-
uct sounds �e.g., kitchen mixer, razor, car�. Both the per-
ceived loudness and the annoyance of the selected sounds
were almost equally spaced according to the attribute scales
obtained in the reference study �Ellermeier et al., 2004a�.
The length of stimuli varied from 0.8 to 5 s, and their overall
sound pressure level at the recorded position ranged from
45 to 75 dB SPL. The sounds had a sampling rate of
44.1 kHz originally, but were resampled to 48 kHz in order
to meet the requirements of the listening test program.

The desired source was synthesized to be located in the
frontal direction and the remaining nine loudspeakers gener-
ated background noise. The selected sounds were convolved
with the dummy head IRFs in the frontal direction to obtain
the desired stimuli, and white noise having the same duration
as the target sounds was convolved with the dummy head
IRFs corresponding to the other nine directions. For each
loudspeaker position, a new random sequence of white noise
was created, and the signals convolved with the BIR at each
ear were simply added to obtain the background noise. By
doing so, the generated background noise was perceived to
be diffuse. Two different levels of background noise were
employed. The low level of background noise was adjusted
to have the same sound pressure level as the bell sound
�62 dB SPL�, which was located in the middle of the at-
tribute scale and the high level was defined to be 10 dB

FIG. 3. Five headphone transfer functions �upper panel� measured at the left
ear of the dummy head and the inverse filter derived �lower panel�.
higher than the low one. In this way, the effect of the back-
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ground noise level could be investigated. It was expected
that some of the sounds would be partially masked by the
background noise thereby affecting the attribute-scale re-
sponses.

The directional pressure contribution was obtained by
recording the sound field using the spherical microphone ar-
ray and applying SHB to the recorded data. Thus directional
impulse response functions were calculated by using the
IRFs at each of the microphone positions on the sphere as
input to SHB processing. The resulting directional impulse
response functions were convolved with HRTFs in the fron-
tal direction to obtain the binaural IRFs, which still contain
the contributions from background noise sources, though
greatly reduced by the beamforming. In this case, the percep-
tion of the background noise is different from that with tra-
ditional binaural synthesis in that the noise is perceived to
originate from the frontal direction. Thus in this study the
influence of the level and perceptual quality of the back-
ground noise are confounded.

Subjects were asked to judge either the annoyance or the
loudness of 50 stimuli, which were produced by combining
three different processing modes �original, original+noise,
SHB+noise�, with two different noise levels, for the ten
sounds selected. The same calibration tone as in the refer-
ence study �Ellermeier et al., 2004a� was used and the level
at the center position of the loudspeaker setup was adjusted
to be 88 dB SPL when playing the calibration tone. A
100-ms ramp was applied to the beginning and end of each
stimulus in order not to generate impulsive sounds. The in-
verse PTF was applied to the stimuli as a final step of the
processing.

E. Procedure

The subjects were randomly assigned to one of two
groups, one judging the loudness, the other the annoyance of
the sounds. During the experiment, the participants were in-
structed to judge the entire sound event in one session, and
the target sound only in the other. When judging the target
sound only, they were asked to ignore the background noise
and not to give ratings based on the direct comparison be-
tween the target sound and the background noise. The listen-
ers were instructed to combine any of the components they
heard for rating the entire sound mixture. These two ways of
judging the sound attributes were chosen to check whether
the effect of suppressing the background noise by SHB pro-
cessing is different dependent on which part of a stimulus is
being judged.

In each group, half of the subjects started judging the
target sound only and proceeded to judge the entire sound
�target plus background�. The other half completed those two
tasks in the opposite order. Note that each subject made but a
single rating of each of the 50 experimental stimuli, i.e.,
there were no repetitions. The subjects spent approximately
1.5 h to complete the experiment. The participants were
asked to judge either the loudness or the annoyance of the
sounds by using a combined verbal/numerical rating scale,
i.e., category subdivision �see Ellermeier et al., 1991�, shown

in Fig. 4.
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1. Training

There were two types of training prior to the main ex-
periment. The goal of the first training unit was to give the
subjects an opportunity of listening to the target sounds and
to get an idea on what they had to focus, if the target was
presented in background noise. To that effect, 20 buttons
were displayed on a PC screen in two columns. The first
column was labeled “target sound” and the second one “tar-
get sound+noise.” The noise level was randomly selected
from either the high- or the low-level condition. The partici-
pants were asked to first listen to the target sound only and
then to the target sound with noise. During the training, the
experimenter was present in the listening room and the sub-
jects could ask any questions related to the understanding of
the task. During the second training unit, the subjects re-
ceived practice with rating the attribute, e.g., loudness or
annoyance, of either target sound only or the entire sound
dependent on which session they started with. The aim was
to familiarize the participants with the procedure. This train-
ing unit consisted of only ten stimuli sampled to cover the
entire range of sound pressure levels.

If the subjects started with judging the entire sound, they
completed the training on the rating procedure first and were
practiced in distinguishing target and background before
starting with the second part of the experiment. Subjects,
who judged the target sound in the first block, finished the
two training units in a sequence prior to the main
experiment.

2. Loudness scaling

For loudness scaling, the scale shown in Fig. 4 was dis-

played on a computer screen together with a reminder indi-
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cating whether they have to judge the target sound or the
entire sound. The scale consisted of five verbal categories
which were subdivided into ten steps and labeled “very soft”
�1–10�, “soft” �11–20�, “medium” �21–30�, “loud” �31–40�,
and “very loud” �41–50�. The end points of the scale were
used and labeled as “inaudible” �0� and “painfully loud” �be-
yond 50�. On each trial, one sound was presented at a time,
and the subjects were asked to decide which category the
sound belonged to and then to fine-tune their judgment by
clicking a numerical value within that category. That input
started the next trial with a 1-s delay. The subjects were not
allowed to make their rating while a sound was played. In
order to avoid the situation where subjects rated the target
sounds based on identifying them and recalling previous rat-
ings, they were told that the level of the target sound might
vary between trials.

3. Annoyance scaling

The format of the annoyance scale used was the same as
that of the loudness scale �see Fig. 4�. The five verbal cat-
egories were “very slightly annoying” �1–10�, “slightly an-
noying” �11–20�, “medium” �21–30�, “strongly annoying”
�31–40�, and “very strongly annoying” �41–50�. The lower
end point was labeled as “not at all annoying” �0� and the
higher one “unbearably annoying” �beyond 50�. In the target
sound only session, an “inaudible” button was placed below
the category scale and subjects were asked to press it when
they could not detect the target sound due to strong back-
ground noise.

The annoyance instructions were based on proposals by
Berglund et al. �1975� and Hellman �1982�. That is, a sce-

FIG. 4. �Color online� Category subdivision scales for
loudness �left� and annoyance �right�.
nario was suggested, leading the participants to imagine a
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situation in which the sounds could interfere with their ac-
tivity: “After a hard day’s work, you have just been comfort-
ably seated in your chair and intend to read your newspaper.”

IV. RESULTS

Here, the simulated sound field using SHB is compared
with both the microphone and the dummy head measure-
ments to illustrate the expected level difference induced by
the beamforming in monaural and binaural responses. More-
over, the discrepancies in perceptual quality among the pro-
cessing modes are demonstrated in both loudness and annoy-
ance ratings obtained in the listening experiments.

A. Recording the sound field using SHB

In order to evaluate the success of the SHB simulation,
the simulated and measured loudspeaker responses were
compared. The loudspeaker responses at the 64 microphones
placed on the sphere were measured and used as the input to
the SHB calculation. The directional impulse response func-
tion toward each loudspeaker was calculated and compared
with the direct measurement using a microphone positioned
at the center position of the setup. The simulated and mea-
sured responses were compared in the frequency range of
interest from 0.1 to 6.4 kHz, and an example for the loud-
speaker placed at 30° is displayed in Fig. 5.

Generally, the agreement between the simulated and
measured responses was good and the maximum discrepancy
was approximately 2 dB in all loudspeaker directions. There
was a tendency for the error to increase at high frequencies.
In the current investigation where Nmax is 7 and the radius of
the array is 14 cm, spatial aliasing is expected above 2.7 kHz
and thereby corrupts the spatial response. This could be the
main reason for the inaccuracies at high frequencies.

The binaural response to the six loudspeakers was simu-
lated by convolving the directional impulse response with
the HRTF for the same direction as the loudspeaker �see Sec.
II B 3�. Subsequently, the simulated responses were com-
pared with those measured with a dummy head and an ex-
ample of the results is displayed in Fig. 6. The graphs repre-
sent the combination of the free-field loudspeaker response
and the HRTF. In general, the two curves have similar shape

FIG. 5. Free-field loudspeaker response �30°�: Measured �solid line� and
synthesized �dashed line� using SHB.
and amplitude and the same tendency as for the free-field
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response was observed, i.e., that the error grows slightly at
high frequencies. These investigations confirm that the pro-
posed method of combining SHB and binaural synthesis can
generate binaural signals physically close to the measured
ones.

B. Signal-to-noise ratio

The two measurement techniques, i.e., based on a
dummy head and SHB, respectively, may be compared
physically in terms of their monophonic signal-to-noise
�S/N� ratios for each sound sample in the noisy conditions.
Since the monophonic response for each loudspeaker was
estimated both with a single microphone and with a micro-
phone array, it was possible to separate the pressure contri-
bution of the sound samples presented in the frontal direction
from that of the noises in other directions. The monophonic
S/N ratio for each sound sample was calculated simply by
dividing the rms pressure of the signal by that of the noise.

Figure 7 shows the resulting S/N ratios of dummy head
�original+noise� and SHB synthesis in both background
noise conditions. The lower panel indicates the results of the
low level noise condition and the upper panel the high level
one. Notice that the S/N ratio of the bell sound is 0 and
−10 dB in the original+noise condition for the low and high
background noise levels, respectively �see Sec. III D�. In
general, the S/N ratio increases monotonically for the sounds
ordered along the abscissa and there is a constant 10 dB

FIG. 6. Loudspeaker response �30°� at both ears: Measured �solid line� and
synthesized �dashed line� using SHB.
difference between the low and high background noise con-
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ditions. Thus, the effect of noise on the psychoacoustical
scales is expected to be dominant in the low level sounds,
e.g., for sound 1 to 3, for both measurement techniques. SHB
increases the S/N ratio by approximately 15 dB for all sound
samples, and thus the effect of the noise on loudness will be
smaller for SHB in comparison with the dummy head tech-
nique.

C. Loudness scaling

The subjective loudness judgments were averaged
across the 14 subjects for each sound in the three processing
modes �original, original+noise, SHB� and 95%-confidence
intervals were determined. The outcome is plotted in Fig. 8,
for judgments of the target sound only, and in Fig. 9, for
judgments of the entire sound event. The upper graph in
Figs. 8 and 9 represents the high background noise condition
and the lower graph the low background noise condition.
Both graphs share the same ratings for the original condition
plotted with solid lines. The sounds on the abscissa were
arranged in the order of the mean ratings obtained in the
reference study �Ellermeier et al., 2004a�. It appears that the
present sample of subjects judged the knocking sound to be
somewhat louder than in the reference study.

In the “target sound only” conditions �see Fig. 8�, the

FIG. 7. Monophonic S/N ratio of dummy head �original+noise� and SHB
measurements in the low �lower panel� and high �upper panel� background
noise conditions.
target loudness was considerably reduced by adding noise to
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the target sound �compare the dotted and solid line� due to
partial masking. It appears that SHB �dashed line in Fig. 8�
partially restored the loudness of the target sounds. This was
confirmed by performing a three-factor analysis of variance1

�ANOVA� �Montgomery, 2004� with the two processing
modes �SHB; original+noise�, the two noise levels, and the
ten sounds all constituting within-subjects factors. The analy-
sis showed a highly significant main effect of processing
mode �F�1,13�=44.5, p�0.001�, as well as significant inter-
actions �p�0.001� of processing mode with all other factors.
That suggests that SHB did indeed suppress the background
noise, thereby partially restoring loudness to the original lev-
els. With the low-level masking noise �lower panel of Fig. 8�
that was true for relatively “soft” target sounds �pouring and
sink� while with the high-level masking noise �upper panel�
the “loud” targets were the ones benefiting most from the
release from masking produced by the SHB auralization. No-
tice on the other hand the difference between the two syn-
thesis techniques in terms of S/N ratio is almost constant
across different sounds and not dependent on the background
noise level �see Fig. 7�. Thus, a simple objective measure
such as S/N ratio may not be suitable for predicting the effect
of background noise suppression using beamforming on psy-

FIG. 8. Loudness judgments of the ten test sounds in the low �lower panel�
and high �upper panel� background noise condition. The target sounds are
labeled along the abscissa and the error bars indicate 95%-confidence inter-
vals. Listeners focused on the target sound only.
choacoustic attributes. Most subjects, however, could not de-
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tect the “boiler” sound in both noise conditions since this
sound was completely masked by background noise. This
may be seen in Fig. 7 in that for the boiler sound a very low
S/N ratio was obtained, even after the processing. Further-
more, the subjective ratings of the “knocking” sound almost
coincided with those of the original sound, revealing that the
subjects extracted this impulsive sound from the background
much easier than other sounds. The high confidence intervals
obtained for the vacuum-cleaner sound occurred because the
target sound was so similar to background noise that it was
difficult to distinguish one from the other.

Judging the entire sound event �see Fig. 9� made the
suppression of the masker even more obvious in that the
loudness functions for the original and SHB conditions al-
most coincide. That is, the SHB processing, though simulat-
ing a “noisy” listening situation, sufficiently suppresses the
noise to approximate listening to the original targets in quiet.
The significance of that effect was confirmed by a three-
factor ANOVA showing a highly significant main effect of
processing mode �F�1,13�=229.7, p�0.001�, and a process-
ing mode
sound interaction �F�9,117�=20.94, p�0.001�.
Only when the background noise level is high �upper panel

FIG. 9. Loudness judgments of the ten test sounds in the low �lower panel�
and high �upper panel� background noise condition. The target sounds are
labeled along the abscissa and the error bars indicate 95%-confidence inter-
vals. Listeners judged the entire sound event.
in Fig. 9� and the target level is low, one can observe some

920 J. Acoust. Soc. Am., Vol. 123, No. 2, February 2008
noise “leaking” into the SHB condition, and the ratings to
fall between those of the original sounds in quiet, and of the
original sounds with noisy background.

These results imply that an evaluation of individual tar-
get sound sources in a background of noise or competing
sources can be achieved by steering the beam toward the
target sound source using SHB. The results are not depen-
dent on whether listeners are asked to judge the loudness of
the target sound or the entire sound event.

D. Annoyance scaling

The average annoyance data are depicted in Fig. 10 �tar-
get sounds rated� and Fig. 11 �entire sound rated� with the
sound samples ordered in the same way as in Figs. 8 and 9.
The lower plot shows the low noise condition and the upper
the high noise condition. In the experimental condition in
which the participants were asked to judge the annoyance of
the target only �Fig. 10�, and did not hear it �i.e. pressed the
inaudible button, which occurred in 11.9% of all annoyance
trials�, a “−1” was recorded. To account for this qualitatively
different response reflecting a lower, but indeterminate level

FIG. 10. Annoyance judgments of the ten test sounds in the low �lower
panel� and high �upper panel� background noise condition. The target
sounds are labeled along the abscissa and the error bars indicate 95%-
confidence intervals. Listeners focused on the target sound only. If the ma-
jority of the participants did not hear the target, the data points were marked
with closed squares.
of annoyance, the median of all responses was substituted for
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the mean in all graphical depictions when a judgment of “not
heard” had occurred. It is evident in Fig. 10 that in three
�respectively, two� cases the majority of the participants did
not hear the target when presented in background noise of
high �respectively, low� level. In one instance, the target
�boiler sound in high-level noise; top panel of Fig. 10� was
not even detected after SHB processing.

When the subjects were asked to focus on the annoyance
of the target sound only �see Fig. 10�, it appears that the
different processing conditions do not affect the ratings very
much: The three curves in Fig. 10 �upper and lower panel�
are hardly distinguishable. Furthermore, the level of back-
ground noise does not seem to affect the annoyance ratings
significantly: F�1,13�=2.2, p=0.166. This indicates that
even though the sounds were contaminated by noise, the sub-
jects were able to judge the annoyance of the target sound
consistently by identifying the target’s annoying features.
Therefore, the advantage of using SHB cannot be shown in
this case, because in contrast to the results of the loudness
scaling there is hardly a background noise effect in the first
place. A four-factor analysis of variance with the two at-
tributes �loudness and annoyance� constituting an additional
between-subjects factor revealed that the annoyance ratings

FIG. 11. Annoyance judgments of the ten test sounds in the low �lower
panel� and high �upper panel� background noise condition. The target
sounds are labeled along the abscissa and the error bars indicate 95%-
confidence intervals. Listeners judged the entire sound event.
of the target sounds were significantly different from the cor-
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responding loudness judgments, as was evident in the signifi-
cant interactions of the attribute judged with the processing
mode �F�1,26�=5.22, p=0.03�, and the three-way interac-
tion with processing mode and sound �F�9,234�=2.36, p
=0.014�.2

When the annoyance of the entire sound event is judged
�see Fig. 11�, the results are quite similar to those obtained
for loudness. The effect of SHB processing is highly signifi-
cant �F�1,13�=158.43, p�0.001�, and the ratings obtained
with SHB resemble those of the original sounds, with dis-
crepancies emerging for the low-level sounds only. When
loudness and annoyance are contrasted with respect to judg-
ments of the entire sound, the interaction of the attributes
with processing mode, sound level, and their combinations
are no longer statistically significant �compared to judgments
focusing on the targets, see the previous discussion�, suggest-
ing that the general pattern is quite similar for loudness and
annoyance. This indicates that the annoyance percept is
largely based on loudness if the subjects’ attention is drawn
to the entire sound mixture.

V. DISCUSSION

In an earlier investigation �Song, 2004�, a comparison
between traditional sound pressure maps and loudness maps
derived from microphone array measurements was made and
it was found that source identification in terms of psychoa-
coustic attributes improves the detectability of problematic
sources. On the other hand, the mapping of some attributes
cannot be derived due to the lack of metrics algorithms.
Hence there is a need for auralizing the target sound identi-
fied as being devoid of background noise for further listening
experiments.

Figure 12 shows the loudness map of an engine com-
partment of a passenger car with a five-cylinder, four-stroke
engine. The engine was running at constant 4000 rpm with-
out any external load applied. A 66-channel wheel array of
1 m diameter was mounted parallel to the car engine com-
partment at a distance of 0.75 m. In Fig. 12, it is obvious that
the blank hole placed at the opposite side of the oil refill cap
and the power steering pump at the lower left corner were
the dominant sources in this operating condition. One might

FIG. 12. �Color online� Loudness mapping of an engine compartment be-
tween 15 and 18 bark at 4000 rpm. See the text for details.
want to investigate attributes other than loudness, e.g., the
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annoyance of those two sound sources, i.e., an attribute for
which no agreed-upon objective metric exists. This could be
done by having subjects judge the annoyance of the binau-
rally auralized sound of each target source at a time. This is
a typical scenario for the use of source localization in prac-
tical applications in the automotive and consumer electronics
industries.

Thus, the theoretical scaling of the SHB output derived
in this paper and its experimental validation can be utilized
for deriving a procedure to measure the auditory effects of
individual sound sources. Since the method is based on steer-
ing the beam of a microphone array in three-dimensional
space, no physical modifications of the sound field need to be
made in contrast to typical dummy-head measurements. The
details of the procedure proposed here will be discussed in
the following.

A block diagram of the procedure for auralizing a target
sound source binaurally is depicted in Fig. 13. This can eas-
ily be implemented together with classical beamforming ap-
plications in order to investigate problematic sources. Sound
pressure signals are first measured at each microphone posi-
tion on a rigid sphere, and converted to the frequency do-
main. Spherical harmonics beamforming is applied to steer a
beam toward the target source �Sn� in each frequency band. A
limited number of spherical-harmonics orders are used in
SHB in order to avoid noise from the high-order spherical
harmonics �see Eq. �23��.

The output of SHB, PSHB�f�, is scaled according to Eq.
�19� to obtain the free-field pressure, Ps�f�, in the absence of
the array with the assumption of a point source distribution
on the source plane. The corresponding pressure time data,
Ps�t�, are calculated by taking the inverse FFT of the scaled
free-field pressure, Ps�f�. Finally, the binaural pressure signal
can be acquired by convolving the free-field pressure with
the HRTF in the source direction. Since HRTF databases are
usually measured at discrete points on a full sphere, it is
required to take either the nearest functions if the HRTFs are
measured with a fine spatial resolution, or to interpolate be-
tween nearby points. The detailed procedure for interpolating
HRTFs is described by Algazi et al. �2004� with respect to
reproducing the measured sound field binaurally with the
possibility of head tracking.

In the present paper, the analysis was restricted to the
pressure contribution from a single direction. But, in many
situations, such as in the professional audio industry, it is
required to auralize distributed sources, i.e., the contribution
from an area, and even the entire sound field as authentically
as possible. An example of this kind of sound reproduction is
the recording of sound fields in a car cabin while driving and
reproducing it for head-tracked listening tests. In such situa-
tions, the measurements with a dummy head will have to be
repeated many times in a well-controlled environment,
which is very time-consuming, and may even be impossible
due to lack of repeatability. Applying the procedure devel-
oped here to more than one direction enables the recording
of full three-dimensional sound fields by one-shot array mea-
surements and therefore allows listeners to turn their head

while preserving the spatial auditory scene.
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VI. CONCLUSION

�1� A theoretical proposal was made for scaling the output of
a spherical-harmonics beamformer, in order to estimate
the free-field pressure at the listener’s position in the
absence of the microphone array. The comparison of
measured and simulated responses �both monaural and
binaural� to an array of loudspeakers showed that there is
good agreement in the frequency range between 0.1 and
6.4 kHz. Notice that the simulated binaural responses
were generated using an HRTF database, which was
based on measurements using different instruments,
physical structures, and a different anechoic chamber.
Therefore, any differences between the two sets of re-
sponses contain the discrepancies between the earlier

FIG. 13. �Color online� Binaural auralization of a desired sound source.
Sound pressure signals are measured at each microphone position, and con-
verted to the frequency domain. Spherical-harmonics beamforming �SHB� is
applied to steer the beam toward a desired sound source and the output,
PSHB�f�, is scaled to generate the free-field pressure, Ps�f�. The HRTF in the
source direction is convolved with the pressure time signal, Ps�t�, obtained
from the inverse FFT, and this results in binaural signals, Pbl�t� and Pbr�t�, at
each ear.
and current measurements.
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�2� When the subjects judged target sounds partially masked
by noise, their loudness was greatly reduced, but spheri-
cal harmonics beamforming managed to largely restore
loudness to unmasked levels, except at low S/N ratios.
By contrast, judgments of target annoyance were hardly
affected by noise at all, suggesting that annoying sound
features are extracted regardless of partial masking.

�3� When the subjects were asked to judge the entire sound
events, SHB led to ratings close to those obtained in the
original unmasked condition for both loudness and an-
noyance by suppressing background noise. The subjec-
tive judgments were largely explained by the percept of
loudness: The loudness and annoyance data sets were
highly correlated.

�4� The background noise level had significant effects by
either producing partial masking �of targets� or contrib-
uting to the overall loudness �when the entire sound was
judged�. Judgments of target annoyance constituted an
exception in that they were not affected by overall level.

�5� Implications of the study for sound-quality applications
were sketched and a general procedure of deriving bin-
aural signals using SHB was illustrated. The procedure
can be used for evaluating the loudness and annoyance
of individual sources in the presence of background
noise.
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The binaural auralization of a 3D sound �eld using spherical-harmonics beamforming (SHB)
techniques was investigated and compared with the traditional method using a dummy head.
The new procedure was veri�ed by comparing simulated room impulse responses with directly
measured ones both monaurally and binaurally. The objective comparisons show that there is
good agreement in the frequency range between 0.1 to 6.4 kHz. A listening experiment was
performed to validate the auralization method subjectively. Two musical excerpts, i.e. one pop
and one classical, were processed for headphone presentation in two di�erent ways in that binaural
synthesis was accomplished either (1) based on dummy head measurements or (2) SHB. Subjective
responses were collected in two head motility conditions, i.e. �xed and rotating, and six spatial
reproduction modes, including phantom mono, stereo, and surround sound, were applied to obtain
a wide range of spatial sensations. The results show that subjective scales of width, spaciousness
and preference based on the SHB auralization were not signi�cantly di�erent from those obtained
for dummy head measurements. Thus binaural synthesis using SHB may be a useful tool to
reproduce a 3D sound �eld binaurally while saving considerably on measurement time because
head rotation can be simulated based on a single recording.

I. INTRODUCTION

Multi-channel audio has been increasingly used in au-
tomotive audio, home entertainment, and mobile phone
applications, and there is a growing need for evaluat-
ing the subjective e�ects of such setups in listening ex-
periments or for predicting them using objective mea-
sures. Rumsey (2002) provided a framework for con-
ceptualizing spatial attributes based on a scene-based
paradigm, which separates descriptions of sources, groups
of sources, environments, and global scene parameters.
Recent empirical studies (Choisel and Wickelmaier, 2006,
2007; Guastavino and Katz, 2004) investigated the iden-
ti�cation and quanti�cation of auditory attributes of re-
produced sounds in multi-channel setups, and revealed
the relationship between individual auditory attributes
and overall preference.

The investigation of spatial attributes in a multi-
channel setting very often requires "blind" listening ex-
periments in order not to introduce any bias induced by
prior visual exposure to the setup. Furthermore, di�erent
sets of loudspeakers and rooms may have to be compared
during a listening test, e.g. to evaluate the overall au-

∗Electronic address: wksong@bksv.com

dio quality of multi-channel systems in a range of di�er-
ent cars. For this reason, recent studies (Horbach et al.,
1999; Mackensen et al., 2000; Spikofski and Fruhmann,
2001) have investigated methods of measuring binaural
room impulse responses (BRIRs), and convolving the in-
put signals with them according to the listener's head
movement measured by a head-tracking system. This
enables creating a virtual representation of the measured
sound �eld. The method also has been used in auto-
motive applications to estimate the subjective e�ects of
interior car noise and to evaluate multi-channel car au-
dio systems (Bech et al., 2005; Christensen et al., 2005;
Farina and Ugolotti, 1997; Granier, 1996; Olive et al.,
2007).

It has been shown that head rotation improves the abil-
ity of sound source localization, especially for sources lo-
cated in the median plane (Minnaar et al., 2001; Perrett
and Noble, 1997; Thurlow and Runge, 1967). Since local-
ization may in�uence the judgment of other spatial audi-
tory attributes, it appears reasonable to allow subjects to
turn their head during listening tests, which involve as-
sessing spatial sound attributes. This requires measuring
BRIRs at di�erent head rotation angles, and therefore is
a very time-consuming process. By contrast, beamform-
ing (Johnson and Dudgeon, 1993) measures a sound �eld
with an array of microphones in a "single shot", and can
by means of computation steer its beam toward a par-

Evaluation of multi-channel reproduced sounds 1
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ticular direction. Furthermore, beamforming typically
results in the sound pressure contribution toward the fo-
cused direction at the center of the array in the absence
of the array, and this can be easily transformed to a pair
of binaural signals (Song et al., 2007) by incorporating
binaural technology (Møller, 1992). Due to these fea-
tures, beamforming may be utilized to greatly improve
the e�ciency of BRIR measurements when compared to
traditional dummy head measurements.
The recording and analysis of a sound �eld using spher-

ical microphone arrays have been thoroughly studied in
recent years (Meyer, 2001; Meyer and Agnello, 2003; Pe-
tersen, 2004; Rafaely, 2004, 2005a). Since the micro-
phones in a spherical microphone array are evenly dis-
tributed along the surface of a rigid sphere, it is pos-
sible to steer a beam in 3D space with an almost di-
rection independent beam pattern. Park and Rafaely
(2005) performed spherical microphone measurements in
an anechoic chamber, and measured and classi�ed the
directional characteristics of reverberant sound �elds.
Rafaely (2005b) compared spherical-harmonics beam-
forming (SHB) with traditional delay-and-sum beam-
forming, and found that SHB provides similar perfor-
mance when the highest spherical-harmonics order ap-
plied equals the product of the wave number and the
sphere radius. However, SHB allows the use of even
higher orders of spherical harmonics to provide better
resolution at lower frequencies at the cost of robustness,
i.e. the loss of signal-to-noise ratio.
The possibility of recording the higher-order spheri-

cal harmonics in a sound �eld and reproducing them by
Wave�eld Synthesis or Ambisonics has been investigated
by Daniel et al. (2003) and Moreau et al. (2006). But
these techniques require a large number of loudspeak-
ers in a well-controlled environment such as an anechoic
chamber. The same goal may be achieved by generat-
ing binaural signals obtained through either synthesis or
recording. An initial attempt at a theoretical descrip-
tion of binaural synthesis using SHB was made by Du-
raiswami and co-workers (Duraiswami et al., 2005; Li
and Duraiswami, 2005). The advantages of spherical-
harmonics beamforming, however, have not been demon-
strated by means of (a) validating the mathematical pro-
cedure through a comparison of measured and synthe-
sized binaural room responses, and (b) conducting listen-
ing tests in which subjective audio attributes are evalu-
ated to show that the desired 3D auditory scenes may
successfully be recreated.
Therefore, the current study reports on an experiment

to investigate the validity of using SHB when auralizing
a 3D sound �eld. The goals of this study are twofold:

1. To develop a binaural auralization method of a 3D
sound �eld dependent on the listener's head rota-
tion using SHB. To that e�ect, a procedure for es-
timating the BRIRs of individual loudspeakers in a
room will have to be suggested, and a novel scal-
ing procedure will have to be proposed to obtain
the correct binaural signals at both ears. To ver-

ify the procedure objectively, the BRIRs of indi-
vidual loudspeakers acquired by SHB will have to
be compared with those derived from dummy head
measurements.

2. To validate the proposed auralization method by
obtaining subjective responses on auditory at-
tributes, such as width, spaciousness, and prefer-
ence, in a listening experiment. Synthesis based on
dummy head measurements and SHB will be com-
pared on subjective scales, and with both aural-
ization methods the subject's head movement shall
be controlled in such a way that they either rotate
(with a head tracking system) or �x their head dur-
ing listening tests.

To achieve these goals, BRIRs were calculated based
on SHB and also measured using a dummy head in a
multi-channel loudspeaker setup. By simulating BRIRs
using SHB, it is possible to investigate whether measur-
ing the sound �eld with a spherical microphone array and
processing it via SHB will create the same subjective im-
pression as does the dummy head technology. The pro-
posed measurement technique will reduce measurement
time dramatically, and thereby be useful in situations
in which the operating conditions cannot be kept con-
stant for repetitive measurements with di�erent head ro-
tations, e.g. when making on-road vehicle measurements.

II. THEORETICAL BACKGROUND

A. Binaural synthesis

Binaural signals can be recorded using a dummy head
placed in a real sound �eld, but they can also be syn-
thesized on a computer. This requires measuring two
transmission paths. One is from a "dry" source signal
to free-�eld pressure at the center of the head and the
other is from the free-�eld pressure to each of the two
ears, i.e. the head-related transfer functions (HRTFs).
Binaural signals can then be produced by convolving a
"dry" source signal with the total transmission path. The
method of binaural synthesis has been veri�ed in source
localization experiments (Hammershøi, 1995; Wightman
and Kistler, 1989). These investigations show that sub-
jects judge the spatial location of properly synthesized
stimuli to be the same as that of stimuli presented in free
�eld.
For the free �eld situation, the transmission path from

a source to the center of head position is a single func-
tion and may be measured with a microphone. However,
in a listening room a direct sound as well as re�ections
have to be considered as separate "dry" source signals.
In order to convolve each incoming acoustic wave with
the HRTFs at the corresponding direction, the individ-
ual waves have to be separated from each other, and this
may be achieved by obtaining the approximation of each
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incoming wave at the listener's position using beamform-
ing.

B. Spherical-harmonics beamforming

A theoretical description of SHB has been developed
in Song et al. (2007), and it also includes the scaling pro-
cedure to estimate the free-�eld pressure at the center of
the array contributed from a focused direction. The fun-
damental concepts are brie�y reviewed, and a procedure
taking room re�ections into account is introduced in this
section.

1. Fundamental formulation

Consider focusing the beamformer at a distance r0 of a
mono point source. The sound pressure produced by this
monopole at the array center under free-�eld conditions
is:

pcenter =
eikr0

kr0
(1)

where k is the wave number, and i =
√
−1. The output

of SHB can be derived as a function of direction Ω (Song
et al., 2007).

w(Ω) =
N∑

n=0

n∑
m=−n

Pnm

Rn(ka)
Y m

n (Ω) (2)

where a is the radius of the hard measurement sphere,
Y m

n are the spherical harmonics, and N is the maximum
order of spherical harmonics (Williams, 1999). Park and
Rafaely (2005) suggested that the maximum spherical
harmonics order in SHB should be limited to N ≤ ka, i.e.
frequency dependent, in order to avoid noise originating
from the high-order spherical harmonics. The pressure
coe�cients Pnm in the spherical Fourier transform are
de�ned as (Song et al., 2007):

Pnm ≈
M∑
i=1

cip(Ωi)Y m∗
n (Ωi) (3)

where "*" represents complex conjugate, M is the num-
ber of microphones in the array, and ci is the weights
applied to the individual microphone signals p(Ωi) at the
direction Ωi. The radial function Rn is de�ned as (Bow-
man et al., 1987):

Rn(ka) = 4πih(1)
n (kr0)

[
jn(ka)− j

′

n(ka)
h′(ka)

h(1)
n (ka)

]
(4)

Here, jn is the spherical Bessel function, h
(1)
n the Han-

kel function of the �rst kind, and j
′

n and h
(1)′

n are their
derivatives with respect to the argument. This shows

FIG. 1. The distribution of beam-focused directions along the
integration sphere.

that the directional distribution of spherical waves can
be obtained by dividing the pressure coe�cients Pnm by
the radial function Rn in the spherical Fourier domain.
If the goal is to make the beamformer output to be the
free-�eld pressure at the center of the array (Eq. 1) when
focused on the monopole source, then we have to scale the
beamformer output by the following factor (Song et al.,
2007).

4πeikr0

(N + 1)2kr0
(5)

This enables estimation of the correct sound pressure
contributed from a focused direction, and thereby it pro-
vides a way of calculating directional contributions in-
duced by both direct sound from individual loudspeakers
and re�ections from walls and physical objects located in
the room.

2. Integration of beams on a sphere

In order to recreate a 3D sound �eld information using
SHB, the contribution from individual focus (beam) di-
rections have to be integrated. This requires determining
a spatial resolution, with which the beamformer can sep-
arate major sound sources in space. For example, if the
sound �eld is generated by a complex physical structure,
the spatial resolution of SHB should be �ne enough to
catch spatial detail of the sound �eld produced. Denot-
ing by θ the angular radius of the beam, a single beam
(focus direction) covers a circular area of diameter 2θ

3
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FIG. 2. Spatial resolution as a function of spherical harmonics
order.

equal to the resolution. The number of directions (Np)
covering the full sphere can then be calculated as:

Np =
2

1− cosθ
(6)

In the present study, six loudspeakers were placed in a
listening room and they will have to be simulated by
SHB. A spatial resolution of 2θ = 20◦ should be �ne
enough to render the spatial images of the sound �eld. In
order to cover the full sphere, 132 directions are required
according to Eq. 6.
To distribute these 132 directions evenly on a sphere of

integration, the directions were initially placed randomly
on a unit sphere. Subsequent iterations involved �nding
the two closest points and then moving them apart with
a prede�ned step size. The optimal number of iterations
was found by inspecting the resulting directional distri-
bution visually, and the same coordinates were used for
integrating beams for all loudspeaker excitations. Fig. 1
displays the distribution of points on a unit sphere, which
represents the directions resulting from these iterations.
The normalized directivity pattern of SHB, WN (Θ),

can be formulated as (Rafaely, 2004):

WN (Θ) =
N + 1

4π(cosΘ− 1)
[PN+1(cosΘ)− PN (cosΘ)] (7)

where Θ is the angle between the focused and the consid-
ered direction, and P is the Legendre polynomial. The
resolution is calculated from the point -6 dB below the
maximum amplitude of the calculated directivity. Fig.
2 shows the spatial resolution of SHB as a function of
spherical harmonics order and indicates that higher or-
ders of spherical harmonics should be used to achieve bet-
ter spatial resolution. To obtain a spatial resolution of
20◦, the spherical harmonics up to the 11th order should
be taken into account according to Fig. 2.
In Song et al. (2007), an order limiting criterion N ≤

Nmax modi�ed after Park and Rafaely (2005) is employed
to avoid noise from higher spherical harmonics orders.

Since the number of spherical harmonics, (N+1)2, should
not exceed the number M of microphones in order to
achieve good sidelobe suppression, the maximum order
of spherical harmonics was decided to be Nmax = 7 in
the previous study where 64 microphones were used. The
same way of limiting orders is used in the current investi-
gation except that the maximum order of spherical har-
monics is set to Nmax = 11 due to the desired spatial
resolution with the known cost of increasing sidelobes at
high frequencies.

3. Frequency dependent beam width correction

The spatial resolution of SHB processing is dependent
on the order of spherical harmonics employed, and an
overlap of adjacent beams cannot be avoided due to the
integration procedure outlined in II.B.2. One possible
way of avoiding overlaps between beams is to change the
number of directions for the integration process accord-
ing to the spatial resolution calculated from the order
of spherical harmonics. But, this may be not be prac-
tical since it requires more computation than a simple
frequency weighting function. Therefore, it is proposed
that the response error caused by di�erent overlapping
beams is calculated, and the inverse function of that is
compensated for during the integration of beams.
The response error due to overlapping beams was cal-

culated by simulating a monopole sound source in the
frontal direction, subsequently integrating beams over a
full sphere as described in the previous section, and com-
paring that with the true response. The design frequency
is de�ned by ka = Nmax, leading to

fd =
NmaxC

2πa
(8)

where C is the speed of sound. For the microphone ar-
ray used in this study, the designed frequency is 2.7 kHz.
Response errors up to the design frequency were compen-
sated for during the spatial integration of beams, but the
errors at the higher frequencies were not because they
are caused by spatial aliasing and not predictable.
The calculated response error as a function of fre-

quency is shown in Fig. 3. The error increases at low
frequencies as a result of the greater beam overlap, and
the curve has a staircase shape due to di�erent orders
of spherical harmonics being applied dependent on fre-
quency. A correction �lter was obtained by taking the
inverse of the function displayed in Fig. 3, and was ap-
plied to the calculated BRIRs.

4. Binaural auralization of a multi-channel setup using SHB

The procedure to derive binaural signals from SHB
measurements was described in Song et al. (2007) for the
free �eld situation. In the current investigation, however,
the re�ections in a listening room have to be taken into
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FIG. 3. Response error caused by di�erent beam widths.

account, and this necessitates modi�cations of the pro-
cedure. An overview will be given in this section for the
general procedure to simulate binaural signals from the
measurements performed in a 3D sound �eld.
If t(Ωi) is the Frequency Response Function (FRF)

from a loudspeaker in a listening room to each micro-
phone position on the sphere, the coe�cients of the loud-
speaker FRF's spherical Fourier transform Tmn can then
be obtained by the following equation (Song et al., 2007).

Tnm ≡
M∑
i=1

cit(Ωi)Y m∗
n (Ωi) (9)

Substituting Eq. 9 in Eq. 2 yields the directional re-
sponse of the beamformer to a unit excitation of the
speaker.

s(Ω) =
N∑

n=0

n∑
m=−n

Tnm

Rn(ka)
Y m

n (Ω) (10)

The directional impulse response can then be obtained by
taking the inverse temporal FFT of s(Ω). The binaural
room response of the ith loudspeaker in a multi-channel
setup can now be calculated as:

bli =
Np∑
p=0

si(Ωp)finvhl(Ωp)

bri =
Np∑
p=0

si(Ωp)finvhr(Ωp) (11)

where bli and bri are the binaural room responses, si

is the directional impulse response function of the ith
loudspeaker in the direction of Ωp, finv is the beam-width
correction �lter (see II.B.3), and hl and hr are the HRTF
of the left and right ear. The BRIRs can be obtained by
taking the inverse temporal FFT of bli and bri.
The BRIRs of individual loudspeakers should be con-

volved with the input signal of each loudspeaker, and

subsequently summed in order to calculate the binaural
signal at both ears. The input signal of each loudspeaker
will be dependent on the reproduction mode, which will
be detailed in the following sections. Typically, a BRIR
database is required to utilize a real-time convolution
program with a head-tracking system, and the database
should contain the contributions from all loudspeakers
in a multi-channel setup. This was achieved by treat-
ing the BRIRs of individual loudspeakers as if they were
the input of loudspeakers in the reproduction modes (e.g.
phantom mono, stereo, surround) employed in this study.

III. METHOD

A. Subjects

Sixteen normal-hearing listeners between the age of 27
and 55 (15 male, 1 female) participated in the exper-
iment. All listeners were employees of Brüel & Kjær
Sound & Vibration Measurement A/S. The subjects'
hearing thresholds were checked using standard pure-
tone audiometry in the frequency range between 0.25 and
6 kHz and it was required that their pure-tone thresholds
should not fall more than 20 dB below the normal curve
(ISO 389-1, 1998) at more than one frequency. None of
the thresholds exceeded 20 dB hearing level except a sub-
ject who had 30 dB hearing level at one frequency. The
subjects were also screened for known hearing problems
and they were not paid for their participation. The sub-
jects were not exposed to the sounds employed prior to
the experiment.

B. Apparatus and stimuli

1. Experimental setup

The experiment was carried out in a small listening
room with sound-isolating walls and ceiling. The listen-
ers were seated in a height-adjustable chair. They were
instructed to look straight ahead, and were not allowed to
move their head in the �xed-head condition. They were
instructed to rotate their head continuously within ±30◦
while listening to stimuli in the rotating-head condition.
Their head movement was monitored through a window
placed between the control room and the listening room.
The subjects were told in the beginning of each listening
test whether they had to rotate their head or not. The
computer installed in the control room generated sound
signals indicating the progress of the experiment as well
as breaks.
A computer with a sound card (RME DIGI96) was

used to transfer digital sound signals to an external D/A
converter (RME ADI-8 DI). The sound was played with a
sampling rate of 48 kHz and delivered via an electrostatic
headphone (Sennheiser HE60) connected through an am-
pli�er (Sennheiser HEV70) with a �xed volume control
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to assure constant gain. An external ampli�er (t.c. Elec-
tronic Finalizer) was installed between the headphone
ampli�er and the D/A converter, and used for calibrat-
ing the playback level. A 500-Hz sine tone with a full
scale was generated, and its level was checked to be 94
dB SPL at the left ear of the dummy head when the
calibration tone was played with the phantom mono re-
production mode in the frontal direction. This ensured
that the setup could be restored in case of some hardware
changes.

Subject's head rotation was measured by a head
tracker (Polhemus Fastrak) connected to a computer us-
ing an RS-232 connection. The receiver was attached to
the headphones, and the transmitter was positioned on
the table in front of the listeners. The update rate of the
head tracker was 120 Hz. A real-time convolution soft-
ware (customized for this kind of experiment by AM3D
A/S) was employed to convolve the program materials
with the selected BRIRs according to the subject's head
rotation and to switch between di�erent BRIR databases
corresponding to di�erent reproduction modes. The pro-
cessed BRIRs had a length of 500 ms, and contained im-
pulse responses from −30◦ to +30◦ of head rotation with
an angular step size of 2◦. In total there were 6 reproduc-
tion modes and 2 processing modes, which led to 12 BRIR
databases, and they were loaded to the real-time convo-
lution software before the listening experiment started.
Two types of databases corresponding to the two di�er-
ent head motility conditions were generated, and the type
of database was selected by the listening test program.
The maximum response time of the real-time convolution
software to movements of the listener's head is guaran-
teed to be 15 ms at a 44.1 kHz sampling rate, which is
su�cient for the current investigation.

The experiment was controlled by a customized soft-
ware developed in C#. The software read the session �les
to assign a subject to the de�ned session, controlled the
real-time convolution software to select the program ma-
terial and to switch between BRIR databases, collected
subjects' responses, and wrote the responses into text
�les.

2. Program materials

Two musical program materials, i.e. one pop and one
classical, were selected from commercially available CDs,
and they are listed in Table I. The classical music has a
duration of 5:46 and the pop song of 4:41 min. The mu-
sical excerpts were repeated until the subjects completed
their judgment of all reproduction modes presented on a
given trial. The two program materials were selected to
investigate whether their di�erent musical content, spa-
tial information, and recording techniques in�uenced the
perception of spatial attributes as well as of overall qual-
ity as a function of the various reproduction modes.

L R

LS RS

LL RR

2.1 m

30°

45°

110°

FIG. 4. The loudspeaker con�guration in the multi-channel
setup: left (L), right (R), left-of-left (LL), right-of-right (RR),
left surround (LS), and right surround (RS).

3. Reproduction modes

The following equations were used to calculate the in-
put of the four loudspeakers from the stereo program
materials:

YL = XL + (1− w)XR

YR = XR + (1− w)XL

YLS = (XL −XR)s

YRS = (XR −XL)s (12)

where XL and XR are the stereo signals, w is a coe�-
cient determining the width of the stereo image, and s is
a coe�cient adjusting the level of surround channels. No-
tice that 'phantom mono' (identical signals being played
through the stereo speakers) can be computed by using
w = 0 and s = 0, and 'wide' stereo by using w = 1 and
s = 0 while feeding the signals to the outer loudspeaker
pairs, LL and RR (see Fig. 4). Six di�erent reproduction
modes (phantom mono, weak stereo, stereo, wide stereo,
weak surround, and surround) were generated by select-
ing proper values of w and s, and the loudspeakers to play
(see Table II). This selection of reproduction modes was
made in order to create a wide range of spatial perception
changes, and thereby the comparison between the two au-
ralization methods based on dummy head measurements
and SHB can be conducted more generally.

C. Measurements

The three di�erent types of measurements using a mi-
crophone, a dummy head and a spherical microphone
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TABLE I. List of musical program materials used

Type Title Album Track Artist

Pop Rapunzel Before These Crowded Streets 2 Dave Matthews Band

Classical

Concerto for bassoon Instrumental and 8 Christoph Graupner

2 violins, viola, vocal music vol. 1

and continuo in

B �at major, Allegro

Name w s Speakers

phantom mono (PM) 0 0 L,R

weak stereo (s) 0.5 0 L,R

stereo (S) 1 0 L,R

wide stereo (WS) 1 0 LL,RR

weak surround (snd) 1 0.5 L,R,LS,RS

surround (SND) 1 1 LL,RR,LS,RS

TABLE II. List of reproduction modes

array were performed in a listening room. The room
complies with the IEC 268-13 (1985) standard, which
describes an "average living room" acoustically, and has
dimensions of 2.8×4.2×7.8m (H×W×L). Six loudspeak-
ers (Genelec 1031A) were positioned at 2.1 m from the
center of the setup, and their positions are shown in Fig.
4. The microphone, the two ears of the dummy head,
and the center of the spherical microphone array were all
1.25 m above the �oor, aligned with the tweeters of the
loudspeakers. Four of the six loudspeakers were arranged
in accordance with the ITU-R BS.775-1 (1994) standard:
two additional speakers (LL and RR) were placed at±45◦
to generate a wider stereo image than the standard one
based on ±30◦ angular separation.
Since the microphone array and the required hardware

was available for a very limited time only, time data were
recorded to permit changing some of the analysis param-
eters without repeating the measurements. The input
and output time data were recorded by means of the
Data Recorder in the Brüel & Kjær PULSE software
(type 3560) with a frequency range of 6.4 kHz for the
microphone array, and 25.6 kHz for the microphone and
the dummy head. The microphone and the dummy head
signals were low-pass �ltered during the calculation of
impulse response functions to have the same frequency
range as the array measurements. The loudspeaker in-
put was random pink noise, and the measurement was
done one loudspeaker at a time. The impulse response
functions (IRF) were calculated using the auto-spectrum
and cross-spectrum of input and output and taking the
inverse FFT of the calculated FRF using Matlab.

The monaural room impulse response functions were

measured at the center position of the setup using a
1/2-in. pressure �eld microphone (Brüel & Kjær type
4134). The microphone was placed at 90◦ incidence to
the loudspeaker during the measurement with the help
of two laser beams mounted in the room. The mea-
sured IRFs were compared with the simulated ones to
validate the IRFs obtained using SHB. The BRIRs of
each loudspeaker were measured by placing an arti�cial
head (VALDEMAR; Christensen and Møller, 2000) at
the center of the loudspeaker setup. The dummy head
was rotated from −30◦ to 30◦ with a 2◦ angular step size
to allow the rotation of the subject's head during the
experiment. The dummy head measurements were com-
pared with the ones calculated from SHB. The HRTFs
employed in this study to perform binaural synthesis us-
ing SHB were taken from a database containing arti�cial-
head HRTFs measured with a resolution of 2◦ (Bovbjerg
et al., 2000; Minnaar, 2001), using the same dummy head
as the current study.
The IRFs of each loudspeaker at the microphones of

the array were obtained by positioning a spherical mi-
crophone array at the center of the setup. The position
of the microphone array was adjusted carefully so that
the sound pressure mapping generated by the beamform-
ing process could localize the correct angular position of
each loudspeaker. The array with a radius of 14 cm con-
sisted of 64 microphones (1/4 in. microphone, Brüel &
Kjær type 4951) that were evenly distributed around a
hard sphere in order to achieve the constant directivity
pattern in all directions (see Fig. 5). In total, six loud-
speaker positions and 64 microphones produced 384 im-
pulse response functions. The headphone transfer func-
tions (PTF) have been measured in connection with an
earlier study (Song et al., 2007), and theses PTFs were
applied inversely to the synthesized binaural signals in
this study.

D. Procedure

1. Loudness equalization of the reproduction modes

If one attribute, particularly loudness, is dominant over
others perceived in the stimuli, this may a�ect subjective
judgments during the experiment. It is often desired to
minimize such attribute dominance, especially when the
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FIG. 5. The array consisting of 64 microphones placed on the
hard surface of a sphere having a 14-cm radius. The dots on
the sphere indicate the microphone positions.

dominant attribute is not the subject of investigation.
To this e�ect, the loudness of the six reproduction modes
was equalized by performing a listening experiment using
the method of adjustment (MA) with �ve normal hearing
subjects.

The same user interface as in the main experiment (see
Fig. 6) was presented to the subjects. The top scale was
always 'phantom mono' (PM in Table II) based on the
dummy head measurement, and served as the reference.
The slider was positioned in the middle of this scale and
disabled. The attribute to be judged was identi�ed as
loudness on the screen, and the two end points of each
ruler were labelled as "softer" and "louder". The volume
of the selected reproduction mode was changed accord-
ing to the slider position (see Fig. 6). The subject was
instructed to adjust the slider for each scale until the se-
lected reproduction mode had the same loudness as the
reference. The equalization was done for each program
material. The subjects were instructed to �x their head
position while they were listening to the stimuli. The
order of the reproduction modes and the program ma-
terials was randomized across subjects. Fig. 7 shows
the average loudness ratings as a function of reproduc-
tion mode. The upper graph shows the results from the
dummy head measurements marked as HATS, and the
lower from the spherical microphone array measurements
marked as SHB. Similar results were obtained for the
classical and pop musical excerpts, though the loudness
ratings for the classical music were slightly higher on av-
erage than those of the pop music. In general higher rat-
ings were acquired when surround channels were active
(see the reproduction modes snd and SND). It can also
be seen that the phantom mono reproduction mode (PM)
based on SHB were perceived louder than that based on
the dummy head synthesis, and it may be due to the
e�ect of sidelobes. The channel gains were calculated
as a function of reproduction mode and processing mode

(HATS/SHB) based on the average loudness ratings, and
were applied to the playback channels during the main
experiment.

2. Training

There was a training session prior to the main exper-
iment. The goal of the training was that the subjects
become familiar with the experimental procedure, musi-
cal excerpts, and reproduction modes. Three attributes
("width", "spaciousness", "preference") were selected for
the training, and di�erent musical excerpts were used
when judging each of these attributes. To achieve this,
one additional pop music sample was selected, and the
presentation sequence of the musical excerpts was ran-
domized. The subjects were asked to �x their head while
listening to the stimuli. For training, three reproduction
modes were presented in a random order, and they were
PM (phantom mono), S (stereo), and SND (surround).
It was required that the subjects should be able to

distinguish between phantom mono and stereo to partic-
ipate in the main experiment. If subjects were not able to
distinguish these in the �rst training, they repeated the
training session once more. Three out of original nine-
teen subjects were screened out based on this criterion.
After the training, the subjects had a chance to discuss
their listening experience with the experimenter.

3. Main experiment

The experiment consisted of two head motility condi-
tions, i.e. �xed and rotating, to investigate the in�uence
of head rotation on the audio quality of the auralization
using SHB. Half of the subjects started judging the music
samples in the �xed-head condition, and the other half
in the rotating-head condition to minimize any order ef-
fects.
Quanti�cation of two speci�c auditory attributes,

width and spaciousness, as well as of overall preference
was achieved by asking subjects to rate their subjective
impression on the rating scales like those shown in Fig.
6 by positioning a slider, which assigned a value between
0 to 100. The attribute to be judged was pointed on the
top of the page, and a set of scales were displayed be-
low. Each scale had two end points, which were "narrow"
and "wide" for width, "like a cigarette box" and "like a
church" for spaciousness, and "not preferred" and "pre-
ferred" for preference. De�nitions of the two attributes as
given by Choisel and Wickelmaier (2007) were presented
to the subjects prior to the experiment. The subjects
were allowed to choose their own criteria to judge overall
preference.
The two processing modes (HATS, SHB) and six re-

production modes resulted in twelve scales being pre-
sented to the subjects on a given trial. Next to each
scale, there was a corresponding button, which served to

8
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FIG. 6. The user interface employed in the experiment.
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FIG. 7. Loudness judgments on average for the six repro-
duction modes. Top: results for binaural synthesis based on
dummy-head measurements; bottom: based on SHB auraliza-
tion.

activate the selected reproduction mode. The activation
of the selected reproduction mode resulted in a cross-
fading from the previous BRIR database to the selected
one. The three attributes and the two program materials

required six trials per session, run either in the �xed or
the rotating-head condition. The six trials were divided
into three groups within which each group the same at-
tribute was presented in two trials with the two musical
excerpts. These three groups of trials as well as the two
program materials within a group were presented in a
random order to the subjects. The subjects were allowed
to take a short break of 1 minute after each trial, dur-
ing which they stayed in the listening room. A longer
break of 10 minutes was taken outside of the listening
room after every other trial. The subjects spent approx-
imately 1.5 hour per day working on each head motility
condition, resulting in 3 hours total.

IV. RESULTS

In this section, the simulated room responses are com-
pared with the measured ones both monaurally and bin-
aurally to show any potential physical level di�erences
caused by the beamforming process. Furthermore, the
di�erences in perceptual quality between the two process-
ing modes (HATS, SHB) are analyzed based on the rat-
ings of auditory attributes in the listening tests. Notice
that any discrepancies in perceptual quality emerging in
the experiment may also be in�uenced by the procedures
used in the real-time convolution software employed.

A. Comparison of measured and simulated responses

The validation of the SHB processing was conducted by
comparing the measured and simulated room responses

9
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FIG. 8. Measured monaural room impulse response of the
loudspeaker placed at 30◦ to the left (L).
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FIG. 9. Monaural room response of the loudspeaker placed in
30◦ to the left (L): measured with a microphone (Microphone)
and synthesized using SHB (SHB).

monaurally and binaurally. First, the IRFs from the loud-
speaker input to the microphones used in the dummy
head and the spherical microphone array were calculated.
An example of room IRFs measured by a microphone
and normalized by the peak value is shown in Fig. 8. A
signal-to-noise ratio (SNR) of 60 dB is achieved in the
measurement, and it can be seen from the noise part of
the response after 0.3 second.
For the SHB calculation, the IRFs measured by the

64 microphones placed on the hard sphere were used as
an input to the procedure. The monophonic room im-
pulse responses were calculated by integrating the beams
covering a full integration sphere, scaling the output by
the inverse function of the beam-width e�ect, and subse-
quently taking the inverse FFT of the output signal (see
II.B.2 and II.B.3). The BRIRs were also calculated by
taking into account HRTFs while integrating the individ-
ual beams (see II.B.4).
The simulated and measured mono room responses

were compared in the frequency range from 0.1 to 6.4
kHz, and an example for the loudspeaker placed 30◦ to
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FIG. 10. Binaural room responses of the loudspeaker placed
in 30◦ to the left (L): measured with a dummy head (HATS)
and synthesized using SHB (SHB).

the left hand side (L) is displayed in Fig. 9. There is
good agreement between the measured and simulated re-
sponses up to the designed array frequency, i.e. 2.7 kHz in
this case, and the error grows towards higher frequencies.
This may be due to high sidelobe levels caused by spatial
under sampling at high frequencies. This tendency was
the same for all loudspeakers.
The binaural room responses simulated by SHB for the

same loudspeaker are plotted together with the measured
ones in Fig. 10. The head was placed in the frontal direc-
tion for this comparison. The same tendency is observed
as for the monophonic measurements in that the curves
are quite similar, and the response errors increase at high
frequencies. These investigations con�rm that binaural
auralization using SHB produces binaural signals physi-
cally close to the measured ones while greatly saving time
when measuring a 3D sound �eld.

B. Scaling of auditory attributes

The ratings of the three auditory attributes were aver-
aged across the 16 subjects for each reproduction mode
in the two processing modes (HATS, SHB) and 95%-
con�dence intervals were determined. The outcome is
shown in Figs. 11 to 14. The results of the dummy head
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FIG. 11. Sound quality ratings of the pop music excerpt in
the �xed-head condition. Top: overall preference; center: spa-
ciousness; bottom: width. Dashed line: SHB processing; sold
line: HATS synthesis.

measurements (HATS) are drawn with solid lines, and
those of SHB with dashed lines. Notice that the graphical
scales presented to the subjects were coded with values
from 0 to 100, while the �gures display a range between
10 to 80 to emphasize the e�ects.

When the pop music was presented in the �xed-head
condition (see Fig. 11), as in all other conditions (see
Figs. 12 - 14), the six reproduction modes di�ered
markedly in preference, and in the ratings of the two
spatial auditory attributes. The signi�cance of this ef-
fect of the experimental manipulation was con�rmed by
performing a three-factor analysis of variance (ANOVA;
Montgomery, 2004) with the 6 reproduction modes, the 2
processing modes (SHB, HATS), and the 3 attributes all
constituting within-subjects factor. This analysis indi-
cated a highly signi�cant e�ect of the reproduction mode
[F(5, 75) = 13.38, p < 0.001], which incidentally was
of similar magnitude in all other conditions studied (see
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FIG. 12. Sound quality ratings of the classical music excerpt
in the �xed-head condition. Data arranged as in Fig. 11.

Figs. 12 - 14). Furthermore, largely similar curves were
obtained for the two processing modes, but the SHB pro-
cessing produced higher responses than the dummy head
synthesis, particularly for width and spaciousness. The
statistical signi�cance of this discrepancy shows up to a
main e�ect of processing mode [F(1, 15) = 6.51; p =
0.022] in the ANOVA. It may be the e�ect of ghost im-
ages generated by sidelobes, which create the percept of
additional di�useness in the reproduced sounds.

As regards overall preference, the wide stereo (WS)
and the two multi-channel reproduction modes (snd,
SND) were judged quite similarly when comparing the
two processing modes, but the subjects preferred the
SHB processing over the dummy head synthesis in the
three two-channel reproduction modes (PM, s, S). This
may be due to the fact that the additional di�useness
created spatial impressions resembling those produced
by the surround channels. It can also be seen that the
subjects made quite similar responses when asked about
width or spaciousness, and thus for this particular mate-
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FIG. 13. Sound quality ratings of the pop music excerpt in
the rotating-head condition. Data arranged as in Fig. 11.

rial hardly distinguished these two attributes. The par-
ticipants generally preferred the wide stereo (WS) and
the multi-channel reproduction (snd), while they disliked
the reproduction mode with a higher level of surround
channels (SND).

Judging the classical music excerpt reduced the di�er-
ences between the two processing modes (HATS, SHB),
except for judgments of width (see Fig. 12). Here, the
main overall e�ect of processing mode did not reach sta-
tistical signi�cance [F(1,15) = 1.43; p = 0.25], but the
three-way interaction between processing, the reproduc-
tion modes, and the attributes did [F(10, 150) = 1.91;
p = 0.049], indicating that the divergence seen for the
width ratings for the less complex reproduction modes
(PM, s, S; bottom panel in Fig. 12) appears to be signif-
icant.

This indicates that the SHB processing can approxi-
mate listening to the sound �elds recorded with a dummy
head in terms of spaciousness, overall audio quality, and
to some extent, width. For the classical music, the in-
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FIG. 14. Sound quality ratings of the classical music excerpt
in the rotating-head condition. Data arranged as in Fig. 11.

terpretation may be that the e�ect of ghost images only
in�uences the perception of width, but not of spacious-
ness. It can still be seen that the two stereo (S, WS) and
the two multi-channel reproduction (snd, SND) modes
are almost equally preferred while the subjects did not
prefer phantom mono (PM) and the narrow reproduction
(s).

The results discussed so far imply that auditory at-
tributes of recorded 3D sound �elds may be faithfully
rendered by measuring the sound �eld with a spherical
microphone array, and reproducing it in a �xed-head con-
dition. Width is the most sensitive attribute and some-
what a�ected by the beamforming processing, and the
perception of the multi-channel reproduction modes (snd,
SND) was less a�ected than that of the simpler reproduc-
tion schemes. The results seem to be dependent on the
musical excerpts for spaciousness and preference, but not
for width. The e�ect of head rotation will be analyzed
in the following.

When the subjects were asked to rotate their head
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while listening to the pop music excerpt (see Fig. 13),
almost identical responses were obtained for width and
spaciousness. A four-factor analysis of variance with the
two head motility conditions (�xed and rotating) consti-
tuting an additional within-subjects factor revealed no
signi�cant main e�ect of head motility condition [F(1,
15) = 0.02, p = 0.89], as well as no signi�cant interac-
tions of head motility with any of the other factors (p >
0.22). Nevertheless, the preference judgments appear to
show less of an e�ect when compared to the �xed-head
condition. The two multi-channel reproduction modes
(snd, SND) are no longer preferred, and the two stereo
reproduction modes (S, WS) are slightly preferred over
the others.
For the classical music excerpt (see Fig. 14), the two

head-motility conditions again yielded quite similar re-
sults, except for ratings of width (compare the bottom
panels of Figs. 12 and 14). The e�ect of processing
mode in width became smaller in the rotating-head con-
dition. It is also interesting that in the rotating-head
condition spaciousness of wide stereo (WS) and the two
multi-channel reproductions yielded smaller values for
SHB compared to HATS while preference are quite sim-
ilar to the �xed-head condition. This was evident in the
signi�cant interaction of the attribute judged with the
head condition [F(2, 30) = 7.59, p = 0.002].
These results indicate that allowing for head rotation

may modify sound quality judgments to some extent like
seen in the rating of width for the classical music and
of preference for the pop music, but it certainly does
not reveal further di�erences between the two processing
modes (SHB, HATS) when compared to a �xed-head lis-
tening test. The results from these investigations thus
show that binaural auralization using SHB can be used
for reproducing recorded 3D sound �elds while listeners
are allowed to rotate their head freely.

V. DISCUSSION

Recently, it has become a popular strategy in auto-
motive audio engineering to develop target sounds by
modifying the contributions from sub-systems, e.g. the
exhaust, by manipulating level, frequency dominance, or
order balance (e.g. Brassow and Clapper, 2005). This
is done by recording interior sounds in various operating
conditions, decomposing the recorded sounds, and subse-
quently modifying the decomposed sounds. This strategy
helps to de�ne realistic target sounds through a series of
subjective listening tests in which automotive experts or
potential customers may participate.
A Noise, Vibration, and Harshness (NVH) simulator

improves the process of de�ning target sounds by deliv-
ering the right context and enabling back-to-back com-
parisons (e.g. Jennings et al., 2007). Such simulators
employ source-path-contribution analysis (Schuhmacher
and Tcherniak, 2006) to estimate the transfer paths from
sub-systems to both ears of a dummy head, and thereby
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FIG. 15. Proposal for the binaural auralization of a 3D sound
�eld using spherical harmonics beamforming (SHB). For de-
tails, see text.

provide methods of synthesizing vehicle sounds by modi-
fying the measured transfer paths from each component.
This process typically requires to measure sets of

FRFs from the de�ned point sources to both ears of a
dummy head placed in a car cabin, and measuring source
strengths during a variety of operating conditions. It is
very time consuming work to prepare such data for a
NVH simulator, and it may not be feasible at all to mea-
sure FRFs at a large number of head-rotation angles to
allow for head rotation during a listening experiment. By
contrast, when a spherical microphone array is placed in
a vehicle instead of a dummy head, much more e�cient
transfer function measurements can be made, and FRFs
at di�erent head-rotation angles may easily be calculated
by the procedure outlined in this study. The proposed
method will also be useful to record interior noise during
on-road testing, and to reproduce it with a head-tracking
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system in a laboratory. Note that this is not possible
with traditional methods, such as dummy head record-
ings, since it is nearly impossible to replicate the exact
operating conditions, background noise, and road noise.
Thus, a procedure for deriving binaural signals from

spherical microphone array measurements has been de-
veloped and experimentally validated to enable audio en-
gineers to reproduce 3D sound �elds binaurally based on
"one-shot" measurements. Since the procedure utilizes
beam steering to derive binaural signals dependent on
the listener's head rotation, no physical rotation of the
measurement devices is required in contrast to typical
dummy head measurements. The details of the proposed
method will be given in the following.
Fig. 15 shows the �ow of the calculation proposed

here. First sound pressure signals are measured at each
microphone of the array, and the SHB processing is ap-
plied to steer the beam toward each direction that is de-
�ned for the distribution of beams over a full sphere (see
II.B.2). The output of the beamforming (PSHB(f)) is
scaled to produce the correct free-�eld pressure contribu-
tion (Ps(f)) from a given direction in the absence of the
array. The corresponding pressure time data, Ps(t), are
calculated by taking the inverse FFT of Ps(f). The bin-
aural signals contributed from the single direction (Pli(t),
Pri(t)) can be acquired by convolving the free-�eld pres-
sure with the HRTF for that direction. The HRTF can be
selected from the closest measured points in the database
or interpolated between the two nearest points (Algazi
et al., 2004). Finally, the binaural signals of the whole
3D sound �eld (Pl(t), Pr(t)) can be obtained by summing
the individual binaural signal contributions and subse-
quently applying the correction for the beam width.
The method proposed in this study is not limited to

a speci�c type of sound �eld, and therefore can be used
to record sound �elds like a listening room or a vehicle
interior. On the other hand, the presence of the array
may in�uence the characteristics of the original sound
�elds in some cases, and it is recommended that the size
of a spherical microphone array be approximated to the
average size of human heads to minimize such e�ects. It
is planned to apply the suggested algorithm directly to
automotive sounds �elds, and to perform a series of lis-
tening experiments to prove that the technique can repro-
duce automotive interior sounds with the aid of a head-
tracking system while preserving the original auditory
scenes as well as the overall quality of the sound �eld in
a car cabin.

VI. CONCLUSION

1. A theoretical method for integrating beams formed
by spherical harmonics beamforming (SHB) over a
sphere was proposed to include direct transmissions
from sound sources to the listener's position as well
as re�ections from walls and physical objects in a
room. The contributions from individual beams

were convolved with the HRTFs of a dummy head
in the same direction, and subsequently summed to
generate binaural signals. As a �nal step, the e�ect
of di�erent beam widths dependent on frequency
was simulated, and an inverse �lter of the simulated
response was applied to scale the binaural signals.

2. This procedure of binaural auralization using SHB
was validated by comparing measured and sim-
ulated room frequency responses (both monaural
and binaural) for individual loudspeakers. It was
found that there is good agreement in the frequency
range between 0.1 to 6.4 kHz, and response errors
grow above the designed array frequency due to the
e�ect of sidelobes.

3. A listening experiment was performed to validate
the procedure, i.e. to show that the SHB aural-
ization yields similar results as does binaural syn-
thesis based on measurements made with a head-
and-torso simulator. When subjects were asked to
rate auditory attributes elicited by a multichannel
loudspeaker array, by and large, the two auraliza-
tion methods produced quite similar results. For a
pop music sample investigated, however, subjects
judged the width and spaciousness of the stimuli
processed by SHB to be slightly higher than with
the synthesis based on the dummy head measure-
ments, and thus preferred the SHB processing over
the dummy head synthesis in the three two-channel
reproduction modes (PM, s, S). This may be due
to the fact that the additional di�useness caused
by sidelobes created spatial percepts in the two-
channel reproduction modes similar to what the
surround channels did. On the other hand, both
processing modes (HATS, SHB) produced similar
responses for preference judgments. When the sub-
jects judged a classical music excerpt, the di�erence
between the two processing modes became even
smaller for spaciousness and preference.

4. No signi�cant e�ects of head rotation was observed
except that the preference for the pop music re-
production scenarios became less discriminated and
that the two processing techniques resulted in more
similar subjective width ratings for the classical
music in the rotating-head condition.

5. The implications of the current study in terms
of practical bene�ts for sound-quality engineering
were outlined and a procedure for deriving binau-
ral signals using SHB for binaural synthesis was
sketched. The suggested procedure can be applied
to situations in which more e�cient recording of
3D sound �elds is required or where de�ned oper-
ating conditions cannot be repeated for measuring
an entire set of head rotation angles, e.g. when
auralizing on-road vehicle testing.
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