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Abstract

In this thesis, the performance investigation of packetises in both a stan-
dalone UMTS network and a UMTS network coexisting with othetworks

is undertaken. The investigations are concerned with thfeeance of a sin-
gle link. Apart from objective performance metrics such asaput and delay,
subjective measures of user perceived QoS are also useal Ame emula-

tion platform that uses a combination of simulated and reélvark protocols
has been developed to enable both subjective and objeatiestigations from
the user’s perspective.

With regard to a standalone UMTS network, detailed emutatesults are
given concerning the performance enhancements due to Ykeatenecha-
nisms that control UMTS link layer retransmissions. Theautlssshow that
the maximum number of retransmissions is the most detenhfaator, and
setting it to three or more eliminates TCP retransmissiatsgaves optimal
performance (up to 85% improvement in the goodput). The chpaTCP
spurious retransmissions and the improvements due toadewreposed TCP
extensions such as Eifel are also investigated. Eifel [&a83% improvement
in the goodput while DSACK improves the performance by o$alwhen
out of order delivery is employed at the RLC layer. However,the delay
spike cases, the improvements are less than 9%.

The impact of inter-system handover and associated bofféeichniques,
including a new technique called intermediate buffering,different TCP
extensions when UMTS coexists with other networks are tnyated. Full
buffering during handover can lead to the worst performaasecompared
with no buffering at all, and intermediate buffering givee best result. Eifel
improves the performance when the handover delay is smdlfidhbuffer-
ing is employed, but it causes up to 34% degradation in thelgatowhen
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full buffering is not used. SACK has no effect on full bufiegiand on cases
where timeouts occur. However, it leads to a significant drgpto 30%) in
the goodput for the upward handover cases, and up to 11%aseia the
goodput for the downward handover cases.

Finally, usability experiments are carried out to see iféhis any notice-
able trend in user perceived quality of service and if sdyefsubjective mea-
sures are in line with objective measures of quality. The'siperceived qual-
ity ratings are mostly in line with objective quality meassyy justifying the
use of objective measures for quality of service invesioget

This thesis tries to give a holistic view of packet servicef@enance by
considering the impact of different protocol layers andrigkhe end user into
account. Operators and service providers can make use oéshéts within
this thesis to configure their network and enhance the sequality they offer
to their subscribers.
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Dansk Resume

Denne afhandling undersgger performance af pakkekoblkeakcss i dels
et isoleret UMTS netveerk og hvor UMTS koeksisterer med ameteaerk,
med fokus pa den enkelte link. Bade objektive performande sd&om nyt-
tekapacitet og pakkeforsinkelse pa den enkelte link, ogektibe mal for
brugerens oplevelse af servicekvalitet (QoS) indgar i usmigelsen. Til for-
malet er der udviklet en realtids emuleringsplatform somytter en kombi-
nation af simulerede og virkelige netvaerksprotokoller.

For detisolerede UMTS netveerk vises der detaljerede emgkresultater
for performance forbedringer fra flere forskellige mekares der kontrollerer
UMTS data linklags retransmissioner. Resultaterne visdeemaksimale an-
tal retransmissioner er den mest bestemmende faktor, ogwaiksimum pa tre
og derover eliminerer TCP retransmissioner og farer tilroat performance
(op til 85% foragelse af nyttekapaciteten). Indvirkninggnvilkarlige TCP
retransmissioner og forbedringer fra flere anbefalede T@/delser, sdsom
Eifel algoritmen, er ogsa undersggt. Eifel algoritmen fgit83% forbedring
i nyttekapaciteten hvorimod DSACK kun forbedrer performeamed 14% for
“out-of-order delivery” konfigurereti RLC laget. | tilfsedd med kortvarige og
store pakkeforsinkelser er forbedringerne imidlertid dnenend 9%.

Et andet undersagt omrade er indvirkningen fra intersystandover, og
de relaterede buffering teknikker, pa de forskellige TCRidelser i det til-
feelde UMTS koeksisterer med andre netveerk. Specielt erralaraggt en ny
teknik benaevnt “intermediate buffering”. Fuld bufferingder handover kan
fare til meget lav performance sammenlignet med fraveer #i€bng, mens
“intermediate buffering” giver de bedste resultater. Edlgoritmen forbedrer
performance nar handover forsinkelsen er lille og fuld ériffg anvendes,
men den forringer nyttekapaciteten med op til 34% nar fultfdoing ikke
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anvendes. Brugen af SACK har ingen indvirkning pa fuld krfig og i de

tilfeelde hvor der forekommer TCP timeouts; dog i tilfeeldetdvhandover til
stgrre deekning kan der forekomme en vaesentlig nedgangkaytaciteten pa
op til 30%, og modsat en forggelse pa op til 11% for tilfeeldetirhandover
til mindre daekning.

| tilfgjelse til de objektive undersggelser er der foretagjesperimenter
omkring sakaldt brugervenlighed for at checke om der er ndgsd i bruger-
ens oplevelse af servicekvalitet, og i sa tilfeelde hvord@subjektive malinger
er i overensstemmelse med de objektive malinger af kvaliRdsultaterne
viser at brugerens oplevelse af kvalitet for det meste erravsstemmelse
med de objektive malinger, hvilket dermed validerer brugkabjektive ma-
linger for undersggelser af servicekvalitet.

Afhandlingen forsgger at give et holistisk billede af penfiance for pakke-
koblede services ved at sammenholde indvirkningen af éligke protokollag
0g ved at tage brugeren i betragtning. Operatgrer og séeverandgrer kan
anvende resultaterne i denne afhandling til konfigurerfridpaes netveerk og
dermed forbedre den servicekvalitet de tilbyder deres adater.
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Preface

This PhD. thesis is a result of a three and half years projactex] out at
the Cellular Systems (CSys) division, now known as the RAREdio Access
Technologies) Section, in the Department of Electronid&ys, Aalborg Uni-
versity, Denmark. The research work has been conductedallglawith the

mandatory course work, teaching and project work obligestio order to ob-
tain the PhD. Degree. The study has been supervised by Boofessben E.
Mogensen (Aalborg University), Dr. Jeroen Wigard (Nokiatwerks) and

Associate Professor Troels B. Sgrensen (Aalborg Uniyarsit

The research has been co-financed by Nokia Networks Aalb& &hd
by the Future Adaptive Communication Environment (FACH) #re Center
for TelelnFrastruktur (CTIF) Perceived Quality of ServioeHeterogeneous
networks (POSH) projects at Aalborg University. Specificdhe first half of
the project that mainly deals with stand alone UMTS netwasKsanced by
Nokia Networks and the FACE project. The second half of thegeut that
is concerned with UMTS networks in a heterogeneous settilgadso user
guality perception is co-financed by Nokia Networks and tB&SH project.

The thesis is divided into six main parts, namely Introduct{Part I),
Background Material (Part 1), UMTS (Part Ill), Heterogeuos networks (Part
V), Subjective Quality (Part V), and Conclusion (Part Part | introduces
the thesis and presents the overall objectives and cotiorisu Part Il intro-
duces basic packet service provision concepts in UMTS dateceprotocols.
Part Ill presents performance results that are concerndd avstand alone
UMTS network, while Part IV focuses on results concerning T8vhetwork
performance in a heterogeneous environment. The impachefveork’s be-
haviour on user’s perceived quality of service is the sulgpé@art V. Finally,
Part VI gives overall concluding remarks.
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Throughout this report citations are in the form of “[refece number]”,
where the reference number is an entry in the bibliographghvwtan be found
near the end of the thesis. Multiple references are citeaaridrm “[reference
1, reference 2;..]”. The availability of all online refexss has been confirmed
after the compilation of this thesis. A list of the acronynsed in this thesis

is given at the beginning. Five appendices are includedeagtid to provide
supporting information to the main chapters.
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Chapter 1

Introduction

In this thesis we investigate the quality of packet servia¥ision in Universal
Mobile Telecommunications System (UMTS) networks. We silrt with
introductory material as well as a summary of the overalithebjectives in
this chapter.

The purpose of a data communication network, be it local alevarea,
wired or wireless, is to enable the access of different pesdevices. And dif-
ferent services are characterised by different requirésnarterms of a com-
bination of some key performance parameters. The most tiapiqrarameters
are the required data rate, maximum tolerable delay (andurtation, known
as delay jitter), and the maximum acceptable informatiss tatio 1] (please
refer to Appendix A for a definition of some basic networkiegns).

The delay and packet loss requirements for some commoncseris
shown in Figure 1.1. As can be seen from the figure, serviogs asl Voice
over IP (VoIP) are very sensitive to delays but they tolesat@me packet loss.
On the other hand, services like File Transfer Protocol (FCER not tolerate
packet loss at all but are not that sensitive to delay. Dafféservice categori-
sations exist based on these two basic characteristicsdgeky and packet
loss), the simplest being Real Time (RT) or Non Real Time (NRIRT ser-
vices can tolerate long delays while RT services are vergites to delays.
Other categorisations are described in detail in the corciragters.

3
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Figure 1.1: Typical delay and packet loss requirements of common ss{adapted
from[1]).

The collective effect of service performance that deteawithhe degree of
satisfaction of a user of a service is known as Quality of Ber¢QoS)[2].
It is an umbrella term that is used to cover several aspedtsedfervice such
asavailability, performancereliability andsecurity Proper provision of QoS
means the proper matching of the network capabilities, ifierdnt require-
ments of several services, and the users (who have differguirements and
also different purchasing power). Through proper QoS o, users will
get a guarantee about the services they access, in accerd@&hovhat they
are willing to pay. Operators and service providers wilbde able to opti-
mise their systems to users’ need and hence increase thefue

1.1 Evolution of Radio Access Technologies

The mobile telecommunication industry has grown rapidlgmyithe past few
decades, specially after the launch of Global System foriddbommuni-

cations (GSM). GSM enabled voice traffic to go wireless arst @rovided
limited data services such as Short Message Service (SMBhata rates up
to 9.6 Kilo bits per second (Kbps). During the same time, titerhet penetra-



1.1. EVOLUTION OF RADIO ACCESS TECHNOLOGIES 5

tion rate has grown tremendously, from a mere 0.4% worldevpienetration

in 1995 to 14.9% in 2005, and over 50% penetration rate in rBasbpean
countries[3]. This widespread use of the Internet has propelled the growt
of multimedia data services such as web browsing, videastirgy, video
conferencing and online gaming.

The General Packet Radio Service (GPRS) added a Packeh8diteS)
core network on GSM Circuit Switched (CS) networks, makiame of the
Internet services such as Multimedia Messaging (MMS) anld lr@wsing
accessible via mobile networks. The GPRS air interfaceroffiepeak data
rate of 21.4 Kbps per time slot, and multiple time slots canged by a given
user. Theoretically, 8 time slots can be used at once givipgak data rate
of 171 Kbps, but average data rates of GPRS under realidtonieload are
in the range of 30-40 KbpkY. The Round Trip Time (RTT) experienced by
packets within a GPRS network is in the order of 500 to 700 ms.

Enhanced Data Rates for Global Evolution (EDGE) is an adtb@PRS
that increases the theoretical peak data rate per time glod 59 Kbps (8
time slots per user giving a maximum theoretical peak dataab474 Kbps)
using new modulation and coding schenfgls Under realistic network load
conditions, the average data rate offered by the EDGE arfexte is around
128 Kbps, and typical RTT values range from 200 to 500 @6hsEDGE pro-
vides better data rates than GPRS, and hence able to provigeadvanced
data services such as video telephony. However, like GRRI®Ses not sup-
port multiplexing of services with different quality reqements over a single
connection, e.g. voice, video and packet data.

In order to overcome the limitations of the afore-mentiosgstems, and to
make the data services that are available on the Internduatheérmore pro-
vide other new services, the Third Generation (3G) systeere \wroposed.
3G networks provide higher data rates of up to 2 Mega bits ¢ersd (Mbps)
(with average user data rates in the range of 200-300 KhpggrIRTT values
in the range of 150 mg7] and multiplexing of services with different quality
requirements over a single connect{@h. They offer bandwidth on demand,
and can satisfy the delay requirements from the delay-benseal time traf-
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fic to the best effort packet data. The most widespread 3@ atdns UMTS,
which is based on a Wideband CDMA (WCDMA) air interface. UMM&-
works are currently deployed in most of western Eurfle The Third Gen-
eration Partnership Project (3GPP) is in charge of the stashtion of 3G
and its evolutions.

High Speed Downlink Packet Access (HSDPA) is an evolutiod®ITS
where advanced modulation, coding, and scheduling teaksi@re used to
optimise the Down Link (DL) air interface utilisation based the channel
quality [8]. HSDPA provides lower RTT in the range of 50 0] with
theoretical peak data rates of 14 Mbps, and up to 2 Mbps asetata rate
under practical conditions. High Speed Uplink Packet AsqgtSUPA) is
the HSDPA equivalent for the Up Link (UL), and it offers thebcal peak
data rates of up to 5.8 Mbps, with realistic average valuagpaio 2 Mbps.
The combination of HSDPA and HSUPA is referred to as High 8peacket
Access (HSPA).

With the goal of achieving a very low RTT of about 10 fig; 14 and
ideal peak data rates of up to 100 Mbps in the DL and 50 Mbpsentuh
(corresponding practical values in the range of 2-3 timas o HSPA), the
Evolved UMTS Terrestrial Radio Access Network (EUTRAN)stardisation
process has been started by the 3GP8. The EUTRAN will be a full-
fledged PS network, and currently existing CS services haeetreplaced
with their PS equivalents (for example, voice servicesugroVolP).

Figure 1.2 summarises the peak data rate and RTT offeredeomdbile
communication systems described above.

1.2 Motivation

UMTS is one of the first mobile networks that is designed withiSQiffer-
entiation in mind, and as such is more flexible towards serpiovision[8§].
The QoS differentiation framework has already been stahskzd and the de-
ployment of commercial UMTS networks has already startedeabeginning
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Figure 1.2: Peak DL data rates and average RTT values for different telcigies.

of this PhD study14]. Due to these reasons, the focus of this project has been

put mainly on packet service provision in UMTS rather thasmdther network
technologies described in the previous section.

Proper packet service provision is an interplay of seveealvarking en-
tities and protocols working together to give the user axteservices in a
transparent way. The task is even more complicated in maktworks such
as UMTS as compared with wired networks due to several facgoch as
the highly varying characteristics of the wireless chamasulting from inter-
ference and mobility. Packet service performance in UMTBnisroved by
using mechanisms that operate at different layers in the ciahmunication
protocol stack (Appendix A).

At the link layer, Forward Error Correction (FEC) and Autdind&Repeat
reQuest (ARQ) mechanisms are used to make the wireless lim& neliable
[15; 16; §. FEC adds redundancy to the packets that are being trardmaiit
that the receiver is able to correct errors that might ocduteathe packet is
traversing the wireless link. ARQ, on the other hand, retyune retransmis-
sion of erroneous packets, in case FEC can not correct tbese@imulation
based studies conducted[ih7; 18; 19; 20 have shown the effectiveness of
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the ARQ mechanism employed in UMTS. However, previous ssi@ither
did not model the link layer protocol of UMTS in detail or theged very sim-
plistic modelling for the higher layer protocols and thustpcol interactions
were not properly addressed.

Transmission Control Protocol (TCIP31] is the most widely used trans-
port protocol in the Internd@2; 23. Originally designed for wired networks
(based on the main assumption that packets are lost onlyochetwork con-
gestion), TCP’s reliability and congestion control medbars are not optimal
for wireless network$24]. There are several TCP extensions such as TCP
Selective Acknowledgement (SACK25], Duplicate SACK (DSACK) and
Eiffel [26] that try to optimise TCP’s performance in a wireless netwark
28; 29. Previous studies concerning the evaluation of theserdifteTCP ex-
tensions mostly are based on very simplistic link layer nioded also they
used simulated TCP stacks, which might differ consideré&talsn real world
implementations.

UMTS networks are currently (being) deployed in environtsemhere
GPRS networks already exist and Wireless Local Area NetsvOr¢¥L ANS)
are becoming very accessible via WLAN hot spots in publibgahg places
such as cafeE30]. Thus, inter-operability issues between UMTS and other
technologies is an area of active resed@h; 32; 33; 34. However, most
of these studies are concerned with the implementationft#rdnt handover
mechanisms that try to reduce the handover delay ratheritkiestigate the
impact that handover has on quality of packet services.

Most studies concerning packet service performance ardbas simu-
lations where the QoS is identified by objective performamegrics such as
delay and throughput. However, such studies fail to addressnd user who
is the final judge of the service quality. And in the few stisdihere the user’s
subjective quality metrics are assessed, 435136; 31, the wireless network
is modelled as a simple packet intercepter (delay and/qr plackets).
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1.3 Obijectives

The main objective of this Ph.D. study is:

" To investigate how network protocols (algorithms + parame-
ters), and network conditions affect the quality of non real time
packet data services over UMTS Release 99 networks, and to do
so from the user’s perspective.”

By “user’s perspective” it is meant that the study is conedrwith the per-
formance of a single connection and that we also addresssthé&s perceived
quality.

The objective is addressed through the investigation of:

Link layer issues: The Radio Link Control (RLC) layer of UMTS provides
a versatile ARQ mechanism and our focus is on optimising et$qo-
mance for packet services.

Transport layer issues: The focus here is to optimise the performance of
TCP by investigating TCP extensions proposed to combabpaence
degradation in wireless networks, taking the UMTS link lagso into
account.

Inter-System handover: As mentioned previously, inter-operability of UMTS
with other networks is an important aspect of packet serpiedor-
mance. As such, the focus here is the optimisation of packeice
performance in a heterogeneous network environment inlwdiaser
may be handed over from a UMTS network to another networkica v
versa, during a certain service session.

Subjective quality: The focus here is the investigation of the impact of the
network behaviour on the user’s perceived QoS and see itithedive
measures map with objective quality measures.
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1.4 Assessment Methodology

Evaluation of the performance of different services rugroxer wireless net-
works can be done in several ways: mathematical analysmjlaiion, live
testing, emulation or a combination.

Analytical modelling is the most logical step to get somaghson the
service performance aspects. However, it turns out to beplmneven for a
network as simple as a tandem netw[8E]. Due to this, simplified analytical
models are mainly used as the starting point for performimgkation studies.

Simulation offers a simple solution where several scesatam be inves-
tigated in a relatively short amount of time. Studies thau®on lower layer
issues usually employ detailed modelling of the wirelessnclel accompa-
nied with simplified models of higher layers, while the opp®$s done for
higher layer investigations. However, widely used simaistsuch as NS-2
[39], usually utilise abstract implementations for the wholenmek protocol
stack, which could differ significantly from real world ingrhentations (e.g.
TCP versions used in NS-2 vs. Linux TCP). On top of that, satiah tools
usually ignore the effects of operating systems, other waeatly running
processes and memory overheads. This could turn out to beotileneck
rather than the network protocols themsell4d.

Live tests could be performed either on isolated test-bedsen on a real
network. Though live testing avoids the problem of usingti@z$ network
protocols and entities, the fact that it is almost imposstbl change the im-
plementations of the different network protocols or paramnsettings just for
studying the performance of services limits the scope sfitiethod. Perform-
ing live tests can also be very expensivResults are not reproducible because
of the conditions of the live network could vary consideydibbm one test run
to another, which makes it difficult to conduct parametemnosation tests.

1Drive testing, where advanced test phones are driven arentetwork while measure-
ments are made are traditionally used to access qualityureraents by operators. However,
such tests are undertaken mostly only as a response toveegastomer feedback, due to the
expenses incurred1].



1.4. ASSESSMENT METHODOLOGY 11

Emulation uses a combination of simulated and real netwartopols and
components. The parts of the network that are being evalw@tesimulated
while the other parts are used as in real systpds 43. The advantage of
emulation over simulation is that real End to End (E2E) Qafliss can be
performed with the aid of end users, and the advantage aeetelsting is that
it is cheaper, and to some extent, it allows the replicatioexperiments. For
these reasons, the results in this thesis are generategjthemulations.

The general setup under which the results in this thesisarergted from
is shown in Figure 1.3. As can be seen from the figure, two iiffesettings
are used during the experiments. In the first case, objestiwdies are per-
formed without the involvement of the user and in the secas® @nd users
are involved to gather subjective results through theingst
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N\ Y o~
: i
N . N s
N - L &
~
\
~
N
N
~ N
~
&\
~
,f’% ~
KA
‘90 Q ~
% ~
~
~
~

Figure 1.3: Assessment scenario.
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1.5 Contributions

This PhD. study started with the design and implementatfan WMTS net-

work emulation platform using which all the investigatidnghis thesis are
performed. The thesis tries to give a holistic view of padestice perfor-
mance by considering the impact of different protocol layand taking the
end user into account. Operators and service providers sarthe results
presented in this thesis for enhancing the service qualgy offer.

The main contributions of this dissertation are:

e Optimised UMTS link layer for TCP performandéhe different param-
eters that govern the UMTS RLC protocol's ARQ mechanism leenb
optimised for non real time services that employ TCP. Thalteshow
that RLC’s ARQ is very efficient. The maximum number of rewauis-
sions is the main factor that determines the performanaksatting it
to three or more eliminates TCP timeouts and gives optinzallte

e TCP settings to combat against spurious retransmissiotMiTS.The
new-Reno, SACK, DSACK, Forward Acknowledgement (FACK) and
Eifel extensions of TCP has been compared with regard topagnce
in a UMTS network that is prone to spurious retransmissiensed by
packet reordering and delay spikes. Eiffel is found to bg effective
against packet reordering but the improvement againsy dglikes are
not as effective.

e Enhanced TCP performance in heterogenous networkise perfor-
mance of different TCP extensions in UMTS networks when UMTS
coexists with GPRS and WLAN networks has been investigatatew
buffering scheme called intermediate buffering for haredtas proposed
and its performance is compared with no buffering and fuffdnng
schemes. The results show that intermediate bufferingsgive best
performance for most of the investigated cases.

e Understanding of user’s perception of packet service dquadlisability
experiments have been carried out for web browsing andmsinggser-
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vices in standalone UMTS network and a heterogenous netemrk

prised of UMTS and WLAN. The subjective ratings of the testrss
were mapped with objective quality measures such as delhypand-

width. Itis found that the different user’s ratings mostiyree with each
other, and that the subjective rating are in line with thezotiye mea-
sures.

The findings from this PhD. study were presented to the reseammu-
nity in the following articles:

e O. Teyeb, M. Boussif, T.B. Sgrensen, J. Wigard and P.E. Meggn
“RESPECT: A Real-time Emulator for Service Performancel&ation
of Cellular neTworks”, in the 82 IEEE Vehicular Technology Confer-
ence (VTC), September 2005.

e O. Teyeb, M. Boussif, T.B. Sgrensen, J. Wigard and P.E. Meggn
“Emulation Based Performance Investigation of FTP File Dimads
over UMTS Dedicated Channels”, Lecture Notes in Computézsrige
(LNCS) 3420, April 2005.

e O. Teyeb, M. Boussif, T.B. Sgrensen, J. Wigard and P.E. Meggn
“The Impact of RLC Delivery Sequence on FTP Performance inl&V
the 8" International Symposium on Wireless Personal Multimedien€
munications (WPMC), September 2005.

e O. Teyeb, T.B. Sgrensen, J. Wigard and P.E. Mogensen, “Siuge
Evaluation of Packet Service Performance in UMTS and Hgtsteous
Networks”, the 24 ACM International Workshop on QoS and Security
for Wireless and Mobile Networks (Q2SWinet), October 2006.
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1.6 Thesis Outline

The rest of this thesis is organised as follows:

Chapter 2 presents a general description of packet service provisioMTS
networks. Specifically, the UMTS network architecture, Qtfferentiation,
and Radio Resource Management (RRM) are discussed. Rewdtleasstrong
background in UMTS could skip this chapter without loss aftoauity.

Chapter 3 gives background material on the TCP protocol. The basics of
TCP data flow, reliability mechanisms such as retransmmssamd congestion
control, as well as TCP SACK behaviour are given. This chapteld be
skipped by readers familiar with TCP.

Chapter 4 describes the UMTS RLC protocol. Data transmission withi t
RLC and the different mechanisms that control RLC'’s religbare discussed.

Chapter 5 evaluates the impact of the RLC protocol on TCP performaAce.
detailed emulation study along with a simplified analyticaldel is presented,
using which optimal RLC parameter settings are suggested.

Chapter 6 evaluates the performance of different TCP extensionsreghard
to spurious retransmissions that occur in a UMTS networke Gauses of
spurious retransmissions in UMTS networks and TCP extesdioat try to
mitigate their impact are discussed. The performance cktlegtensions are
evaluated through emulation studies.

Chapter 7 investigates the performance of packet services in UMTSnwhe
UMTS coexists with GPRS and WLAN networks. The performassee of
inter-system handover in heterogeneous networks is disdusThe perfor-
mance of three buffering schemes on different TCP extess®mrvaluated
through emulation studies.

Chapter 8 presents the results from usability tests that were coeduct de-
termine the perceived quality of packet services in UMTS hetkrogenous
networks. The design of the usability experiments are gsed followed by
the analysis of the user ratings and their mapping with abgquality mea-
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Sures.

Chapter 9 summarises the main findings from this PhD study and gives an
outline of future research topics.
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Chapter 2

Packet Service Provision in UMTS

WCDMA is awide band Direct Sequence (DS) Code Division MuétiAccess
(CDMA) system, where user information is spread over a wiaedwidth by
multiplying the user data by spreading cofiéls WCDMA is the air interface
of choice for UMTS. The support for variable bit rates, fastver control and
soft handover makes it possible for UMTS to support a rangenfices with
different QoS requirements.

Since this thesis is concerned about packet service peafwenin UMTS
Release 99, an understanding of packet service provisiodMimS networks
is pivotal to follow the rest of the report. As such, an ovewiof some of the
entities, protocols, and mechanisms that are necessaprdper packet ser-
vice provision within a UMTS network is given. Section 2.4&g an overview
of UMTS system architecture. The basics of QoS differeiatiain UMTS is
described in Section 2.2. Section 2.3 is about RRM in UMTSakly, the
main points in this chapter are summarised in section 2.4ad&s familiar
with UMTS can skip this chapter without loss of continuity.

19
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2.1 The UMTS System Architecture

A simplified overview of the architecture of a UMTS networksisown in
Figure 2.1. The system consists of three major parts: UseipBwent (UE),
UMTS Terrestrial Radio Access Network (UTRAN) and Core Netk( CN).
The UE represents the mobile device. The UTRAN handles rathted func-
tions and is comprised of multiple Radio Network Sub-systéRNSSs), each
consisting Base stations (NodeBs) and a Radio Network Gibertr(RNC).
The NodeB is the access point to the network, and also previicted RRM
functionality such as fast power control. The RNC, on theeptiand, is the
main entity responsible for RRM The CN is responsible for the switch-
ing and routing of data connections to external networksasal for keeping
databases that are used to manage users.

Uu Tu
I I
I I
| ||| NodeB N\ |
I | RNC I
| NodeB /I/ |
| Hub T Tur |
|
NodeB
: \i\ RNC :
| NodeB -1 s |
I I
UE | UTRAN | CN
I |

Figure 2.1: Simplified UMTS architectures] .

The UE, UTRAN and CN are interconnected via well defined fatees,
and each entity employs protocol(s) with clearly definegoesibilities. Fig-
ure 2.2 shows a simplified diagram of the protocols involvegroviding a
packet service over a UMTS network, and the corresponditigesnthat ter-
minate these protocols. Note that the CN contains sevetdiesnsuch as
Gateway GPRS Support Node (GGSN) that utilise a protocokgtaat can go
up to the Internet Protocol (IP) layer or higher, but theyraseshown here for

1In HSDPA, the NodeB takes over most of the RRM functionalftihe RNC.
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the sake of simplicity.

The UMTS protocol stack is designed with the Open Systenesdohnection
(OSI) reference modé¢#4] in mind, and as such each protocol has a well de-
fined responsibility. The most important protocols in the UB/user plane are
the RLC, Medium Access Control (MAC) and Physical (PHY).

The RLC protocol is responsible for the segmentation antstrassion of
upper layer data. RLC provides retransmission mechanisatsiitigates the
losses encountered on the air interface. The details of i@ rRtransmission
mechanisms are given in Chapter 4.

The MAC layer is responsible for multiplexing/de-multipieg data from/to
upper layers. It is responsible for reporting the UE’s buffecupancy to the
RNC for packet scheduling purposes. MAC also controls data lfly noti-
fying the RLC the Protocol Data Unit (PDU) size that it has &2 w@and the
number of PDUs that can be sent based on the current seleatedatle.

The PHY layer is responsible for transmitting the data ohwerdir inter-
face. It performs operations related with the actual datastmission over the
air interface such as FEC coding , Cyclic Redundancy Che&)Gor error
detection, and interleaving to reduce the impact of buastamission errors.

Application
Server

APPLICATION

Figure 2.2: Simplified UMTS user plane protocol stack.
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2.2 Quality of Service in UMTS

One of the major advantages of UMTS, as compared to 2G systen(GSM,

is the extended capability for supporting QoS. QoS is defasetthe collective
effect of service performances which determine the degfeatsfaction of

a user[2]. In order to provide users with a given E2E QoS, UMTS uses a
layered bearer service architecture.b@areris an information transmission
path of defined capacity, delay, bit error rate etc., arimbarer servicas a
type of telecommunication service that provides the cdipyabf transmission
between access point45]. The UMTS bearer service layered architecture,
as shown in Figure 2.3, consists several layers of serviddstiae E2E ser-
vice being at the top-most layer. This service is realisethieyuse of bearer
services which themselves may use underlying bearer gstvic

Generally, QoS management is needed because differentatppis have
different traffic characteristics and also differing demswon network perfor-
mance parameters such as bandwidth, delay and error ratex&wople, RT
applications are very sensitive to delay, while NRT appiass such as file

: UMTS '

TE MT RAN CNTu CN TE

EDGE Gateway
NODE

End-to-End Service

I I | | | | | | |
TE/MT Local UMTS Bearer Service External
Bearer Service Bearer Service
I | | | | |
Radio Access Bearer CN Bearer
Service Service

I I I I [ I
Radio Bearer RAN Access Backbone
Service Bearer Service Bearer Service
[ 1 [ 1
UTRA Physical
FDD/TDD Bearer
Service Service

Figure 2.3: UMTS QoS architectur46].
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transfer are more sensitive to transmission errors. Int@dio this, users
have different quality standards, while some users mayrddggh resolution
as their main requirement from a video transmission, otmagregard a high
frame rate as the most important factor. Another importhaatracteristic of
the traffic generated by various applications is the traffinmetry?.

In 2G systems, such as Global System for Mobile communicaiiGSM),
the provided QoS is fixed and not negotiable. Thus, a delangigve appli-
cation, such as e-mail, would consume the same amount afneesoas that of
a delay sensitive voice transmission. This results in sgppdications having
more than enough resources allocated, while others havanigty, creating an
overall inefficient system. UMTS overcomes these deficesnby grouping
the different services under fo@oS classegalso known agraffic classes
[46; 47:

Conversational: The conversational class is characterised by bi-direation
and almost symmetric, real-time traffic. This class is thesisbrin-
gent in terms of delay (max acceptable delay of 4004 47) and
jitter (delay variation) requirements, but it is fairly éslnt to packet
loss[46]. Services under this category include conversationakvaia
videophone.

Streaming: The streaming class is characterised by an almost realande
mostly unidirectional DL traffic directed to a human useitediis of
the most importance here, but losses can be tolerated as cotiversa-
tional class. Streamingis also able to tolerate highetgiatelays (upto
10 second$47]) as long as jitter is compensated through buffefilg
Audio and video streaming fall under this class.

Interactive: The interactive class carries traffic where the user requizgt
from a remote server and the response contains the requisiedso
there is more traffic in the UL than in the case of the strearnlags).
Web browsing, voice messaging, and E-mail (server accai)rfder

2|f an application needs more bandwidth for traffic in one clien than in the other direc-
tion, the traffic is said to basymmetric
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this category. Jitter is not that much of a problem in thisglas com-
pared with the streaming and conversational classes. Befaypto few
seconds are also toleratet¥].

Background: If traffic doesn’t have precise delay requirements, it isl dai
be of the background class. This is usually a charactews$tapplica-
tions where immediate action is not required. E-mail (seteeserver),
SMS, and file download are examples of background traffic.magmr
requirement of this class is that data should be receivetbwiterror.

Conversational and streaming traffic are collectively kn@s RT traffic,
while interactive and background are referred to as NRTi¢taAn applica-
tion that is running on a UMTS terminal will have to decide aiof these
QoS classes that it needs as well as handle any renegotaitibie QoS if
the need arisé€s When a request for a certain quality is made by the user, a
database in the CN which contains user profiles is checkedte lfiser’s sub-
scription allows the user to access the requested qualiyaeer of the given
guality is established. Otherwise, the session has eithbe trejected or the
user/application might have to lower its standards andiregulower quality
bearer in order to access the service.

2.3 Radio Resource Management

RRM is the proper utilisation of the radio interface resastcand therefore
plays an important role in proper QoS provision in UMTS. ThamRRM
mechanisms in UMTS ai@]:

Power Control (PC): The UL/DL transmission powers are adjusted so that
no more power than the minimum necessary to guarantee theedq

3In addition to the traffic class, additional bearer servitetaites can be specified such as
guaranteed bit rates, delivery order and transfer delag details of these attributes can be
found in[46].
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Signal to Noise Ratio (SNR) is utilised during transmissitereby re-
ducing interference. The near-far problem that is prevdaleCDMA
based cellular systems is avoided by using a fast poweradhtt op-
erates at a rate of 1.5 Kilo Hertz (KHz), which is fast enougltam-
pensate fast fading on the radio link.

Handover Control (HC): By selecting the most optimum cell for a UE to
connect with, UMTS’s HC reduce interference. UMTS suppsaf
handovey which allows the UE to have multiple active links to several
NodeBs during handover, thus avoiding breaks on ongoirsjcses.

Admission Control (AC): This is a procedure performed when a UE wants
to start a session. AC checks if the admission of the new dhllbring
down the quality of ongoing calls or reduce the planned cayerof the
system. If so, the new session will be rejected or is givematauality
than requested.

Load Control (LC): When overload situations occur, it is the responsibility
of the LC to bring the system back to target load condition§ dc-
complishes this using several methods such as reducingitbeghput
of packet data traffic, handing over to another carrier on&rep some
low priority sessions.

Packet Scheduling (PS):PS is responsible for scheduling already admitted
NRT calls. Since PS is a very important, if not the most imaot;t
aspect of UMTS packet service provision, its details arernilesd in the
next sections.

2.3.1 Packet Scheduling

The core functionality of the PS in UMTS is located at the RNjle the
NodeB and UE mostly provide measurements that affect theiR&ibnality.

4In hard handoveron the other hand, the connection from a certain access pasrto be
broken before a new connection with another one can be fartmeer-frequency handover
(e.g. between two different cells in GSM) and Inter-systemdover (e.g. UMTS to WLAN)
require hard handover.
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Packet scheduling is done both at treerand thecell level.

2.3.1.1 User Specific PS

The user specific PS is concerned about allocating the ptopesport chan-
nel and bit rate for a given user, considering the curreffi¢creolume of the
concerned connection. In UMTS, there are two kinds of chisAne

Common Channels: These are mainly used for signalling but can also carry
small amount of user data. The main advantage of common el&ann
is that they do not require any setup time. On the downsids;, tlo
not support soft handover (there is a break during cell eetien) and
fast power control (not spectrally efficient for sendinggamount of
data). The common channel in the UL is known as Random Access
Channel (RACH), and the DL common channel is called Forwazd A
cess Channel (FACH).

Dedicated Channel (DCH): These are bidirectional channels, though not nec-
essarily supporting the same data rate in the UL and DL. D(paus
bit rates ranging from a few Kbps up to 384 Kbps. Fast powetrobn
and soft handover is supported, but a setup time of arounddndes
required before data can be transmitted on DCH.

Table 2.1 shows RTT traces gathered in January/Februa® 26 an
operational UMTS network in Aalborg city using tipeng progran?. During
the process, the UE was moved to see the effects of cell otiggleAs can be
seen from the table, while using FACH, there is no setup timelved (i.e. no
substantial difference between the first two ping times @ttaces). However,
when cell reselection happens (the bold line in the FACHeyathere is an

SThere is also a third kind of channel call&hared Channebut it is mainly used in
HSDPA.

6RTT, as defined in Appendix A, refers to the time it takes fomaket to travel from the
sender to the receiver and back, and the ping program measxaetly that. However, RTT
is also the term used if the receiver is returning some otrtggranse than the original received
packet.
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Table 2.1: Ping traces in FACH and DCH modes.
FACH
Pinging trabant.kom.auc.dk [130.225.51.16] with 32 bydédata:
Reply from 130.225.51.16: bytes=32 time=290 ms TTL=239
Reply from 130.225.51.16: bytes=32 time=270 ms TTL=239
Reply from 130.225.51.16: bytes=32 time=350 ms TTL=239
Reply from 130.225.51.16: bytes=32 time=301 ms TTL=239

Reply from 130.225.51.16: bytes=32 time=270 ms TTL=239
Reply from 130.225.51.16: bytes=32 time=1192 ms TTL=239
Reply from 130.225.51.16: bytes=32 time=371 ms TTL=239
Reply from 130.225.51.16: bytes=32 time=270 ms TTL=239

DCH

Pinging www.nokia.com [147.243.3.73] with 128 bytes ohdat
Reply from 147.243.3.73: bytes=128 time=1121 ms TTL=242
Reply from 147.243.3.73: bytes=128 time=221 ms TTL=242
Reply from 147.243.3.73: bytes=128 time=190 ms TTL=242
Reply from 147.243.3.73: bytes=128 time=200 ms TTL=242
Reply from 147.243.3.73: bytes=128 time=190 ms TTL=242

increase of around 0.9 seconds, as FACH does not suppohaudbver (i.e.

data can not be transmitted during the cell reselection).tf@rother hand,
from the DCH traces, it can be seen that there is a setup tid®aeconds at
the beginning of the trace. Since there is a support for softlbver in DCH,

the RTT remains fairly constant even during cell resel@ctio

A UE can be either indle or connectednode. In the idle mode, the UE
is able to receive system information and broadcast message Radio Re-
source Control (RRC) protocol is responsible for estabigithe connections
between the UE and the UTRAN. The UE enters the connected mbdgn
an RRC connection is established, which is basically a &dgionnection be-
tween the UE and the UTRAN to support data exchange betweehigher
layers.
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Cell DCH

Idle
Mode

_J U

Figure 2.4: UE modes and RRC State Transiti¢8k.

\Connected mode

Once in connected mode, the RRC can be in different statesHigeire
2.4) depending on the resources available in the networklendmount and
frequency of data generated from/to the UE. GELL_DCH state a DCH
is allocated for the UE, while iI€ELL_FACHnNo DCH is allocated, and the
UE uses common channels to transmit data. When a long pefrioddaiivity
is detected, the state changesGBLL _PCH or URA_PCH in which case
the UE is accessible only via paging channels and no datanhiasion is
possible. Note that the different states are used in ordgtiltee network and
UE resources efficiently. CELL_PCH and URA_PCH are usefabinserving
the UE’s battery, while CELL_FACH is useful in managing netwresources,
as an allocation of DCH reduces the capacity that can beaaéddor other
users.

The decision whether to be in CELL_DCH or CELL_FACH statealats
on the activity level of the UE and whether there are enougbuees avail-
able to allocate a DCH. Traffic volume measurements are usebkbctide
the activity level. Figure 2.5 gives one example of a possibiplementa-
tion. In the figure, two threshold values are used: a low tiokkto trigger
CELL_FACH to CELL_DCH transition and a high threshold tager bit rate
upgrade. When the buffer occupancy passes the lower thdesitb the UE
in CELL_FACH, a transition to CELL_DCH is made. When the leufbccu-
pancy increases further and passes the upper threshohit tate is upgraded.
Note that we have assumed that there is enough system gafmaltow the
CELL_DCH transition and the bit rate upgrade. When the wigfempty for a



2.3. RADIO RESOURCE MANAGEMENT 29
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Figure 2.5: Selection between CELL_FACH and CELL_DCH states.

given period of time, known dsactivity Time the connection is downgraded
to use the CELL_FACH mode again.

Figure 2.6 demonstrates this concept using measuremeiisré®m the
same network that was used to gather the traces in Table B RFT mea-
surements are performed continuously on a live UMTS netwurile increas-
ing the packet size from 1 to 400 bytes, and the channel besad is also
logged. From the abrupt reduction in the RTT, it can be cafexuthat the
CELL_FACH to CELL_DCH buffer threshold used in the netwoskaround
250 bytes.

FACH DCH

1400 - > <
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1200 { —a- Maximum RTT
—— Average RTT

1000 4
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RTT [msec]

Ping packet size [bytes]

Figure 2.6: Measurement results illustrating CELL_FACH to CELL_DCHirsition.
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2.3.1.2 Cell Specific PS

Cell specific PS deals with the sharing of NRT capacity betweiltiple
users, while maintaining the interference levels so thattf&ffic is not af-
fected. Basically, the cell specific packet scheduler gisas the different
traffic in the network. Based on the traffic clagsaffic Handling Priority
(relative importance for handling of Service Data Units (&) of a UMTS
bearer compared to that of other bearers) anditlueation/Retention Prior-
ity (relative importance compared to other bearers for allonatnd retention
of UMTS bearer), different traffic class priorities can bdined’. Based on
these priorities, the bit rate settings, bit rate transgiand ordering of packets
of the users (mainly having NRT traffic) will be affected.

On top of the priorities assigned for a specific traffic, défet PS algo-
rithms can be used to distribute the system capacity in acieffiway. Al-
though the UMTS PS algorithms have not been standardiseéd,ane some
well known algorithms from the open literatuis]:

Fair Throughput: Users will have equal throughput wherever they are lo-
cated, i.e. users with low Carrier to Interference ratiol@fll get
more resources.

Fair Resource: The same amount of power is allocated to the different users
and same amount of time is given to each user, i.e. each usseqeal
resource.

C/l based: Users with a good C/I get more priority than low C/I users. Max
imum system capacity is attained at the expense of fairness.

"Traffic handling priority is only relevant to interactiveaffic, while allocation/retention
priority is an optional feature that can be used for all @assAllocation/retention priority is
an issue in admission control while traffic handling pripig relevant during data flow.
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2.4 Summary

This chapter has provided an overview of packet serviceigpiamvin UMTS.
The UMTS system architecture along with the protocols andhaerisms for
providing proper QoS were described.

Release 99 UMTS uses centralised architecture where NoaeBssed
for accessing the network and RNCs control the radio ressurtink and
physical layer protocols are available that take care oftriwesmission and
reliability details of connections. In order to facilitattee proper provision
of QoS, UMTS allows the differentiation of different flowsaviraffic classes
and several other bearer parameters, using which the RNGateedule the
different flows accordingly.

Data transmission in UMTS can be carried using either comohamnels
or dedicated channels. The choice of which channel to usendispon the
amount of data to be transmitted, and the available systgracag. While
common channels are fast and do not require setup time, tieegpactrally
inefficient and hence not useful for sending large amounatd.dOn the other
hand, dedicated channels require a considerable setupbtitrage spectrally
efficient, as they support fast power control. Hence, theynawst suitable for
transmitting larger amount of data.






Chapter 3
Transmission Control Protocol

More than two decades of ongoing modifications and optincisathave made
TCP the most widespread transport protocol for computevors. Nowa-
days, most of the Internet traffic is comprised of TCP flows.PT&verages
about 95% of the bytes, 90% of the packets, and 80% of the flowthe
Internet{22; 23. TCP is intended for use as a highly reliable host-to-hast pr
tocol between hosts in packet switched computer commuarcaietworks
[21]. TCP works on top of a non-reliable IP and it provides relighiflow
control and congestion control along with basic data temsthough some
reliability can be achieved through link layer retransnaiss without using
reliable transport layer protocols, link layers do not offengestion control
mechanisms, and as such TCP remains the most viable choicedmctive
and background services in 3G and beyond networks.

In this chapter, we discuss TCP and some of its extensiom$io86.1 de-
scribes the basics of TCP including connection establisit@emination and
data flow. The TCP congestion control mechanisms are destchibSection
3.2. Section 3.3 describes the selective acknowledgeméstison of TCP.
A brief overview of TCP performance in mobile networks isegivn Section
3.4. Finally, Section 3.5 summarises the main points fras¢hapter.

33



34 CHAPTER 3. TRANSMISSION CONTROL PROTOCOL

3.1 TCP Basics

3.1.1 Connection Establishment and Termination

As mentioned earlier, TCP is intended for use as a reliablesport protocol
between two hosts. A connection has to be established betthedwo com-
municating hosts before data transfer ensues. Conneetieradso terminated
properly at the end of the data transfer, to make the sendithgeeiving ports
available for future connections. A pair of sockets, eadcsed by a combi-
nation of an IP address and port number, uniquely identifiéSR connection.
A TCP packet is composed of a header and a payload. The headamally
20 bytes long, but can be as large as 60 bytes if all optiondbfere used.

TCP connection establishment is a three-way handshakeguoe. Figure
3.1(a) illustrates this handshake. The host that is imigathe connection is
known as theclient and the other host is known as teerver At the start
of a connection the client sends a Synchronisation (SYNkgtaavhich is
simply a TCP header with no payload and the SYN flag set. Theirklax
Segment Size (MSS), which is the largest TCP packet, exudutiie header,
that the clientis willing to accept is also specified in tha\§¥acket. When the
server receives the SYN packet, it sends its own SYN pack#t,aslditional
information as in the case of the client's SYN. Additionaltyappends an
Acknowledgement (ACK) to notify the client that the SYN patkhat it has
sent has been received properly. The final step in estatdjighe connection

ACK

SYNIACK/MSS:560 M
Ac
\ AcK

(a)Establishment (b)Termination

-b‘
W

Figure 3.1: TCP Connection Establishment and Termination.
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is the client’s acknowledgement of the SYN packet sent frioeserver. After
this, the connection is ready for data transmission

When the data transmission is done, the connection terromptocedure
is performed. This is shown in Figure 3.1(b). The host thatt&¢o terminate
the connection (which can be either the client or servenisarFinalise (FIN)
packet (a TCP header with the FIN flag set) to its peer host. ithe other
end receives the FIN, it sends an ACK for the FIN. If this enslihamore data
to send and also wants to terminate the connection, it sehtt$ packet (after
sending the ACK, or along with the ACK, as the ACK and FIN arecsfed
by setting different option fields in the TCP headefhe first host then sends
an ACK and after some waiting (to make it possible for the AGKo¢é resent
in case it was lost and the other side has to retransmit thig Eidlconnection
is closed.

3.1.2 TCP Data Flow

Once a connection is established properly, and before theexbion is termi-
nated, data can flow between the two TCP hosts. When TCP escdata,
it checks the checksum included in the header to see if theeiglarror free.
If the checksum is valid, it sends an AGKIf the checksum is not valid, the
packet is discarded. The TCP sender has a timer that it sthds it sends
a packet; if the timer expires before it receives an ACK fattpacket, the
packet is retransmitted. If the receiver gets an out of opéeket, it resends
the ACK that was sent previously. This is calleduplicate ACKand it is used,
as will be described later, in detecting losses and triggamtransmissions.

When data flows between two communicating points, a flow obntech-

1Common channels can be used for carrying out the conneditablesshment handshake
as the packets involved are small (only TCP headers), bucated channels will be typically
required for the actual data transmission.

2Note that due to the full duplex nature of TCP, a TCP connaatam be "half-closed",
i.e. one end can close the connection, but the other end stililloe able to send more data.

3Some TCP implementations delay the ACK for some time. If #oeiver has some data
to send before this time expires, the ACK is included in tlaatiq@t. Also, since the ACKs are
cumulative, if a new packet is received before this timelireg the new ACK is sent instead.
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anism is necessary to limit the amount of traffic that is pagbetween them,
and as such ensure that the sender will not send data at astethan the re-
ceiver can handle. Generally, there are two kinds of flowr@mechanisms,
stop-and-waitaindsliding window{15].

In stop-and-waifflow control, the receiver indicates its willingness to ac-
cept data by sending a request to send or an acceptanceiteeréldee sender
then transmits its data. If an ACK is not received within aegitime, the
packet is retransmitted. If there are several packets t@bg stop-and-wait
will lead to very low link utilisation as the sender will beespding a lot of
time just waiting for ACKs.

In sliding windowflow control, a certain number of packets (called a "win-
dow of packets") are transmitted at once, instead of sendstgone packet
and waiting for its ACK. Each packet has a Sequence Numbe)y 80 the
receiver acknowledges each packet individually, or a scertamber of them
simultaneously. The sender keeps account of the expect&dah@ when it
gets it, it advances the window and will be able to send mota. déhe only
time the sender has to be idle is if all the data in a window leEntsent but
no ACK is received for the first packet in the window. TCP udesdliding
window flow control.

In TCP, the optimal window size is closely related to the catyeaof the
network in bits. This is known as the Bandwidth Delay ProdB&P), which
is the product of bandwidth and RT#9; 530. When the window size is equal
to the BDP, there will be a constant flow of data from the setwiive receiver,
and the link is utilised effectively. If the window size usedsmaller than the
BDP, the link will be under-utilised while a window that isggier than the
BDP might lead to buffer overflow.

A TCP header contains a field called the Advertised Windown@what
is used for reporting the amount of data the receiver is ablandle. Every
time a packet is sent, be it an ACK or a data packet, along withere is
the awnd specifying how much data the sender of the packetillisgvto
accept from the other end. If the receiver’s buffer is fullemht is sending
an ACK, the receiver sets its awnd to zero, which pauses théesdrom
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sending more data. When more space is available in the extsebuffer (for
example, an application layer has finished reading the Huffiee receiver
sends the same ACK as before but with an updated awnd. Thisia&kown
aswindow update The sender resumes the data transfer in response to the
window update.

3.2 Congestion Control and Reliability

Though the sliding window mechanism avoids a fast senden beerwhelm-
ing a slow/busy receiver, it is not concerned with the currestwork con-
gestion level. Hence, the sender can end up using a windesvtsat is
appropriate for the receiver but that might cause congestiadhe network.
TCP uses congestion control mechanisms to make sure thealatthat is
used is within the limits of the current network congestienel [49; 51;
52].

3.2.1 Slow Start

Slow start is a probing algorithm that is used by TCP to measiue link
capacity and network’s congestion state. Basically, itmsatat TCP starts
sending small amount of data and starts increasing its sgndie based on
the rate of ACK reception. TCP uses a parameter called Ctngas/indow
(cwnd) to control congestion. In the beginning of slow stdre cwnd is set
to oné, and it is incremented by one whenever an ACK acknowleddieg t
reception of a new packet is received.

Actually, the term slow start is a misnomer, as slow starti$eto expo-
nential increase in the amount of data that is being senst iShilustrated in
Figure 3.2. The sender uses thanimumof the cwnd and the awnd as the win-
dow size for the sliding window mechanism. The main drawkactow start

4In [24], initial window sizes of upto four packets is suggested,thig has impact only
on the transfer of small data.
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Figure 3.2: TCP Congestion Control.

is the amount of time that is required during start up befaletetwork utili-
sation is reached. If the amount of data that is being trasdnis small, or if
the RTT is large, the effective bandwidth of the link is reeldconsiderably.

3.2.2 Congestion Avoidance

Congestion avoidance is a congestion control mechanisnistbbsely inter-
linked with slow start. Congestion avoidance adds anothgable called the
Slow Start Threshold (ssthresh). At the start of a TCP caimmgccwnd is
set to 1, while ssthresh is set to a high valdgl. Whenever an ACK arrives,
and if the cwnd is less than ssthresh, the TCP connectionilisygtlow start
phase, and the cwnd is incremented by one. On the other Hdahd,awnd is
larger, TCP enters congestion avoidance phase, which rnttakes/nd’s incre-
ment linear instead of exponential. This is usually accashpld by increasing
the cwnd by one every RTT instead of every time an ACK is remf62;
49]). Several occurrences of congestion avoidance are showigime 3.2.
For example, at the!BRTT, the cwnd becomes equal to the ssthresh and TCP



3.2. CONGESTION CONTROL AND RELIABILITY 39

enters a congestion avoidance phase.

3.2.3 Retransmissions

Reliability and congestion control are tightly coupled i@H because TCP
assumes the main reason for packet losses to be congestiatetattion of
a loss invokes a congestion control procedure. As menti@aeler, if an
ACK for a packet is not received within a certain time, TCRagsmits the
packet. The amount of time TCP waits before retransmittimgm@acknowl-
edged packet is known as Retransmission Time Out (RTO). Ti@iRbased
on the RTT. Different networks have different RTT, and evea given con-
nection, due to the variability of the traffic within the netsk, the queueing
delay and the variability of the packet sizes used, the RTFiegdrom time to
time. Therefore, the RTT determination, and hence the RT@ldhe adap-
tive. The most widely used RTO estimation is the one thatappsed ir[53].

The RTO is initially set to 3 seconds, and TCP uses two intdrate vari-
ables known as Smoothed RTT (SRTT) and RTT Variation (RTTYARup-
date it for each RTT sample. When the first RTT sample is gathéhe SRTT
is set to the measured RTT, the RTTVAR is set to half of thad, the RTO is
set to three times the measured RTT. Afterwards, the vasadrke updated for
each incoming sampldR(i)) using the following equatiofs

RTTVAR) — Z « RTTVARI — 1)+
%x SRTTi— 1) — R()| 3.1)
SRTTi) — EZBXSRTT(i—l)Jr%xR(i) (3.2)
RTQ) — maxSRTTi)+4xRTTVARI),1)  (3.3)

5In practice, the RTO is usually not allowed to be lower tharegain value. In many
operating systems, the lower limit for the RTO is around 1 (sscshown in Equation 3.3),
while Linux allows a 200 ms RT@54].
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The ssthresh is set to half the amount of outstanding daa (iumber
of bytes between the timed out packet and the last transhptieket) , and
the cwnd is set to 1 after a time out, as shown in Figure 3.2eal i RTT.
This is because TCP assumes a timeout to be a good indicdtioetwork
congestion, and starts the probing process all over again.

When a timeout occurs, TCP doubles the RTO before retratisgithe
unacknowledged pack3]. If a timeout occurs again, the RTO is doubled
again. This continues potentially until the RTO reachesratlaround one
minute in most implementatiorig9], after which it is kept fixed. This tech-
nique is known agxponential back-ofdnd is essential in keeping the network
stable when sudden overload causes packets to be droppaduBNy, if there
is still no successful reception after a certain time, 2-8utes depending on
the TCP implementations, the connection is ré46k.

3.2.4 Fast Retransmission and Fast Recovery

When TCP receives three or more duplicate ACKs in a row (dugattket
loss or heavy reordering in the path), it assumes that theectoed packet

is lost and it will retransmit it, even if the retransmissitomer is below the
RTO. This is known adast retransmission The basic version of TCP that
implements the functions of slow start, congestion avatdaand fast retrans-
mission is known as TCPahoe[55]. In Tahoe, the sender acts the same way
after fast retransmission as in the case of a timeout, ogv slart after adjust-
ing the ssthresh and cwnd.

A duplicate ACK is an indicator of possible network congestbut it is
not as strict as a timeout. If the receiver is sending dufdi&CKs, it is
because it is getting packets with higher SN than the migsaget, i.e. there
is still some room in the path for data flow. TE¥nois an improvement of
Tahoe that utilises this fa€b5]. After fast retransmit Reno enters congestion
avoidance phase instead of slow start.

Reno also enhances Tahoe by addtagt RecoveryThe duration between
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the retransmission of a packet due to triple duplicate AQk&the arrival of a
non duplicate ACK signifying the reception of the concerpadket is known
asrecoveryperiod. On entering the fast recovery phase, Reno setsttiress
to half of the outstanding data, and cwnd is sessthresh+ 3. The cwnd is
increased by three because each duplicate ACK is interpastan indication
of a packet reaching the destination. For each duplicate AGK arrives
during the recovery period the cwnd is incremented by on&imgaReno’s
cwnd to inflate temporarily. This will make it possible for feto send new
data while waiting for an ACK for the retransmitted packet.n&d a non-
duplicate ACK arrives (i.e. the missing packet is propeglyaived now), cwnd
will be set to ssthresh. In Figure 3.2 at thé™BTT, triple duplicate ACKs
were received and the sender enters the recovery phaseg tigecwnd, is
inflated for a while for each incoming duplicate ACK. When &e€K for the
retransmitted packet is received at th&"ZTT, the cwnd is deflated back to
the ssthresh value and congestion avoidance is resumed.

If multiple packets are dropped, TCP Reno leads to multipét fetrans-
mits (which means a considerable reduction in the cwnd) en ¢w a timeout
if the multiple losses occur within a window of ddts5]. This is because in
Reno, the recovery phase is left by the reception of any AGK #icknowl-
edges new data, even though that does not acknowledge auteanding
packets at the start of the fast recovery. Tig#w-Renas an enhancement of
TCP Reno that avoids this problem by making sure that thevezgghase
is not exited unless all the packets that were outstandirgnvwthe recovery
phase is entered are ACK§sb; 54.

3.3 Selective Acknowledgements

As discussed earlier, the original TCP standd@d]) and the enhancements
Tahoe, Reno and new-Reno use cumulative ACKs, in which ongeguence
delivered packets are acknowledged, and a packet thativedsl out of se-
guence leads to the generation of a duplicate ACK of the lasequence
received packet. When multiple packets are lost within adewn of data or
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when the window size is small, there will not be enough d@cACK to

trigger fast retransmission, so TCP has to wait for a timéafiore retrans-
mitting a packet. On top of that, already sent packets wigihéi SN than the
one that caused the timeout are resent, as the TCP sendérawar@ of out
of sequence packets that are delivered properly. A retressgzn mechanism
is referred to as &o-back-Nif the loss of packeN will lead to the retrans-
mission of every packet with SN greater than N even if theyengoperly

received. TCP’s retransmission is not a pure go-back-N as, fince the re-
ceiver keeps the out of sequence packets in its buffer and Wiedost packet
is received, it cumulatively acknowledges all the packets.

With SACK [25], the receiver can inform the sender about all packets that
have arrived successfully, whether they are received irubobsequence. In
this way, the sender have to retransmit only the packetshitnat been lost.
SACK uses a TCP option that is comprised of a set of ordered péieft and
right edge block numbers that specify the sequence numbbehe @packets
that were received properly. One left-right edge pair t&kbgtes (4 bytes for
one sequence number) and there will be an overhead of 2 lytekehtifying
the option is the SACK option. Thus, a maximum of four lefjhi edge pairs
can be putina TCP header (4*8 +2 = 34), as the maximum size BfdpTions
is 40 bytes in a given TCP header

The operation of SACK is better illustrated with an examalken from
[25]. Suppose 8 packets were sent, each containing 500 byteshaidst
packet has a sequence number of 5000. The second, fouttthasiet eighth
packets were lost. Table 3.1 shows the resulting SACK blackker this con-
dition. When the third packet is received, there is one ourder received
packet, and this leads to the creation of one SACK block grgrg this ac-
cepted packet, while the cumulative ACK remains the samecémda The
situation is similar for the other cases of lost packets, \@hdn the seventh
packet is received, there are three SACK blocks signifylmgthree out of
sequence received packets (i.e. packets 3, 5 and 7). Thexet¢bad packet
was retransmitted (due to three duplicate ACKs receptiaurt)it was delayed

6There are some proposals to include more than 4 SACK blocksshg offsets that
require less space instead of the full V).
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Table 3.1: Example of SACK operatiohZ9)]).

Triggering ACK First First Second Second | Third Third

Packet Left Right Left Right Left Right
Edge Edge Edge Edge Edge Edge

5000 5500

5500 (lost)

6000 5500 6000 6500

6500 (lost)

7000 5500 7000 7500 6000 6500

7500 (lost)

8000 5500 8000 8500 7000 7500 6000 6500

8500 (lost)

5500 (delayed)

6500 5500 6000 7500 8000 8500

5500 7500 8000 8500

7500 8500

8500 9000

in some network element, and the retransmission of theliquatket reaches
the receiver first. At this point, only two SACK blocks are ded because the
arrival of the fourth packets has made blocks 2 and 3 to bagumis. The
rest of the table follows a similar pattern.

The congestion control mechanism employed in TCP SACK idlairto
new-Reno’s, the main difference being selective acknogdetents are used
to infer which data should be transmittes8]. The estimate of the number of
outstanding packets is stored in a variable callptha and data can be trans-
mitted only when the cwnd is greater than the pipe. When etdpplicate
ACK is received the loss recovery state is entered and thieepawdicated by
the duplicate ACK is retransmitted. Subsequent retrarsamswill only be
done for those packets that are not SACKed, and the lossepcphase is
not left until all packets that were already sent when thevery phase was
entered are ACKed. In the case of a timeout, SACK informagjatnered so
far is purged and a slow start is initiatEsB].

Forward Acknowledgements FACK is an extension of SACK where the
sender TCP keeps additional variables that keep track abtaénumber of
outstanding data in the netwofk9]. By using the SN in the SACK blocks



44 CHAPTER 3. TRANSMISSION CONTROL PROTOCOL

and by counting the retransmitted packets, FACK estimdwtesdtal number
of outstanding data as:

outstanding= sndnext— snd fack+ retran_data (3.4)

wheresndnextis the SN of the first packet that is yet to be transmitted
for the first time,snd fackis the SN of the packet next to the forward most
acknowledged packet, amétran_datais the number of outstanding retrans-
missions.

Data will be sent while the cwnd is greater than the outstamdata. And
apart from waiting for three duplicate ACKs and timeoutf,aesmissions are
triggered also when the reassembly queue is more than 3 tgdcdka, i.e.
there are more than three packets between the one referrén bgd fack
and the one referred by the cumulative ACK.

During recovery period (when the receiver is holding nontguous data),
cwndis kept constant, and when recovery ends, TCP enters comgasbid-
ance (as described in 3.2.2). Since FACK controls the qudgtg data in the
network more accurately, it is less bursty than normal TCBACK and can
recover from episodes of heavy loss in a better V&8).

Duplicate SACK In the original SACK specification[25]), nothing was
specified regarding the action to be taken when duplicategtaare received.
DSACK is an extension of SACK where the first SACK block is uszckeport
the SN of duplicated packef§0]. A DSACK enabled TCP sender is then
able to infer that the duplicate ACK is not due to the recepbba new out
of order packet, and hence refrain from mistakenly ente¢hedast retransmit
or fast recovery states. By analysing received DSACK blptks sender is
also able to distinguish between different sources of daf#i packets such
as replication by the network, false retransmit due to reongd, retransmit
timeout due to ACK loss, and early retransmit timeout due small RTO
value.
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Table 3.2: DSACK identifying an ACK los$§0]).

| Received Packet | Acknowledgement Sent | First SACK block |
5000 5500 (ACK lost)
5500 6000 (ACK lost)
6000 6500 (ACK lost)
6500 7000 (ACK lost)
timeout
5000 | 7000 | 5000-5500

An example illustrating the difference between SACK and @EAs il-
lustrated in Table 3.2, which is taken frd®0]. The packets are of 500 bytes
long, and the first packet has a sequence number of 5000. Abecaren
the first three ACKs were dropped, and the sender times outetrehsmits
the first packet again. DSACK reports this duplicate recepby including
the packet that was duplicated in the first SACK block, evenugh the cu-
mulative ACK field already included the duplicate packetndfDSACK was
used, only the cumulative ACK will be sent. Since there is aADR block
identifying duplicate packet reception after a timeoug, $ender is able to find
out that the no data blocks were actually lost. It can useitifiismation, for
example, to undo the reduction of the congestion window dwgbolw start.

3.4 TCP Performance in Mobile Networks

As described in the previous sections, the main feature<éf are its well-
designed flow and congestion control mechanisms, whichatgen top of its
provision of reliability. However, these TCP mechanismsangesigned under
the assumption that packet losses are only due to networdestion. This
assumption holds for wired networks, as packet losses amdyadtributed
to buffer overflows caused by congestion. However, in mabgwvorks, the
wireless links are prone to interference which leads to poérruption. Also,
mobility can cause sudden outages and the need to handaeotioer access
point which might lead to loss of packets.

The losses due to interference and mobility are interprasedongestion
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losses by TCP and TCP tries to mitigate the problem by redutia conges-
tion window as described previously. Doing so will lead taanutilisation
of the link bandwidth resulting in significant degradatiarthe performance.

Figure 3.3 illustrates the performance degradation of TG® td packet
loss. The result is generated by downloading a 1 Mbyte filersé¢times, and
randomly dropping packets at different rates. It can be $emn the figure
that the packet drop rate has a major impact, a 10% rate lg&alimore than
a 30-fold increase in the download time.

Several methods have been proposed to improve the perfoenodim CP
over wireless networks. The recommendations usuallyritdl one of the fol-
lowing three categories (please refef2d; 28; 29 and the references therein
for a description and comparison of some of the well knownhoes):

e Link Layer: Recommendations under this category try to make the link
layer more reliable, and thereby reduce packet corruptimaugh error
recovery mechanisms such as FEC and ARQ.
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Figure 3.3: TCP performance in the presence of packet errors.
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e End-to-End: The recommendation under this category are concerned

with modifying the TCP implementation at the sender andéoeiver
and/or intermediate routers, or optimising the parameaisesl by the
TCP connection.

e Split Connection: The methods under this category try to separate the

TCP running on the wireless link from the one that is runningtloe
wired link. The optimisation procedure can then be donerseéply on
the wired and wireless parts.

3.5 Summary

During NRT packet data transmission over UMTS, the trartspiartocol of
choice is TCP. TCP is a reliable transport layer protocanforces reliability
by acknowledging properly received data and retransmgittimacknowledged
data. A TCP connection has to be established before datsntission can
ensue and when data transfer is finished, the connectiormatated.

TCP controls the flow of data between the two communicatingshso
that a fast sender will not overwhelm a slow receiver and trezadl network
will not be congested. TCP does so by using the mechanisnievottart and
congestion avoidance. During the initial stages of data,femall data will
be sent, and for each acknowledgement that the sender getantount of
data to be sent is increased by one packet. This is knownass&hot. When
the sender’s output window reaches a certain threshold, e congestion
avoidance phase is entered and the exponential increassvisdsto a linear
one.

When a timeout occurs before the reception of an acknowtedgefor
a packet, TCP retransmits the packet and the sender’s wirgloeduced as
TCP assumes a timeout to be an indication of network corarestiWhen
multiple duplicate ACKs are received, TCP retransmits tatadnstead of
waiting for a timeout. By oscillating between higher and #érveongestion
window size, TCP is able to maintain the congestion in theroamcation
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link at an acceptable level.

Several extensions of the original TCP specification eaist, they mainly
try to optimise TCP’s behaviour during congestion/pacis$recovery. Tahoe,
Reno, new-Reno and SACK are some of the most notable TCRowuersi

In wireless networks, TCP’s mistaken inference of packepsdrdue to
link errors as congestion losses and the subsequent redutthe congestion
window leads to performance degradation. Adding religbib the link layer,
modifying the TCP implementation or even using separate ¢@ihections
in the wired and wireless part of the network are the mainmenendations
to mitigate this problem.



Chapter 4

Radio Link Control Protocol

According to the OSI reference model (Appendix A) the DatakLLayer
(DLL), also known as layer 2, is responsible for providingdtional and pro-
cedural means to transfer data between network entitiewatetect and pos-
sibly correct errors which may occur in the PHY layd#4]. The DLL is usu-
ally divided into two components: the Logical Link ContraL(C) and MAC.
The LLC is responsible for the reliable transfer of upperelagata between
two directly connected nodes in the network, while the MA@tcol access to
the media at any given time. In UMTS, the LLC is known as the R&4.

This chapter is devoted to the description of RLC and itakglity mech-
anisms. Section 4.1 describes the basics of RLC, mainlysfagwon the data
transmission aspects. The different RLC reliability mevstas are described
in Section 4.2. Finally Section 4.3 summarises the maintpdiom this chap-
ter.

4.1 RLC Basics

The RLC provides segmentation and assembly for variabtgtempper layer
SDUs. The inter-arrival time between data blocks from theQtA the PHY
is known as Transmission Time Interval (TTI). On the sendee,sduring

49
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each TTI, a certain number of PDUs are sent from the MAC to tH¥.PThe
PDU size is normally set to the one corresponding to the minminbit rate
for the service (i.e. if the minimum bit rate is 32 Kbps, theWBize will

be 32000 bits/se& 0.01 sec/TTI = 320 bits), and multiple PDUs could be fit
into one TTI if the bit rate is increased during a given sassikhe number of
PDUs can vary from TTI to TTI, as illustrated in Figure 4.1pdading on the
available bit rate and the data at hand. On the receiving aidertain number
of PDUs are forwarded to the RLC, in a manner similar to thakhefsender’s,
but in the opposite direction (i.e. from the PHY to the RLC tha MAC).

The RLC can be configured to operate in three different modes:

Transparent Mode (TM): In this mode, as the name implies, no protocol
overhead is added to upper layer data, and there is a prnsiégmen-
tation and reassembly provision which must be negotiatéadsn the
sender and receiver during the radio bearer setup. This s@i&able
for CS services like CS-based streaming, where there istimcous RT
flow of data.

Unacknowledged Mode (UM): In this mode segmentation and assembly pro-
cedures are facilitated by using protocol headers. Addtidunctions
are also provided, such as timer based discard where SDUhahe
not transmitted properly within a given time are discardgi is suit-
able for services such as VolIP.

Acknowledged Mode (AM): In this mode, ARQ is used to provide reliabil-
ity. In this report, the focus is mainly on AM and unless othise

PDU
RL
c. PDU PDU
H ' PDU PDU PDU
: TTI

MAC

Figure 4.1: Exchange of data between MAC and PH?].
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specified, by RLC it is meant RLC operating in AM. RLC’s relily
mechanism is described in the latter sections.

During data transmission, the RLC on the sender side rex&izdJs from
the upper layer. Each SDU is segmented into RLC PDUs or cenatgd with
others if its size is not big enough to be put into one PDU. HDN is given
a unique SN. The PDUs are then put in a transmission buffesaeheduled
for transmission. Each TTI, the MAC specifies the amount ¢& daat can be
sent by the RLC. The RLC complies by sending a given numbeiDdj$to
the MAC, which are then forwarded to the PHY and to the airrfiatee.

On the receiver side, the RLC receives PDUs from the MAC alwitly
their error status, which is checked by the PHY layer usingr&CThe re-
ceived PDUs are kept in the reception buffer, until all thd_lBDhat comprise
the whole SDU are received, at which point the SDU is assainlesembled
SDUs are forwarded to upper layers depending on the settithg @arameter
in-sequence delivenyf in-sequence delivery is set talse assembled SDUs
are immediately forwarded to upper layers. On the other hnmdtsequence
delivery is set tarue, the forwarding depends on the order of arrival of the
SDUs, i.e. an SDU that is not assembled sequentially has itoirwtne re-
ceive buffer till the intermediate SDUs have been assematetiforwarded
successfully.

4.2 Reliability Provision Mechanisms in the RLC

Depending on the number of different QoS settings duringsaige, multiple
RLC entities can coexist (e.g. using voice and web sessiongdtaneously).
Each RLC entity has a receiving and a sending side. An owergieRLC'’s
reliability mechanism is shown in Figure 4.2. When the RLA@tgns send-
ing data, the sender side is responsible for transmittiegddita, while the
receiver side is responsible for receiving status inforomategarding the sent
PDUs. During data reception, the receiver side is resptn$ib receiving
the sent PDUs and the transmitting side sends status infemragarding the
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Assembled
SDU from Upper Sou
Layer to upper layer

Transmission buffer

Transmission buffer

Received Status reports (to
retransmit or remove PDUs from

Transmitting Side Receiving Side Transmitting Side Receiving Side
| Sender t — — — — J Receiver
S status PoU [ Jrecpou RLC PDU with Polling set

Figure 4.2: A simplified diagram of the RLC data transmission and relighiwhere
there is only one way flow of data from the sender to the receive

received PDUs. The status information, which is sentstédus PDUSsis the
basis for the RLC's reliability mechanism. The status PD&ls loe sent either
standalone or concatenated with normal data PDUSs.

The status PDUs contain ACKs for the PDUs that are receivegeply,
and Negative Acknowledgements (NACKSs) for those that ate Tioe ACKs
and NACKs are encoded in the status PDU using a combinatiarcamula-
tive ACK and a bitmap field. A value afin the cumulative ACK field signifies
the correct reception of all PDUs witBN < n. NACKs and non-cumulative
ACKs are sent using the bitmap. For example, if the receiesr feceived
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PDUs #12,4,6 but not PDUs #3 and 5, it will put 2 in the cumulative ACK
field and the valuef, 1,0, 1] in the bitmap field of the status PDU, where a 0
refers to a NACK and a 1 refers to a non-cumulative ACK. Stagpsrting is
triggered by the sender, the receiver or both.

4.2.1 Sender Triggered Status Reporting: Polling

The sender triggers status reporting by settingoding bit in some of the
PDUs that it sends. Examples demonstrating the differdhbgenechanisms
in RLC are shown in Figure 4.3. The details of the differentipg mecha-
nisms cases illustrated in the figure is given below.

Poll last PDU and Poll last retransmitted PDU If Poll last PDUis set, the
last PDU in the transmission buffer or window that is senttf@ first time
will be polled. In Figure 4.3(a), PDU #4 is the last PDU in thdfbr and it is
polled when itis sent at TTI #320ll last retransmitted PDUs similar to poll
last PDU, except that it applies only to retransmitted PDAISTTI #10, the
sender has received an ACK for all PDUs except for #2, and wnerPDU is
retransmitted, its poll bit is set.

Poll every poll_PDU When this is configured, the polling bit is set on every
poll_PDU™M PDU. For example, in Figure 4.3(b), the poll_PDU value is set
to 4, and at TTI #5, when thé'™PDU is sent, the polling bit is set. At TTI
#10, the sender has received an ACK for PDUs24#dnd 4, and a NACK for
#3. When #7 is sent along with the retransmission of #3, tilegdit is set,
because it has been four PDUs (#3,5,6, and 7) since the lhstgmsent.

Poll every poll_SDU When this is configured, the polling bit is set on the
last PDU of everyoll_SDU" SDU. For example, in Figure 4.3(c), poll_SDU
issetto 1. Two SDUs were received, the first one which is se¢gadanto two
PDUs, and the second one into four PDUs. At TTI #5, when #2 R&3J of
first SDU) is sent, and at TTI1#10, when #6 (last PDU of secontd 5B sent,
the polling bit is also set.

Window based polling With window based pollinga poll is sent when the

percentage of the occupied transmission window reachesdarcéhreshold.
In Figure 4.3(d), this threshold is set to 60%, and the trassion window
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(a) Poll last PDU and Poll last retransmitted PDU.
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(c) Poll every poll SDU.
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(d) Window based polling.
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(e) Periodic polling.
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(f) Timer based polling.
[ ] Sent Pollset | | ACKed

Figure 4.3: RLC polling mechanisms. The columns represents the statieeof
sender’s window at the time instant indicated by the TTI @hbrizontal row. With
the exception of cases (e) and (f), the temporal spacingdmstithe two instants con-
sidered is chosen randomly.
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size is set to 10 PDUs. At TTI #10, even though there are onlgeti?DUs
(#1, #5, and 6) that are actually occupying the space in #msinission buffer,
the occupied window is considered to be the spacing betwesefirst and last
non-ACKed PDUs, which will make the percentage occupieddaim reach
60%, which triggers the sending of a poll along with PDU #6.

Periodic polling If this is configured, a poll is sent regularly at a specified
period. In Figure 4.3(e), the period is set to ten TTls. Whenten TTIs have
elapsed since the start of the transmission, which is TTli#1dis case, a poll

is triggered. But during this time, there are no PDUs sclhetitd be sent, and
as a poll can not be sent without a PDU, one of the PDUs that ihalvbeen
acknowledged yet will be resent.

Timer based polling If this is configured, a timer is started whenever a poll
is sent. When the timer expires, if the sender has not red&vACK or

a cumulative ACK for the PDU with the highest SN that was wagjtfor an
ACK when the poll was sent, polling will be triggered. In Frgut.3(f), a poll
was sent at TTI #4 and hence the poll timer, which was set to BEIF, was
started too. When this poll was sent, the last PDU that wasatky an ACK
was #4. The poll timer expires at TTI #11, and by then neitHdA&K nor a
cumulative ACK for #4 has been received so a poll will be séom@with the
retransmission of #4.

4.2.2 Receiver Triggered Status Reporting

Status reporting in the receiver side is triggered eithertduhe reception of
a poll from the sender or other two mechanisms in the rec&\€. Figure
4.4 illustrates these mechanisms. In Figure 4.4(a), thelvecgets a status
request (i.e. a poll) in PDU #4 at TThi#During the next TTI, the receiver
sends a status report. In this case, as everything up to PD4Jr&#deived, the
status contains ACK 4.

The other two mechanisms in RLC that enable the receivemnid aetatus
report without being explicitly polled by the sender are:
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| #i
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(a) Status sent due to poll reception.
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(b) Periodic status reporting.
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(c) Missing PDU indication.
b Erroneous PDU Correct PDU
a | Status PDU 2 | PDU with poll

Figure 4.4: RLC status reporting mechanisms. In the sub-figures1thew repre-
sents the PDUs that are being received during the indicafdtfie2"d and3 (set)
of rows represent the states of the reception and transamdgiffers, respectively, at
the receiver side at different TTI instances.

Periodic status reporting When this is configured, a status is sent regularly
at a specified period. In figure 4.4(b), the status periodtitosevo TTIs. At
TTI#i a poll is received so the receiver sends a status reportgioamg ACK
2)at TTIH + 1. At TTI # + 2, the periodic timer fires for the first time, and
since no new PDU has been received till the start of T 2, the same status
report is resent. At the end of TTi # 2, PDUs #3 and #4 are received, but
as no polling is set on them, no status is sent immediatef. TAti + 4, the
periodic status timer fires again and a new status reportaizong cumulative
ACK 4, is sent.

Missing PDU indication If this option is set, a status is sent when the re-
ceiver gets PDUs out of order, which is a likely indicatioattiome PDUs may
have been lost. In figure 4.4(c), PDUs #3 and #4 are lost inithatarface.
The receiver gets PDU #5 while it was expecting #3 at TiF £, indicating a
missing PDU. During the next TTI, the receiver responds mdsey a status
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PDU, containing cumulative ACK 2, and@,0, 1, 1] bitmap.

The minimum temporal spacing between consecutive pollsstatds re-
ports can be controlled by usipll Prohibit and Status Prohibitimers, re-
spectively. When these are configured, a timer is startedexss a poll/(status
report) is sent, and other polling/(status reporting)geig that fired while
these timers are active will be deferred.

The number of times that a given PDU can be retransmitted eapéci-
fied using thanaxDATparameter. If a PDU has been retransmitteak DAT-1
number of times and still has not been received properlySthe that this
PDU is part of will be discarded. The sender notifies the kerevhen dis-
carding SDUs by sending a status report that contain Moveieg Window
(MRW) indications, so that the receiver will not stall whilaiting for parts of
an SDU that are not going to come. SDU discard operation canbked spec-
ified by setting a timeout value, which is started when the S®teceived
from upper layers. If the SDU has not been properly transaift.e. all of
its PDUs have not been ACKed) by the time this timer expiresijli be dis-
carded. In services where the maximum delay is an imporsg#da, this may
come handy, as it controls the maximum delay experiencea S2U.

The different RLC polling and status reporting mechanisnesidepen-
dent, i.e. they can be enabled at the same time without aftgttteir individ-
ual operation. Using a combination of these mechanismdyesables us to
avoid deadlock situations that might arise if only one ofttie used.

4.3 Summary

In UMTS, the RLC provides a reliable link layer data transsiaa by provid-
ing ARQ mechanisms. The RLC receives SDUs from upper lagegnents
them into RLC PDUs, schedules the PDUs for transmission laed stores

1A deadlockis a situation that makes the protocol to stop sending datgpigal example
of a deadlock is when a sender is waiting for a status reportder to continue its transmission
while the receiver is at the same time waiting for new dataigger a status report.
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them in its (re) transmission buffer. Each TTI, the sendandmits a given
number of PDUs depending on the instantaneous allocatedtbibn the air
interface. The receiver uses status messages to send ACKeefoorrectly
received PDUs and NACKSs for the ones that are not receivepkplyp

There are mechanisms that enable both the sender and thesreoecon-
trol the status reporting process, and hence the RLC retiga®n. On the
sender side, a poll bit can be set in some of the PDUs that ateécsadicate
to the receiver that a status report is needed. This pollamgbe sent either
periodically or using some PDU/SDU counters. When the vecajets these
polling requests it complies by sending a status messagetiefj the status of
its receive buffer. On the other hand, the receiver can obtite status report-
ing by using periodic timers or instantaneously when outrdeo PDUs are
received. In order not to send the polling and status requsst rate higher
than required, there are timers both at the sender and ez¢bat control the
temporal spacing between two consecutive polling reqaeststatus reports,
respectively.
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Chapter 5

Packet Service Performance In
UMTS: Impact of RLC
Parameters

Provision of packet data services is the main driving fordeiihd the standard-
isation and deployment of 3G networks. The widespread ugeCef makes

it the transport protocol of choice for providing these ss#g. As described
in Chapter 3, the performance of TCP degrades significantipabile net-

works prone to link errors, and there are several mechartismmstigate this

problem. The UMTS RLC protocol described in the previougptéaprovides

one such mechanism, namely link layer retransmissionctratmprove TCP
performance in the presence of link errors.

In this chapter, the impact of RLC'’s reliability mechanisettsngs on FTP
services is investigated. A brief survey of related work iigeg in Section
5.1. Section 5.2 gives a simplified analytical model for ea#ihg file down-
load times within a UMTS network. Emulation based perforosaresults are
given in Section 5.3. Finally, Section 5.4 summarises thmrimadings of this
chapter.
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5.1 Related Work

The investigation of link layer ARQ performance is an actigsearch area,
and it can be classified into two broad categories. The fitsgcay includes
those that focus on basic ARQ techniques, with the main geatong bound-
aries on the expected delay of an SDU. The research in trega@at relies
heavily on mathematical modelling. The second categoryetos those stud-
ies that focus on the performance of specific systems thatognfipk layer
ARQ with higher layer reliability mechanisms, and is usydibne using sim-
ulations. A brief survey of related research work is givelole References
[63] and[64] fall within the first category, while the rest belong to thewead
category.

A delay analysis of Selective Repeat (SR) ARQ is givehas]. Exact
and approximate expressions are given for the delay expstieby an SDU
in an ARQ channel assuming periodic polling and retrandonssmeouts at
the link level. The relationship between the delay and S[26 & shown to be
guadratic for smaller SDUs and linear for larger SDUs. Alsoelated errors
are shown to reduce the SDU delay if the error burst lengtkss than the
RTT.

In [64], a method of estimating the average delay experienced by an |
packet in a cellular network with a link layer that support® 8RQ is pre-
sented. Given some statistical parameters such as theatzahioel error rate,
the IP packet size, and average retransmission times, tdelnsoable to es-
timate the delay. The results are similar to that presentd@d], the main
exception being that the model presented here requiresiamaés of a radio
block’s retransmission delay as an external input paramete

In [17], a performance study of TCP over UMTS is given. Under the
assumption that the link layer is operating a simple go-@4&RQ mecha-
nism, closed form analytic expression is given for the systleroughput. It
is shown that TCP performance degrades considerably inedess environ-
ment as compared with a wired environment. Fortunatelyn ¢lse simple
go-back-N ARQ retransmission mechanism is shown to méigadst of the
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problems.

In [65], an analytical model for TCP file transfer over UMTS is given,
where emphasis is put on the slow start phase as a consie@eigentage of
the file download time can be spent in it for small file downlgald is shown
that the FER has a considerable impact on the end to end peroe. In
[66], the analytical model given if65] is further developed by considering
limitations on the allowed number of retransmissions atlithie layer. The
results show that by increasing the number of link layeraretmissions the
throughput can be increased but doing so increases the RTT.

In [17], a performance study of TCP over UMTS is given. Under the
assumption that the link layer is operating a simple go-B4&RQ mecha-
nism, closed form analytic expression is given for the systieroughput. It
is shown that TCP performance degrades considerably ineless environ-
ment as compared with a wired environment. Fortunatelyn ¢lie simple
go-back-N ARQ retransmission mechanism is shown to meigabst of the
problems.

An optimisation of the UMTS link layer using simulation stesl is per-
formed in[18]. The effect of maxDAT and transmission window sizes on TCP
performance are presented. The results indicate that hingaeDAT is found
to be advantageous and the TCP window size should be set ses adothe
bandwidth delay product for optimal performance.

In [67], the evolution of the RLC buffer size during file downloadsiess
is presented. The buffer occupancy is compared with therpssgn of the
TCP congestion control stages and the effect of RTT on th&ebsize re-
guirements are investigated. The RLC buffer occupancy asvehto reflect
TCP’s slow start and congestion avoidance stages and tladiesiRTT leads
to higher buffer occupancy.

In [19], the effect of the different RLC polling mechanisms on theke
call throughput in a TCP session are investigated. Thetsesbbw that the
usage of poll last PDU and poll last retransmitted PDU impsothe perfor-
mance of the system significantly.
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In [68], the effect of the different RLC polling mechanisms on thyloput
and delay are investigated. Settings that lead to the sgradipolls spaced
apart by around the RTT (where the RTT is defined as the roupditne
within UMTS for one radio block) are found to be optimal.

In [20], simulations are performed to find out the effect of differ@mT
and error rates on the throughput of a TCP connection opgratn top of
UMTS. The results show that the larger the error rate and e e larger
the TCP window size required for optimal performance.

All the investigations carried out above used either a diegIRLC (for
the sake of mathematical modelling), or utilised a sim@ifllCP model for
simulation purposes. The study conducted here differs Iijm&iom the ones
mentioned above in that the RLC ARQ mechanism is implemeinteidtail
as specified by the 3GPP, and that a real world TCP implementgts im-
plemented in the Linux 2.4 kernel) is employed to generagedisults. Due to
these factors, we believe that our results present thenpeaface of link layer
retransmissions in UMTS in a more realistic context.

5.2 Theoretical Analysis

In this section, a simplified theoretical model is develotied will be used to
compute the delay experienced by IP packets due to link l@&peansmissions,
and its effect on the download time. The discussion heretibyany means
exhaustive, due to the inherent complexity of the RLC ARQ ma@ism and
its interaction with TCP congestion control algorithmsisltneant to clarify
some aspects of these interactions and to provide referesgks that will be
used to verify the emulation results later in this chapter.

First, approximate expression for the average delay espeed by an IP
packet within a UMTS network is derived, and this is used toudate the time

taken for FTP [69]) based file downloads. FTP uses two parallel connections,

one for communicating FTP commands between the sender eesdeg and
the other to transfer data packets. In this analysis, ordydtta channel is
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considered and it is assumed that the TCP connection edtatdnt procedure
(as described in Chapter 3) is already performed. Also, diulké fast power
control in UMTS (8]) we assume a uniform, uncorrelated error in the air
interface] 70].

5.2.1 Average IP Packet Delay

Assume an IP packet of siZ& bits arrives at the RLC (i.e. the impact of
the Packet Data Convergence Protocol (PDCP), which camnperheader
compression, is ignored and an RLC SDU is considered to b® gratket).
Also assume that the RLC PDU sizeKsbits. That is, there will bdZ /K|
PDUs for each IP packet, whefg| refers to the smallest integer greater than
or equal tox. If the air interface bandwidth isbps, therN = [Z/(r «TTI)]
TTIs (or radio blocks) will be required to transmit all the BBat least once.

The probabilityP(1, j) thatj blocks will be retransmitted once is given by:
P(1,j) = i)P (1-p (5.1)
wherep is the Frame Erasure Rate (FER).

By doing the above calculation recursively (because a rhldiok that is
retransmittedb times must have been retransmitted 1 times before the last
retransmission), it can be shown that the probability jhiaiocks will be re-
transmitted times is given by (for > 2):

(5.2)

wherean_1 is an index referring to the number of blocks involved in the
mth retransmission round.
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From (5.2), the probability?(i) of at leasti retransmissions is given by
calculating the marginal probability as:

P(i) = ¥ PG, j) (5.3)

J

Figure 5.1 shows thB(i) values while transmitting a 1500 byte IP packet
under two different conditions, for a 384 and 32 Kbps conpecfthe corre-
spondingN values being 4 and 38, respectively), with a 10 ms TTI and 10%
FER. As can be seen from the figuR}) is negligible, for both cases, for
retransmission counts larger than 3, and can be safelyegrfor the purpose
of this discussion because the normal operating FER for UM Mthin this

rangel8].

The average delay that an SDU experiences can then be exghiaess

SDU_delay= N+ i{P(i)R(i)} ~N+ i{P(i)R(i)} (5.4)
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Figure 5.1: The probability of the least number of retransmissions f&0& FER.
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Figure 5.2: lllustrations of the effect of the retransmitted block piasi on the delay
experienced by an SDU which is comprised of four radio blocks

whereR(i) is the retransmission delay incurred by iHeretransmission
round. R(i) is highly dependent on the polling and status reporting raech
nisms used.

For the cases of only one retransmission, the position ofo$teblock is
important. Figure 5.2 illustrates this. If a block at therftres lost (Figure
5.2(a)), its NACK might be received before the rest of thecktohave left the
transmission buffer, and hence an extra delay of only oneg@&kperienced.
If the retransmission delay is larger than the number ofkddas in Figure
5.2(c)), the extra delay could be more than one TTI, evenisftie first block
that is being retransmitted. However, this extra delayilssshaller than the
retransmission delay because other radio blocks are selat v retransmis-
sion of the first block is pending. On the other hand, when akblwear the
back is retransmitted (as in Figures 5.2(b) and 5.2(d)yeladelays are intro-
duced, equalling the maximum value of retransmission deldyif the last
block is the one that is being retransmitted. This is bec#usair interface
will be idle for the amount of time equal to the retransmisgielay', and one
more TTI is required to send it via the air interface.

1This does not hold when more than one SDU are being processedige blocks rep-
resenting PDUs from other SDUs can be transmitted durirsy'ttlie” period. However, the
analysis herein assumes there is only one SDU in the trasgmibuffer.
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If the retransmission delay of one blocket TTls, then the average delay
for the case of only one retransmission round (i.e. no blogkegences more
than one retransmission) can be calculated as (in termsig)TT

N
R(1) = % zl{ma>(1, ret—(N—1—j))} (5.5)
=

For cases where the retransmission round is greater thathenerobabil-
ities of having more than one block being involved in thisrrdus very small.
Figure 5.3 demonstrates this for the case wikre 10 and the error rate is
10%. Thus, the extra delay for such cases can be approxirbgtes (i.e.
assuming only one PDU will experience this retransmissooamd).

Thus the overall SDU delay, i.e. the time from the receptiihe SDU at

the sender till the correct reception of all the PDUs thatbgs to the SDU at
the destination, is given by:

o
N

o
w

Probability
N

o o

Figure 5.3: The probability of the number of radio blocks involved focleaetrans-
mission round, for a 10% FER.
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Figure 5.4 Approximate values for the SDU delay for different numberetfns-
mission times.

SDU_delay~ N + P(1)R(1) + ret(P(2) + P(3)) (5.6)

Figure 5.4 shows the SDU delay for different valueseifand number
of blocks per SDU, for a 10% FER. The result shows similardrémthe
one shown if63] (as can be seen from the figure, for smaller values,dhe
relationship betweeN and SDU delay is quadratic but it becomes linear when
N is large), though exact comparison between the two is ndilplesbecause
of the different assumptions and parameters used in theds&sc

5.2.2 File Transfer

In the previous section an approximate value for the avettalgs experienced
by an SDU was calculated. This value is used in this secti@etermine the
average file transfer time.

We assume the connection will always be in slow start, i.eretlare no
packet losses due to errors in the air interface thanks kddier retransmis-
sions and the cwnd will not reach the ssthresh. This is a adglimption
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because in many implementations of TCP (e.g. Linux), theresh is usually
set to a very high value, which means as long as a timeoutple tuplicate
ACKs do not occur, TCP will be in slow start. Also, for the calesed UMTS

network, the maximum BDP is 7200 bytes (for 384 Kbps conoectiith an

RTT of 150 ms), which allows only five full size (1460 byte) pats to be
outstanding at any given time, i.e. we reach the TCP steadiy @ery quickly,
even for files as small as 10 Kbyte. Congestion is not consttlier the wired
part as the focus here is on the wireless part, and we do nstdmrconges-
tion in the wireless part as the radio resource managemedMXS has a
tighter control of the transmission rate of each connection

Consider a UE downloading a file from a server over the Intenseg
FTP, i.e. packets are flowing in the DL direction and only ACGis transmit-
ted in the UL. The file is of sizéilesizeand the number of packets required to
transmit the file is given bi = [ filesize/Z], whereZ is the average size of
one IP segment, i.e. the size of the packet without headeyard=5.5 shows
a sequence diagram of the data flow, without consideringahaeaction setup
and connection termination. The alternating shades in ittang depict dif-
ferent cycles, i.e. periods between the time a packet isamhthe time of
arrival of its corresponding ACK.

u_dl andu_ul refer to the rate of packet transmission fiacketgseq in
the air interface in the DL and UL directions. They are givgn b

(1—FER {ul,dlI})
(pkt_{ul,dl}))

u {ul,dl} = r_{ul.dl} (5.7)

where ther_{ul,dl} andpkt_{ul,dl} refers to the connection bit rate and
the average packet size in the corresponding directiopeotisely. pkt _ul is
assumed to be 40 bytes, as it contains only a TCP/IP headgpldand| is
assumed to be 1500 bytes, which is a typical packet size ferdatia flows.

RT Tis the round trip time of one IP packet and it is given by:
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RTT<

1/u_DL { Cycle=1

.

Figure 5.5: A sequence diagram showing the first few cycles during an E§Bian.

RTT = SDU delaydl+SDU_delay ul +
RTT_UMTS+ RT T_Internet (5.8)

where SDU_delay dl is the SDU delay (as calculated using 5.6) for a
packet of sizeokt_dl inthe DL direction, andDU_delay ul is the SDU delay
for one packet of sizekt ul (i.e. the ACK for the corresponding DL packet)
in the UL direction.RT T_UMT Sis the RTT within the UMTS network (i.e.
the average processing times, independent of the paclkgtisithe UTRAN
and CN) without considering the air interface transmisdiare (as this is
basicallySDU_delay ul + SDU_delay dl), andRT T_Internet corresponds
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Table 5.1: Packet departures.

Cycle | PacketID | Startof Transmission | End of Transmission

0 1 0 uldl
1 2 RTT RTT+ 35
3 RTT+ oip RTT+ 225
2 4 2xRTT 2xRTT+ 54
5 2xRTT+ &y 2xRTT+ &
6 2xRTT+ & 2xRTT+ 231
7 2xRTT+ 235 2x RTT+ o4
[ 2 ixRTT ix RTT+ %
241 i x RTT+ 4 i x RTT+ 2
242 i X RTT+ & ixRTT+ g3
2+ ixRTT+% i x RTT+ 25
i+1 2i+1 (i+1) xRTT (i+1) x RTT+ o4
Table 5.2: ACK arrivals.
Cycle | ACK received for Packet # Time cwnd
0 - - 1
1 1 RTT 2
2 2 2xRTT 3
3 2xRTT+ 5y 4
3 4 3xRTT 5
5 3xRTT+ gy 6
6 3xRTT+ 22 7
7 3xRTT+ 23, 8
[ 2t ixRTT 2141
2141 ixRTT+ 3 | 27142
27142 ixRTT+g% | 27143
2-1 i x RTT+ 2'u 2| 2
i+1 2 (i+1) xRTT 2+1

to the RTT contribution from transmission within the Intetn

Table 5.1 shows the packet sending sequence and Table 58 gletime
of arrivals of the ACKs which trigger the transmission of tthata packets
(except for the first packet which was sent after the init@PThandshake as
described in Chapter 3). As can be seen from Figure 5.5 ategating
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there are some cycles where there is a transmission gap aerter waits
for ACKs. However, this gap decreases as the data trangmissntinues and
a situation will arise where there will be no gap. This hagpehen the last
packet from a given cycle is not sent yet when a new cyclesstdr example,
if the ACK for packet #4 is received before packet #7 is seémhgans full link
utilisation from then onwards.

Let Ct denote the cycle from which there will be full link utilisan, i.e.
the last transmission gap occurs in cy€le— 1. This means by the time the
last packet in cycl€; is transmitted (which occurs & x RTT+ 2% /u_dlI
as can be seen from Table 5.1), the ACK for the first packet tpcke Cs is
received (which happens &+ + 1) x RT T as can be seen from Table 5.2).
Thus, we have the relation:

f

Ci xRTTH+ 2
ud

= (Cr+1)xRTT
= Ct = [logy(RTTx u_dl)] (5.9)

the [ ] operator is used, becau€g is the cycle during which this overlap
occurs for the first time and the cycle number must be an intege

The total number of cycles needed to transmit the €@lgs;, is given by
(using the fact that by the time cydl@as finished, 21 — 1 packets are sent):

Lasttl _ 1 > M
= Cast = [l0g2(M +1) — 1] (5.10)

The total transmission time can be divided into two peridesore and after
full link utilisation. However, ifCi55t < Cs, the file download is finished before

full link utilisation is reached, and as such the file trarssian time is divided
into two periods: before the last cycle and during the lasiecy The time
spent to reach any cyclas simply the time spent from 0 to— 1. Thus the
first period is given by:

Ttirst = MiN(Cs,Ciast) * RTT (5.11)
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From Table 5.1 it can be seen that by the time cyeclel has finished,
2' — 1 packets are sent. Thus, the number of packets to be sengdte
second period is given by:

remaining= M — (2™n(Cr Cas) _ 1) (5.12)
The time required to send the remaining packets is:

remainin
Tsecond= udl J (5.13)

Thus, the total time required to send the file becomes (i@ tithe from
the transmission of the first packet to the reception of tlsé packet at the
destination):

Ttotal = Tfirst + Tsecond (5-14)

Figures 5.6, 5.7 and 5.8 show the download time (5.14), th€ &I8)
and the link utilisation while downloading a 100 Kbyte fileeo\a 128 Kbps
connection. Based on the values given[&h and[7], the RTT UMTSis
taken to be 115 ms . A value of 50 ms is used for RET Internet?. The
retransmission delay has no effect for the error free camorecas expected,
and the effect becomes more pronounced as the error ratases as can
be seen from the slopes of the different curves. For the 20% ¢dse, the
average RTT is almost tripled when the retransmission dsliagreased from
1 to 30 TTls. However, this does not directly translate toilsinproportional
increase in the download time because once the full linksatibn cycle has
started (for the considered cases here the maximum valDeisf3), the effect
of the RTT is minimal due to the continuous flow of data. For bfiia sizes
or/and higher values @@;, the effect of the RTT will be more pronounced as

250 ms was used as it was found to be the average RTT found thying from well
known sites such as Google from Aalborg University servers.
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Figure 5.6: Download times of a 100 Kbyte file under different retransiois delays
and FERs.

that means more time is spent in cycles with transmissios.gagmr example,
if the file size is less than 1 Kbyte, the file download time balty maps to
the RTT, as only one packet is necessary to send the whole file.
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Figure 5.7: RTT during a download of a 100 Kbyte file under different negraission
delays and FERs.
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Figure 5.8: Link utilisation during a download of a 100 Kbyte file undeffeiient
retransmission delays and FERSs.

5.3 Emulation Results

As described in section 1.4, the investigations in thisithase carried out
using emulations. To this end, an emulation platform has lseeloped.
A brief description of the emulator, a listing of the main wsgtions and
parameters, and the emulation results are given in theAdwipsections.

5.3.1 Emulation Tool and Parameter Settings

5.3.2 Emulation Tool

The studies are carried out using Real-time Emulator fovi€eiPerformance
Evalution of Cellular neTworks (RESPECT71; 74. RESPECT provides a
link-level, real-time emulation of a UMTS network usingdreoftware tools
that are available with standard Linux installations. Theuator’s usage sce-
nario is already described in Chapter 1 (see Figure 1.3). eflnglator runs
on a PC that is also configured to act as a proxy server, ang asercon-
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nected to the application server (possibly via the Intgrtiebugh this ma-
chine. Users specify their emulation setup using configumdiles, which
includes information such as the data rate, the error rabegssing delays of
different network entities, and the different RLC parametliscussed in the
previous chapter.

The functionality of the emulator, as seen from a protocohipof view,
is depicted in Figure 5.9. The dotted box represents the phithe protocol
stack in the emulator machine that are relevant to us. Inghellf RESPECT
inserts the additional protocol layers that comprise a UM&Svork between
the IP and data link layers of a normal TCP/IP protocol stétla real UMTS
network these layers are distributed in different netwantites, as shown by
the names in italics, such as the UE, NodeB, and RNC. In RESPtHey
are all lumped together into one entity, and doing so doehawat different
characteristics from that of the real case, as long as theepsting delay of the
different network entities are taken into account.

A user starts a network-based application such as a FTRoeassvideo
streaming, which is accessed via the proxy server whererttudagor is run-

UE SERVER
Application Application

NodeB

_______________________________________________________________________________

Data Link
Physical Physical

Figure 5.9: Emulated UMTS protocol stack.
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ning. The emulator intercepts the packets that are comiiog(both UL and
DL packets), processing them according to the specifiedsébuthe con-
nection. Every IP packet that is arriving to the emulatoriveded into the
emulated UMTS protocol stack. The RLC is fully implementsdsaecified
in [61] by 3GPP. Specifically, IP packets are segmented into RLC Ptk
then transmitted depending on the allocated bit rate (th€N&yer is a sim-
plified implementation that regulates the rate of PDU trassion in order to
provide a constant bit rate for the connection). The airfate is modelled to
provide a uniformly distributed frame errors. Retransoiss are controlled
by the polling and status reporting parameter setting §pddn the config-
uration file. Properly received PDUs are assembled into apaéket and
forwarded to their destination.

To summarise, RESPECT is a platform that emulates a UMTS arktw
with these main features:

link layer segmentation, assembly, retransmission, pgpkind status re-
porting

constant bit rate

uniformly distributed frame errors

processing delays of the different network entities in tB& Ppath

one user

one link

A detailed description of RESPECT, including the accuradogroulation
results generated using it, is given in Appendix B.

5.3.3 Parameter Settings

A combination of some of the reliability mechanisms dessdiin section 4.2
were used. For the status reportimgissing PDU Indications enabled as
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it leads to the immediate detection of lost PDUs. Howevethig is used,
repeated status reports will be sent whenever a new PDU ésveettill the

retransmissions of missing PDUs is received properly. Evemt these re-
dundant status reports, different status prohibit timezsiged.

The polling mechanisms are chosen in such a way as to redego#si-
bility of deadlocks. Smaller set of emulation runs were utalen to choose
from these mechanisms. Poll last transmitted PDU and Rsilréransmitted
PDU along with timer based polling are used in order to avaddiocks, as
illustrated with an example in Appendix C. Different timeollpvalues are
tested, ranging from 100 ms to 450 ms, and the results werthabdlifferent
from each other. This is because the timer-based pollingamignused to
avoid deadlocks and as long as its value is not very largeeshdts will not
differ that much. For this reason, an intermediate valueO6f i3is is used for
the results given in the coming section. Table 5.3 gives ansaiy of the most
important parameter settings.

FTP file download sessions are started using automatigotsamd during
these sessions, it is assumed that a DCH is already set ug, DRIH setup
and termination times are not considered. The DCH in the Wbrsidered to
be error free, while the DL experiences a constant and ueleded error with
an FER of 10%. The bandwidth of the DCH both in the UL and DL igdix

Table 5.3: Parameter Settings.

Parameter | Value(s)

maxDAT [1...10]

Poll last transmitted PDU true

Poll last retransmitted PDU true

Timer based polling (ms) 300

Missing PDU indication true

Status Prohibit (ms) [50,100,150

RLC Tx/Rx Window/Buffer sizes| [unlimited]

Bit rates (DL/UL) (Kbps) 384/32

FER (DL/UL)(%) 10/0

TTI (ms) 10

File sizes (Kbyte) 100

TCP version Linux 2.4 TCP with default settings [i.e
with Timestamps, SACK, FACK, DSACK
enabled]
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during a download session.

For each of the considered cases, the file download is rep8atetimes.
The downloads are done in a randomised fasli#gh, i.e. a given case is
selected randomly for the next download instead of runnahecase in se-
guence. This is done in order to distribute some systematcsethat might
arise.

The results from the investigations are evaluated usindaih@ving per-
formance metrics:

e Download time: The time taken to download a file. Though an FTP
connection has a control and data charh6€), the time considered here
is the time taken in the data channel, i.e. the time from tinelisg of
the SYN packet in the data channel till the arrival of the tegth packet
in the data channel.

e Throughput: Throughput is the average amount of data that is trans-
mitted in a given time, including retransmissions and statports.
Two different types of throughput measures are used Mean peak
throughputandMoving average throughpuhe mean peak throughput
is calculated by averaging the throughput during each Te&lkits sent
per TTI divided by one TTI duration). On the other hand, thevimg
average throughput is calculated by dividing the total nemdf bits
sent during that session by the total time spent.

e RTT: The average time elapsed from the arrival of a TCP packeeat th
sender till its removal from the transmission buffer dueh® teception
of an ACK signifying its complete reception.

e TCP retransmission ratio: The percentage of TCP packets that are
retransmitted.

e Status Overhead: The ratio of status PDUs that are sent in the UL to
the data PDUs that are sent in the DL. This indicates how maallpy
is paid in UL capacity for the sake of reliability in the DL.
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5.3.4 Results and Discussion

Figure 5.10 shows the dependency of the download time on ABReDd sta-
tus prohibit. As can be seen from the figure, for a given statahibit value,
the download time increases as the maxDAT value decreasgghd-status
prohibit values of 50 ms, 100 ms and 150 ms, increasing thebdBwalue
from 1 to 2 leads to a decrease in the download time of 56%, 5684/8%
respectively. This is an expected result as the main idea behind link leser
transmissions is to decrease the probability of TCP tingebytetransmitting
a subset of the packet, i.e. RLC PDUs.

This is illustrated in Figure 5.11, which shows the TCP me$raission ra-
tio. It can be seen that, the download times follow the santtefreas the TCP
retransmission rate for maxDAT values less than 4. The T@Rmemission
ratio is around 33%, even though the FER is only 10%, for &lttiree cases
when maxDAT is 1. This is because for a bit rate of 384 Kbps,@1H/te IP
packet needs:

o
1500+ 820ket .

3840028 % 0.01:2%

sec

radio blocks to be transmitted, and if any one of this getstlespacket is
also lost as there is no retransmission, hence raising theré@€ansmission
ratio to approximately three times that of the FER. For makDalues greater
than or equal to 4, TCP timeouts are prevented almost coeiyplet

The effect of maxDAT becomes marginal when its value is greidan 4,
because the probability of having more than 3 retransmrmssgnegligible (as
shown in Figure 5.1 in Section 5.2.1). For lower values of Bk status
prohibit has an important effect on the download time: senatatus prohibit
values lead to longer download times, and vice versa. Thedause, lower

3Setting maxDAT to 1 is equivalent to disabling retransnaesiand hence nullifying the
RLC reliability mechanism
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Figure 5.10: Mean file download times for different maxDAT and status iwibh
values, for a 100 Kbyte file.

status prohibit timers mean higher status reporting frequeincreasing the
probability that a PDU is retransmitted. An increase in tegansmission
ratio will make the retransmission count reach the maxDASteia and the
SDU will be discarded. The SDU discard will lead to TCP timespand hence
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Figure 5.11: Mean TCP retransmissionratio for different maxDAT andwss$atrohibit
values, for a 100 Kbyte file.
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decrease the link efficiency. However, for larger maxDATuesl & 4), even
though smaller status prohibit values lead to spurious Rit€ansmissions as
too many status reports arrive due to missing PDU deteati@axDAT is high
enough to prevent the untimely discard of an SDU. Actuahgre is even a
slight improvement in the download time (in the range of @domds) when
the status prohibit is reduced from 150 to 50 ms for largenesbf maxDAT.

Though lower status prohibit values lead to lower downlaage$ when
the maxDAT is high enough, the down side is that more statpsrte will
be sent in the UL direction, i.e there is an increase in stavashead for low
status prohibit values. This is illustrated in Figure 5.TBe values are shown
starting from a maxDAT value of 2 because when maxDAT is lieh® no
retransmissions (except for the sake of polling), and th&ustreporting is
not useful at all. As shown in the figure, the status overhesmledses with
maxDAT because the chances that a status report is wasted Gtatus report
asking a retransmission is sent by the UE but no retransmnissesults out of
it) becomes smaller with increasing maxDAT.

A higher status overhead is a disadvantage as it means thatWhoca-
pacity is required. For example for maxDAT value of 2 and &ust@rohibit
value of 50 ms, the status overhead is around 5% (the maxinalune Yor all
the cases shown), which means approximately 19.2 Kbpsx88d5) UL ca-
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Figure 5.12: Mean Status Overhead for different maxDAT and status pibiakhues,
for a 100 Kbyte file.
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pacity is required. Fortunately, only 10.2 Kbp%—%—go) is required for sending
ACKs at the TCP level if the maximum throughput is reacheduslteven in
the worst scenario of requiring 19.2 Kbps for status repgt82 Kbps is still
enough to provide the maximum 10.2 Kbps required for ACKs.

Figure 5.13 shows the mean RTT for the different cases. Adeaseen
from the figure, the RTT is very low for small values of maxDAMis is
because when maxDAT is very low, there are a lot of SDUs tleatiecarded
and the only SDUs that will contribute to the mean RTT caltafaare the
ones that are completed with fewer PDU being retransmitkext. example,
for the maxDAT value of 1, the only SDUs that are taken intcoaict for the
RTT calculation are the ones that are received without attysaf PDUs being
retransmitted. When maxDAT increase, so does the RTT as armatenore
SDUs are being received properly, mostly with some of th&tJB having
being retransmitted. After maxDAT reaches 4, the RTT va&meains stable.
With low status prohibit values, retransmission requestseato the sender in
a quick succession, increasing the rate of retransmisgi®tls, and hence
decreasing the total time required to transmit a given SDU.

Figures 5.14 and 5.15 show the mean peak and average thrdyugggpec-
tively. From the figures it can be seen that the throughplavid a trend sim-
ilar to the download time shown in Figure 5.10. That is, lost@tus prohibit

40

350+
@ 300
.g. -4-StatusProhibit=50ms
||: -8-StatusProhibit=100ms
¥ 250- -e-StatusProhibit=150ms |
200
1 2 3 4 5 8 10

maxDAT [#Transmissions]

Figure 5.13: Mean RTT for different maxDAT and status prohibit values af@00
Kbyte file.
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Figure 5.14: Mean peak throughput for different maxDAT and status pribkiddues,
for a 100 Kbyte file.

values work better at larger maxDAT and vice versa, and absigqerformance
improves with increasing maxDAT. It should be noted thatdirect parallel

that is found here between download time and throughputti@ mecessity,
because theoretically it is possible to have a high througtiyat also leads to
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Figure 5.15: Mean moving average throughput for different maxDAT antlustpro-
hibit values, for a 100 Kbyte file.
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longer download times, if most of the throughput was wastedrmnecessary
retransmissions. This again shows the effectiveness of Rhelransmission
mechanism. The effect of TCP’s slow start can also be seemfigure 5.15,

where the maximum average throughput achieved is less aKEps, even

though the available bandwidth is 384 Kbps.

Figure 5.16 shows the retransmission delay. When maxDAT tkelre-
transmission delay for all cases is around 300 ms. This iauswhen the
maxDAT value is 1, there is no retransmission in effect, dm& dnly rea-
son a retransmission can be allowed is in the case of a pokeasled to
be sent and a status is not received when the poll timer hasedxy4;
61]. If there is no new PDU to be sent at that time, one of the old DU
still waiting for an ACK will be retransmitted just for the lsa of polling,
and hence leading to a retransmission delay equal to theipar value, i.e.
300 ms. When maxDAT becomes greater than 1, the retransmidslay sta-
bilises and as expected, the larger the status prohibit timelarger the delay.
The corresponding retransmission delay values for thestatohibit timers
of 50,100, and 150 ms are 180, 200, and 220 ms, respectively.

Finally, the emulation results are compared with the thsmakmodel de-
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Figure 5.16: Mean retransmission delays for different maxDAT and stptofibit
values, for a 100 Kbyte file.
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veloped at the beginning of this chapter in order to validaeeemulations.
Figure 5.17 shows the comparison between the actual dodniwes from
the emulation results and the theoretical values evalugeg) (5.14) in Sec-
tion 5.2.2. Since the theoretical analysis did not condideTCP connection
setup and termination times for the data channel, the valteeadjusted here
to include the time taken for this procedure by adding RT T, one for the
connection setup and one for the termination. An RTT is addstkad of
1.5x RTT (as discussed in Chapter 3) for the connection setup andnarm
tion because the data channel setup procedure is initigtedebserver and
hence, the data will start flowing immediately after the semeceives the
ACK for the SYN. The maximum relative error between the tle¢ical and
actual values is within 9%.

Figure 5.18 shows the comparison between the actual RTT thheremu-
lation results and the theoretical values evaluated u&r&) (n Section 5.2.2.
As can be seen there is more difference between the themdratid emulation
RTT values (up to 17%) as compared with the download time eoisgn.
This is because in the theoretical estimation, the impaquetieing was not
considered.
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Figure 5.17: Comparison of actual and theoretical download times.
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Figure 5.18: Comparison of actual and theoretical RTT.

All the results shown in this chapter were generated for aKlife file
download. The performance impact on larger files will be kintio the 100
Kbyte case because, as discussed in Section 5.2.2, TCResdtchteady state
for the considered settings very quickly. If very small filees are considered
the performance trend will still remain the same but theeddhces will be
more pronounced. For example, if a 1 Kbyte file is considewaty, one packet
is needed to transfer the file and using a maxDAT configuratah might
resultin a TCP timeout could increase the download timeifsogmtly.

5.4 Summary

In this chapter, the performance of FTP file download over alSMedicated

channel, under the assumptions of constant bit rate andriehated errors
has been investigated. The investigations has been cautesing simplified

analytical modelling and detailed real time emulation®igs standard TCP
implementation and a UMTS network emulator.

Itis found that the main factor determining the performasd¢ke maxDAT
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value, higher values giving the best goodput. The only dadensf increased
maxDAT is increased RTT, but for the FTP service considerec lthat is
not an issue. However, for services such as web browsingenther RTT
is also an important performance metric, intermediateeshf maxDAT are
recommended.

Status prohibit plays a significant role when the maxDAT i$ laoge
enough, values closer to the RTT of the UMTS network givingdveper-
formance. When the maxDAT is sufficiently large @), status prohibit has
minor influence on performance: lower status prohibit valigading to per-
formance improvement. However, the improvement is ingffitbecause the
big throughput increase contributes only marginally togbhedput.

The status overhead is shown to be very low, with a maximumevaf
around 5%. In other words, the UL capacity required to accoduate status
reporting is small, showing that the retransmission meishaemployed by
RLC is very efficient.






Chapter 6

Packet Service Performance In
UMTS: Impact of Spurious
Retransmissions

In the previous chapter, the impact of different RLC pararsebn the perfor-
mance of an FTP download session was discussed. The de@RIs&ttings
of the Linux operating system were used, as the focus walysoiehe RLC

protocol. In this and the next chapter, the focus shifts tTC

As discussed in the previous chapter, TCP’s performanceMT & can
be improved by enabling persistent link layer retransraissi The link layer
retransmissions were shown to transform the unreliableless channel into
a reliable one with variable delay. Unfortunately, highlkeaignel errors is not
the only problem, and wireless networks can suffer more Wieed networks
from spurious retransmissions which are caused by sevactdrs such as
a sudden increase of delay in the communication path. Inctepter we
investigate the impact of these spurious retransmissinA<3® performance.

The chapter is organised as follows. We start by discussiegcauses
of spurious retransmissions in UMTS and some recommendetiats in
Section 6.1. Section 6.2 gives a brief survey of related wbhe investigated

91
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cases and evaluation results are discussed in Sections®ba34 respectively.
Finally, Section 6.5 summarises the main findings from threstigations.

6.1 Spurious Retransmissions

6.1.1 Causes of Spurious Retransmission

A spurious retransmissiois an unnecessary retransmission that is performed
by TCP due to a mistaken inference of packet loss. The masesanf spuri-
ous retransmissions apacket reorderinganddelay spikes

Packet Reordering In wired networks, as different packets can traverse the
network via different paths, packets may be out of sequer@nwhey reach
the receiver. As mentioned in Chapter 3, TCP responds to foatder re-
ception by sending duplicate ACKs, which might triggesgaurious fast re-
transmit Measurements performed [i@5], [76] and[77] show that packet
reordering is not uncommon on the Internet, and the proibabil a reorder-

ing happening in a TCP session can be as high as 90%, depeolitige
network load.

As mentioned in the previous chapter, the RLC receiver in 3\MiBsem-
bles SDUs and sends them to upper layers in or out of sequepending on
the setting of then-sequence delivergption. Thus, on top of the reordering
that might happen in the wired part of the E2E path, RLC outeafugnce
delivery will result in reordering at the TCP level as dentaaied in Figure
6.1.

Delay Spike A delay spikds a sudden increase in the latency of a link and
it is more prevalent in wireless networks than in wired oldse main causes
of delay spikes are bandwidth downgrade, link outage thatasked through
persistent link layer retransmission, handover, and lagekby high priority
traffic[24; 79. The packets that were delayed will arrive after the delalyesp
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Figure 6.1: Out of sequence delivery of RLC leading to packet reordean@CP
level.

but TCP might have already timed owp{rious timeoytand retransmitted
the packets.

6.1.2 Impact on Performance

In [75], and[76], investigations were carried out on the impact of packet
reordering on TCP performance, the results showing thatlesmg leads

to performance degradation by making TCP resort to too masiyretrans-
mit/recovery invocations. Duplicate reception of retrarted packets can
also further trigger spurious fast retransmissions dudeaeception of mul-
tiple duplicate ACKs. Thus, spurious fast retransmissieasl to bandwidth
under-utilisation due to unnecessary retransmissionsuandcessary reduc-
tion of the congestion window.

Figure 6.2 illustrates the impact of spurious timeouts feotrace of a TCP
connection. Around 1.5 seconds after the connection hesdia delay spike
of 4 seconds was artificially introduced. The packet thasediuthe timeout
was retransmitted twice, first at around 2.8 seconds, andanddime at 5.4
seconds (due to the exponential back-off procedure destiib Chapter 3).
The delay spike is finished at around 5.5 seconds, and theees&rts send-
ing an ACK for the reception of the original transmissionsotdinary TCR,

Lin this report, the term “ordinary TCP” refers to a non SACKwaReno implementation
of TCP.
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Figure 6.2: Example trace showing unnecessary retransmission of tlidewlindow
of outstanding data due to TCP’s RTO recovery.

there is no way to distinguish between an ACK that is due t@nsimissions
from an ACK that is acknowledging original transmiss[@®]. This is known
as theretransmission ambiguitgroblem of TCP. Therefore, TCP can not tell
whether the retransmission it is performing are valid ourethnt and it as-
sumes the incoming ACKs are in response to the retransmgsard will keep
on retransmitting the rest of the window.

6.1.3 Possible Solutions

The timing out of the retransmission timer due to delay spikehard to pre-
vent, as the sender is not aware of the delay spikes in the comcation path.

In [80], a scheme is introduced where delays are artificially iejgcin the

communication path in a certain fashion to increase the Rifiakce estimate
and hence avoid timeouts due to delay spikes. However, thisnse is not
effective if the delay spikes are long.

Fortunately, something can be done after the delay spikeas and the
ACKs for the original transmissions start to arrive. A saatfor the spurious
retransmission problem has first to detect if the retransions are spurious,
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and if so revert unnecessary congestion control phasesasuslow start that
the sender have mistakenly entered after the spurioussatiasion.

Some of the well known proposals for detecting and resp@idispurious
TCP retransmissions are:

Eifel Algorithm:  The timestamps optidib0] can be used to detect spurious
retransmissions. When the timestamp option is used, thesEGRer inserts
the time of the packet generation in the TCP header and whéfsA@e gen-
erated for these packets, the timestamps are echoed bagk, TGP will be
able to know whether incoming ACKs are due to first transraissor retrans-
missions. TheEifel algorithm proposed if26; 81 uses the timestamp for the
detection of spurious retransmissidn¥/hen a congestion is detected (either
through triple duplicate ACKs or a timeout), Eifel saves tomgestion pa-
rameters along with the timestamp of the retransmissionaén If the ACK
received later on for the concerned packet echoes back &n thdestamp
than the saved one, the retransmission was a spurious ongif@ghdindoes
the congestion procedure and reverts to the state justdo#ferspurious re-
transmission.

DSACK: As described in Section 3.3, TCP DSACK provides a possyilit
to report duplicate reception of data and this can be use@tectispurious
retransmissions. 1082; 83; 84 a detailed description of how DSACK can
be used to detect spurious retransmissions is given. Whagestion is de-
tected, the current congestion parameters are saved andrthal congestion
procedure is undertaken. If a DSACK arrives signifying dicgtle reception,
the congestion control procedure is undone by restoringdiied parameters.
Note that Eifel and DSACK can coexist in the same TCP stacklsmén-
abled at the same time (this is the case in Linux TCP) as tipeirations are
independent from each other.

2|nstead of using timestamps, a reserved bit in the TCP heattealso be used in Eifel as
suggested ifi26].
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Forward RTO Recovery (FRTO): Spurious retransmissions can also be
detected without using DSACK or timestamps. FRTO is one SICR en-
hancemenii85; 8. When a retransmission timeout occurs, FRTO retransmits
the packet without going into slow start (the ssthresh isydwer, set to half
of the outstanding packets). If the first ACK after the timeadvances the
window, FRTO transmits two new packets instead of retratisrgithe other
packets in the same window and enters congestion avoidaaaavnd is set

to ssthresh). If the second ACK also advances the windowgtinensmission
was most likely spurious because the second ACK is triggeyeh originally
transmitted packet. Otherwise, if either of the first or taeasxd ACK is a du-
plicate ACK, this is an indication of a correct retransnossand FRTO will

go into slow start and continue as in ordinary TCP.

6.2 Related Work

Previous studies with regards to spurious retransmissmonseless networks
mainly dealt with delay spikes only. [[87], the Eifel algorithm is evaluated
in a simulated GPRS network with frequent cell re-selecioacurring that
cause delay spikes. Itis shown that Eifel can reduce the lbadriime by up
to 12%. It is also shown that Eifel can lead to performanceatgtion when
real losses occur during the delay spike.

In [88], it is shown that Eifel performs better than TCP Reno in lowdba
width links with no packet loss, while its performance warséor high band-
widths with packet loss. Similar results are reported ingtuelies carried out
in [89].

In [90], an enhanced version of the Eifel algorithis suggested and its
performance is evaluated in a high bandwidth (2 Mbps) wirgdthat suffers
from frequent delay spikes during a 5 Mbyte file downloadisesdt is shown
that Eifel can increase throughput by up to 240% in a non cstegdink, but

3The enhancements include restoring the congestion windew éuring multiple time-
outs, and complex RTO calculation that takes the frequeh&Td samples into considera-
tion.
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can lead to performance degradation if a congestion is atisarang along
with the delay spikes.

Previous packet reordering studies mostly are concerndgdwired net-
works. The author is aware of only one published work, descrin[91], that
dealt with reordering due to link layer ARQ and its impact c@PT Therein,
the simulations with TCP new Reno showed that using out aieece deliv-
ery can lead upto 50% reduction in the throughput.

The studies carried out in this chapter differ from the onesntoned
above in three main aspects, apart from issues of the ieal@ttext of the
settings mentioned in Section 5.1. First, the focus hereamiynon packet
reordering though delay spikes are also considered. SBc@ncombination
of several TCP versions are studied. Finally, short-lived/dl are investigated
instead of the bulk file downloatis

6.3 Investigated Scenarios

As in Chapter 5, RESPECT is the tool used here to perform trestigations
(Appendix B). The investigations are divided into two parédfect of out

of sequence delivery and delay spike§or both cases, the performance of
different TCP extensions are investigated.

The RLC parameters that deal with retransmissions are fiasddon the
results from the previous chapter, and the only RLC paranteét is inves-
tigated here is the in-sequence delivery. Though thereevexral TCP exten-
sions and optimisation proposals, only a few of them are aegdéepted by the
research community to be standardised by organisatiortsasithe Internet
Engineering Task Force (IETF). Apart from that, many of thepgosals that
are targeted to wireless networks assume a non reliablgvihich does not

4Studies carried out if92] indicate that most Internet flows are short lived (rangimgrfr
few seconds to few minutes), and we assume the traffic in tHalentmternet will be even
shorter due to cost and bandwidth limitations.

SFor the delay spike investigations, RESPECT was slightlgified to be able to introduce
arbitrary delays at any time during a TCP connection.
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apply to UMTS as the RLC protocol provides reliability. Mo$the standard-
ised extensions/options are not even used in many hostseomtérnet{93;
94]. In[94] investigations were carried out where some of the most wiae!
cessed web servers were probed to find out their TCP capedilithe results
showed that except for SACK, which more than 70% of the semere found

to support, most of the other TCP extensions like limitedaregmit have very
low deployment. 1195], it is found that 76% of the major Internet web servers
use the timestamp option.

With this in mind, we limit our focus here to those optionsémsions that
have impact on spurious retransmissions and which arerdiyeeing stan-
dardised. Also, from these we consider only the ones thatarently avail-
able in Linux, as Linux is the most widely used operating eystor hosting
web serverg96]. In Linux, the concept of spurious retransmission detectio
is built in the TCP implementatiofb4]. Spurious retransmissions are de-
tected either through timestamps or DSACK. Once a spurietiansmission
is detected, congestion parameters are reverted to tleejssatoefore the re-
transmission.

FTP file download sessions were started using automateutsander the
assumption that a DCH is already setup. For each of the ceregidtcases, the
file download is repeated 300 times, and as in the previoystehdhe down-
loads are done in a randomised fashion. Table 6.1 summahseadifferent
settings used for the investigations in this chabter

6.4 Emulation Results

6.4.1 Impact of Delivery Order

Figure 6.3 shows the impact of the RLC delivery order on therdoad time
under different TCP settings. As can be seen from the figurepvn-sequence
delivery is used, there is no significant differenee %) in the download

6Note that FRTO is not considered, as the Linux implementasfd"RTO was found out
to have bug$97].
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Table 6.1: Parameter Settings for reordering and delay spike invesitts.

| Parameter | Value(s) |

Common Settings

maxDAT 10
Poll last transmitted PDU | true
Poll last retransmitted PDU true
Timer based polling (ms) | 300
Missing PDU indication true
Status Prohibit (ms) 100
Bit rates (DL/UL) (Kbps) 384/32
TTI (ms) 10
File sizes (Kbyte) 100
Eifel (Timestamps) on/off
TCP SACK on/off
TCP FACK on/off
TCP DSACK on/off
TCP FRTO off
File Size [Kbyte] 100
FER (DL/UL)(%) 10/0

Reordering Investigations

RLC delivery order | in sequence, out of sequence

Delay Spike Investigations

RLC delivery order in sequence
Extra delay duration (sec) | [0.5, 1, 2, 3, 5]
Extra delay location (sec) | [0, 0.5, 1, 2]

times between the different TCP settings. This is becaugackets are deliv-
ered out of order, i.e. no fast retransmissions due to tdpfdicate ACKs. The
small differences between the Eifel and non-Eifel casethfom-sequence de-
livery is due to the overhead of including the timestamp$hs TCP header,
which requires 10 additional bytes in the TCP hed8€t. Henceforth in this
section, unless otherwise specified, the discussionsteefiee out of sequence
cases.

For out-of-sequence delivery, when no SACK or its enhancesnare
used, using Eifel decreases the download time by 33%, whaftslates to
a 68 Kbps increase in the goodput. The use of SACK/FACK irsgedhe
download time, for both the Eifel and non Eifel cases, butynore than 5%
(< 10 Kbps). When Eifel is not used, the use of DSACK decretds=gown-
load time by 14%, corresponding to a 20 Kbps improvementemgtbodput.
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Figure 6.3: Impact of RLC delivery order. Mean download times.

In order to understand these differences, the TCP retrasgmniratio is
plotted in Figure 6.4. When Eifel is not used, using SACK i@shithe re-
transmission ratio from 13% to 9% while it increases the doaah time from
6.0 seconds to 82 seconds. The reason why SACK leads to less retransmis-
sions is because the sender will not retransmit alreadyvextgackets (as
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Figure 6.4: Impact of RLC delivery order: Mean retransmission ratios.
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they are indicated in the SACK blocks), while it might do sdhie non SACK

case. The fact that download time is increasing while thensmission ratio
is decreasing looks contradictory at first look, but it beesrolear when we
consider not only the number of retransmissions but alsairtieewhen these
retransmissions occur.

In Figure 6.5, the Cumulative Distribution Function (CDH)tbe time
instant at which the first retransmissions were sent for &@kSand no SACK
cases are shown. As can be seen from the figure, using SAC&rdtegs of
the Eifel setting, leads to the first retransmission to hagzelier.

The reason for this earlier retransmission behaviour of KA€Cbecause
Linux’s implementation of SACK TCP is more aggressive tham ISACK
TCP when it comes to entering fast retransmit and recoveagg@h In non
SACK TCP fast retransmission is performed only when a aemaimber of
(usually three) duplicate ACKs are received, while in SACBP fast retrans-
mission can be performed if a SACK block arrives that ackeolges a packet
that is three or more packets away from the last packet thatcwanulatively
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Figure 6.5: Impact of RLC delivery order: CDF of the time of the first TCaas-
mission.
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ACKed'.

This is illustrated in Figure 6.6. The figure shows the trat¢he sent
packets (the small rectangles), and ACKs received (solidectepresenting
cumulative ACKs and vertical bars representing the stattesnd of the SACK
blocks) at the sender. Retransmissions are representedrogs At around
0.8 seconds, there is a retransmission because three atepA€Ks are re-
ceived. However, at around 1.1 seconds, there is a retrassmieven though
only one duplicate ACK is received because the SACK block Wes re-
ceived (acknowledging bytes 29524-30984) along with th@idate ACK was
4 packets (4*1460 bytes) away from the duplicate ACK (ackedging byte
number 23684). Thus, TCP SACK in Linux acts like TCP FACK (adsed
in Section 3.3) when it comes to triggering fast retransioiss [98].
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Figure 6.6: Time sequence graph illustrating Linux TCP SACK'’s fastanresmission
behaviour.

’In Linux, the initial value of the number of duplicate ACKsréred to trigger fast re-
transmission is three. However, when reordering is dedethés threshold is updated to the
number of packets between the highest acknowledged paxkatand the currently acknowl-
edged packet that was found to be duplicdt.

8However, the behaviour is different during recovery beeali€P FACK assumes the
holes between the SACK blocks as lost, while in SACK they asumed to be lost only if
three discontiguous blocks are SACKed above the conceraedepor if a packet more than
three packets away from the concerned packet is SAGE&d



6.4. EMULATION RESULTS 103

The earlier fast retransmissions would have been beneiidiaére was
actual data loss, but there is none as persistent RLC lirde lsstransmission
is employed. The end result of the earlier fast retransmits drive TCP into
congestion avoidance earlier than non-SACK TCP. Hencerethgon for the
increase in the download time despite the decrease in ttassbission ratio
when using SACK without Eifel.

Returning to Figure 6.3 and 6.4, it can be seen that when Eifeted,
SACK leads to an increase in the download time and also thenghission
ratio. Actually, the retransmission ratio is almost the edan the SACK/FACK
case regardless of the Eifel setting. This is because thansghission be-
haviour of TCP SACK described earlier is prevalent. Howgewerthe no
SACK case, TCP is able to detect unnecessary retransmsssitimthe help
of timestamps and stop from further unnecessary retrasgmsof the whole
window. Thus, there is a reduction in the retransmissioio iahen Eifel is
used without SACK as compared with the case when it is usdd SA4CK.
FACK performs basically the same as in SACK because the &slyetrans-
mit behaviour is the same and also the FACK algorithm is déshim Linux
TCP if reordering is detectd@®4].

Figures 6.3 also shows that for the case where Eifel is nat, B8ACK
leads to a 13% improvement in the download time. The reasothéode-
crease in the download time is obvious, because with DSA@HKrisus re-
transmissions can be detected and hence, unnecessagctastny phases are
reverted. However, the improvement is less than the one wgeafrom us-
ing Eifel because a DSACK block is sent in response to theptemeof the
unnecessary retransmission while an ACK arriving with aestamp earlier
than the retransmission’s timestamps immediately afer#transmission is
sent out will give the same information. Thus, Eifel is albe¢cover from
spurious retransmissions faster than DSACK.

Using FACK on top of DSACK, when Eifel is not used, leads towsrd
5% further decrease in the download time. This is becaus&kRk8@ggressive
when it comes to retransmissions during fast recovery, esnisiders all the
holes between the SACKed blocks as lost. This increasesasslplity of
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duplicate packet reception in the case of spurious retreasgons, and as such
decreases the wait time for a DSACK block, which shortensutireecessary
fast recovery period.

Figure 6.7 shows the RTT for the different cases. As expetitedout of
sequence delivery cases lead to lower RTT as a packet isegl@amediately
after it is assembled properly by the RLC, while in the in saqe delivery
cases there is a re-sequencing delay. Also, note that E#els|to increased
RTT for both cases, leading to a 42% increase, on the avefagé)e out
of sequence cases and only a 3% increase for the in sequese®s céhe
reason for this increase is due to the retransmission antpigientioned in
Section 6.1.2. Thatis, when timestamps are not used, itisossible to know
whether incoming ACKs are for original packets or for resiamssions and
thus they are not considered in the RTT statistics. And fectses considered
here, as there were no packet drops, retransmitted paaketbeaones that
were delayed due to out of sequence delivery, and as sucheanes with
the highest RTT value.

As all the results presented so far in this section show, bgequence
delivery leads to performance degradation in terms of doachkimes, but it
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Figure 6.7: Impact of RLC delivery order: Mean RTT.
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leads to a lower RTT. Another advantage of out of sequenaeedglis the
lower memory requirement for buffering. Figure 6.8 shows @DF of the
maximum buffer occupancy experienced at the UE during a tadses-
sion. As can be seen from the figure, the buffering requir¢mmiin sequence
delivery is roughly twice that of out of sequence delivergeTabsolute buffer-
ing requirement is not that much considering that even GPiRB¢s such as
the Nokia 6600M come with megabytes of built-in memory and the price of
flash memory is becoming very chefg9).

6.4.2 Impact of Delay Spikes

Figure 6.9(a) shows the TCP retransmission ratio for dghées of different
durations averaged over the different delay locationsdigt Table 6.1. As ex-
pected, as the delay duration increases, so does the nuitb&nansmissions.
However, the percentage increase decreases for larggnadilees mainly due
to the exponential back-off mechanism of TCP described ati®@e3.2.3. For
example, if a timeout occurs when the RTO is 3 seconds, the Willhe

doubled and the next retransmission will occur after 6 sésofror example,
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Figure 6.9: Impact of delay duration and location: Mean retransmisgiatios.

a total delay value of 5 seconds will not cause any more retngssions than
that of a 4 second delay for this case.

From Figure 6.9(a), it can also be seen that using Eifel resldlce re-
transmissions rates. However, the relative improvemesredses as the delay
duration increases. This is because when multiple timeoctsr, the Eifel
algorithm stops the congestion window reversal behaVi2éir

Figure 6.9(b) shows the TCP retransmission ratio for detelyes applied
at different locations averaged over the different delasations. When the
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delay is applied at 0 seconds, the SYN packet is the one thfieiged, and the
RTO estimator will not get any RTT samples to calculate the astimate and
the RTO stays at 3 seconds. So delay values less than 3 setmndstrigger

any retransmissions, hence the average number of retrssisms when the
different delays are applied at the beginning of the conoercs very low.

From Figure 6.9(b) it can also be seen that when the delayidocan-
creases, so does the retransmission rate, but the pere@émtagase decreases.
This is because when the delays are applied earlier, evehdatey durations
can cause a timeout. This is better understood by lookingrapte traces,
shown in Figure 6.10. The RTO curves are generated by usen§Ti® esti-
mation algorithm employed in Linuk 00d. Since the initial RTT experienced
by the first few packets is very low compared to the 3 secon@iRTO, the
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Figure 6.10: Example traces showing RTO and RTT evolution.
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RTO quickly drops at the beginning of a connection. Hencemnallsdelay

spike is able to trigger a retransmission when the delaypsiegpearlier. On

the other hand, as more and more packets are being trargntiittequeueing
delay gradually increases the RTT and TCP increases its Ril@ v Thus,

a larger delay spike is required to trigger a timeout whendékay occurs
later during the connection. However, when timeouts ocaterlduring the
connection, the congestion window size is large, and mockgia will be

retransmitted than the case of earlier timeouts. Hence, #neigh the possi-
bility of a timeout is reduced, the absolute retransmissatio increases with
the delay location.

Figure 6.11(a) shows the download times for delay spikesfterdnt du-
rations averaged over the different delay locations. It lbarseen that the
use of Eifel leads to up to 0.4 seconds improvement in the tadntime
(which corresponds to a 9% decrease in the download time 8rkabps in-
crease in the goodput). When the delay duration is very lofe| Berforms
almost the same as the non Eifel case because the numberaofsratssions
is small. For intermediate delay values, Eifel performddyetHowever, the
performance degrades as the delay duration increasestBapeobability of
multiple timeouts occurring increases, which disableglEittongestion win-
dow reversal26].

Figure 6.11(b) shows the download times for delay spikesegbpt differ-
ent locations averaged over the different delay duratidihe download time
is the highest for all the considered cases when the delayapplied at 0.5
seconds. As mentioned earlier, for lower delay locatiorth{(ihhe exception
of delay location of 0 sec), the possibility of a timeout actyg is very high,
even for low delay durations, and hence the increase in tvaldad time.

6.5 Summary

In this chapter the impact of spurious retransmissions erptdrformance of
FTP file download sessions over a UMTS network has been igatst. The
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Figure 6.11: Impact of delay duration and location: Mean download times.

causes of spurious retransmissions considered were reggadaused by us-
ing RLC out of sequence delivery and delay spikes caused Iy ri@tors
such as bandwidth downgrades or link outages that are maisk@magh per-
sistent link layer retransmissions.

Eifel is very effective in mitigating the problem of reordw®g caused by the
RLC out of sequence delivery option, increasing the goothyutip to 33%.
The use of SACK, however, causes performance degradatiethethused
with Eifel or not. This is because there is a higher probghbdf entering the
fast retransmission phase earlier when using SACK as tlteeseoes not have
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to wait for triple duplicate ACK. Using DSACK also improvegniormance
but the improvement in the goodput is not more than 14%.

From the delay spikes investigations it is found that algfothe use of
Eifel improves performance, the improvement is not as eatie as in the
reordering cases (less than 9% improvement in the goodph#®.reason for
this is that higher delay values trigger multiple retrarssians, in which case
the Eifel algorithm acts conservatively in the same way as normal slow
start. Delays applied at different locations also haveedgiiit impacts on per-
formance. Lower delay values during the earlier stageseFiP session are
able to cause timeouts, while higher delay values are redwhen the delays
are applied later.

The results show that for background services such as Fé&Rsth of in-
sequence delivery gives optimal results. However, oweanfuence delivery
outperforms in-sequence delivery in terms of RTT and usirhgj EEssens the
goodput degradation of out-of-sequence delivery. Thusregemmend the
use of out-of-sequence delivery along with Eifel for int#ige services such
as web browsing where both the goodput and the RTT are impqu&afor-
mance metrics.
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Chapter 7

Packet Service Performance in
Heterogeneous Networks

Several wireless technologies exist, each one with its odwartages and
limitations. For example, GPRS/UMTS provide high mobiltth limited
bandwidth while WLAN provides higher bandwidth with restad mobility.
Thus, the current trend in mobile communications is not eetevark technol-
ogy replacing another, but rather the inter-operabilitinaen different net-
works[101; 102. Thus, the investigation of packet service performance in
UMTS will not be complete without considering scenarios veheMTS co-
exists with other technologies, which is the rule rathenttiee exceptioh33;
103; 104.

In this chapter, the performance of packet services in UMT8MUMTS
coexists with GPRS and WLAN networks is investigated. Ashi previous
chapter, the focus is on TCP and some of its extensions. Td@ehis organ-
ised as follows. Section 7.1 gives an overview of heterogsmetworks and
the main issues that impact performance in such networkes.ifirestigated
cases are described in Section 7.2. Section 7.3 gives thstigation results.
Finally, Section 7.4 summarises the main findings from threstigations.

113
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7.1 Heterogeneous Networks

A heterogenous network is a networking environment thatiges a user with
a possibility of accessing services via different netwedhinologies. Hetero-
geneous networks are also knownoagrlay network§102; 109. A typical
example of an overlay network is where a user accesses agmieca WLAN
while inside an office and via a cellular network such as UMTSsidle the

office.

Figure 7.1 illustrates one such scenario. The user isliyigacessing ser-
vices using a WLAN network in the office and then leaves theeféind the
connection is handed to a UMTS network. This handover betvwee dif-
ferent network technologies is known asrtical handoverand specifically
a handover from a network with a small coverage (and usudailyen capac-
ity) to another with a larger coverage (and usually loweracaty) is known
asupward vertical handovef102. On the other hand, a handover from a
network with a large coverage to a smaller one is knowd@gnward verti-

WLAN

UMTS

Data rate

|_GPRS

Time / Location

Figure 7.1: An example showing a user accessing services in a heterogemet-
work.
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cal handover After a while, the user leaves the coverage area of the UMTS
network and the connection is handed over to a GPRS netwasknple han-
dover decision algorithm is one that lets the user get cdeddo the lowest
overlay network, i.e the one with highest capacity, as long & within the
range of the user, the network is not overloaded and thesuserbility is not
leading to frequent handovef$02. However, handover algorithms should
also consider several other factors such as service castrityeand power
consumptiorf104.

Vertical handovers can also be classified furthemasl andsoft[105. In
hard vertical handover, the user is connected to only onearktat a time, i.e.
the connection with the previous network has to be brokearkdghe new one
can be used. In soft handover, simultaneous connectiomstinetconcerned
networks can be made and data can be sent/received sinautynéo/from
the two network access points (4493 and[104] for the issues concerning
soft vertical handover implementation).

When it comes to handling mobility and associated vertiealdover, sev-
eral proposals exist that operate at the network (e.g. MdBflL07), trans-
port (e.g. using Stream Control Transmission Protocol (8)331]) or even
application layer (e.g. using Session Initiation Protd&P)[108). The fo-
cus of this chapter is on the impact of vertical handover o pérformance
rather than the mechanisms for implementing handover. &haer is referred
to [105; 109 and the references therein for the details of different baed
management techniques.

7.1.1 Performance Issues and Suggested Solutions

When a vertical handover occtirgshe data and ACK packets that are already
in flight will be lost, unless some buffering mechanism isdute tunnel the
data from the old connection to the new one when the handeviamished.
This data loss will trigger TCP retransmissions and pogsshdw start that

1From here onwards, unless otherwise specified, by vert@atitver it is meant hard
vertical handover.
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will degrade the performance of the connection. Not only, tiiéghe handover
period is long enough, multiple timeouts will occur, and BREO is doubled
each time due to the exponential back-off behaviour desdrifbSection 3.2.3.
This might lead to a long idle period after the handover ished where TCP
waits for the RTO to expire.

Another effect of vertical handover that can lead to perfamoe degra-
dation is the change in the BDR10; 111. As described in Section 3.1.2,
a window size equal to the BDP is ideal for a TCP connectiorabge that
guarantees full link utilisation. If a handover is made frartarge BDP net-
work to a small BDP network, even assuming ideal handoven wit delay
or loss, congestion will occur as TCP will keep on using thrgda window
size until congestion forces it to reduce it. On the otherdhanhandover
from a small BDP to a large BDP network will not take advantafjine large
BDP and leads to lower utilisation for some time. Over-buffg (i.e. all
transmission queues are set to the largest possible BDPotireection can
be made through) is suggested to combat the impact of chqiiP [110;
111]. However, it is hard to find out the right buffer size befonethaand also
it might lead to congestion after handover as mentionedrbétd 1].

If the UE? is equipped with a multi-mode interface that can simultaséo
transmit/receive using multiple networks technologiedt kandover can be
performed, basically eliminating the handover loss andyddtiowever, other
handover associated problems arise in this case. If a handoldeing made
from a low bandwidth network to a higher one, reordering emuilt as the new
packets are received/transmitted through the new interfalich will lead to
performance degradation as described in the previouseh&pmilarly, ACK
reordering can also occur, where ACKs for higher sequeno®eus sent over
the new link arrive before ACKs for older sequence numbeatdhe sent over
the old link. This ACK reordering will lead to a more burstyamismission
if the sender is increasing its window based on the amounytasbACKed,
instead of just the number of ACKs receivétil1].

2Although mobility is not part of the definition of a UE as givien[45], in this report the
UE is assumed to be mobile.
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In[112; 113 the problem of slow start due to lost packets during handover
and the impact of exponential back-off were addressed. dierdio mitigate
packet loss, the solution suggested was to buffer dataglaativing in the old
access points and tunnel it to the new access point. ThisiGoltequires a
high buffering capability at the base stations if they amvisg several users.
Also it was suggested that the UE sends a number of duplicaksAnce the
handover is over to trigger fast retransmissions and tlydessen the impact
of exponential back-off. However, this solution requiresammunication
between the link and transport layer in the UE in order tofpakie transport
layer when the handover is finalised.

Solutions that are based on splitting (or proxying) the T@RAnN@ction
between the UE and the server at the access point exist antbigtaepresen-
tative of these is I-TCP[114]. In I-TCP, when a UE wishes to communicate
with some fixed server, a request is sent to the current apo@ssto open a
TCP connection with the server on behalf of the UE. The UE compates
with its access point on a separate connection using a wariaf TCP that
is tuned for wireless links and is also aware of mobility. T TCP only
sees an image of its peer TCP that in fact resides on the goomgslt is this
image that is handed over to the new access point in case the hhded
over to another cell or network. The main drawback of |-TCEh&t end-to-
end semantics of TCP are not preserved, i.e. the accesssgoits ACKs to
the server when it gets data, disregarding the fact that slckgh might get
lost during the transition between the access point and EheAlso, long and
frequent handovers demand large buffering requiremerttseahccess point

[115].

3As mentioned briefly in Chapter 5, split connection propssaé also applicable to stan-
dalone wireless networks as they can mask wireless chamoet e
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7.2 Investigated Scenarios

7.2.1 Handover Buffering Mechanisms

Most of the methods mentioned in the previous section religudfering data
during handover. Thus, we focus our study to a general case where the con-
cern is mainly on different buffering mechanisms and theipact on TCP
performance.

Three different buffering mechanisms are considered:

e No Buffering (NB): All packets that were in flight when the handover
is started and also the ones that arrive during handoverappdd.

¢ Full Buffering (FB): All packets that were in flight when the handover
is started and also those that arrive during handover argegueVost
existing buffering schemes for vertical handover use fuffdring.

¢ Intermediate Buffering (IB): This is a buffering scheme that we pro-
pose where all packets that were in flight when the handovs&arsed
are dropped but the ones that arrive during handover areequeu

We use Figure 7.2 to illustrate the three buffering mechmasisFor sim-
plicity, only data packets are shown. First the UE is acogsidie packets from
the old access point, and since the wireless link has lowsdwalth a queue
will develop at the access point. Immediately after thevatrof packet 8, a
vertical handover is initiated, at which point there arerfpackets (packets 5—
8) in the access point’s buffer. Two more packets (9 & 10)arat the access
point during handover, and after a while there is a retrassion (packet R)
as the server is not getting any ACKs.

4There are also methods like M-TCPLL6]) and Freeze-TCP[117) that employ tech-
niques to make the server aware of the handover and pausatisenission. However they
require a prediction of handover and/or need a communicditeonework between the UE’s
link and TCP layers.
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Old Access New Access

Server Point Point UE

Handover
Duration

Figure 7.2: Figure used to illustrate the different buffering mechamss

If NB is employed, packets (5—-10) will be flushed as well asréteans-
mitted packet. With FB, immediately after handover is fiedhpackets 5-10
as well as the retransmitted packet are forwarded to the neasa point and
then to the UE. With IB, packets 5-8 will be flushed while pask& 10 and
the retransmitted packet are stored in the old access padrfbawarded to the
new access point and subsequently to the UE immediately lzdtedover is
finished.

For the IB and FB cases we assume that there is a handovercgioto
mechanism that enables the forwarding between the acceds.[dd is easier
to implement (and requires less memory) than FB becausetesspoint has
to buffer the packets only after a handover is initiated Jevim the FB case the
non ACKed packets have to be buffered even before handowetizgted after
they are transmitted to the UE.

7.2.2 Emulation Tool

As in the previous chapters, the RESPECT emulator is usedetsr consid-
erable modifications have been made to the emulator for thédvar studies
(see Appendix B for the details). The main modification i¢ tine network



CHAPTER 7. PACKET SERVICE PERFORMANCE IN
120 HETEROGENEOUS NETWORKS

behaviour is described as a state machine (with statessesgneg different
networks and sub-states defining the state within each mefwistead of the
implementation of the protocol stack in the original RESHEC

Each sub-state of a network is characterised by a given hdtidand
latency. When a packet arrives at the emulator, if no handewgoing on, the
delay the packet is going to experiendg (s calculated as:

i = (o) +Li+a (7.1)
wheres is the size of the packeBW is the currently allocated bandwidth
when packet arrives,L; is the link latency (propagation delay + processing
delay), andj is the queueing delay which depends on the number packets tha
are currently on transit. A timer is started for each packativhas this value
and the concerned packet leaves the emulator when the tkpiees.

A time limit or amount of data transmitted can be used to dpednen a
transition should be made between networks or within thestates of a given
network. Also, the three different buffering mechanismatimmed above
are implemented. No packet leaves the emulator during thddveer period.
When the handover is over, if there are any queued packets (B or FB
were used), the new delay that the packets are going to experiwill be
updated using (7.1) as if each queued packet is arrivingaattistant. Note
that this ensures that no reordering will occur when a haadisvmade from a
slow link to a faster one, and we assume that no soft vertamadlbver is going
on, i.e. data can not be sent using the two networks simuteshe

7.2.3 Parameter Settings

Two different heterogenous network scenarios are invaigte one comprised
of UMTS and WLAN, and another comprised of UMTS and GPRS. Both
upward and downward vertical handover are investigateth&two scenarios.

A 1 Mbyte file is downloaded, and handover is initiated imnagely after half
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of the file has been downloaded. These values for the file sz éa@ handover
initiation time are used to ensure that TCP has reachede#slgtstate when
the handover starts. The link layers of the concerned matatevorks are

assumed to employ a reliability mechanism to mitigate @ssichannel errors,
i.e. packet losses, if any, are only due handover. Diffel&® extensions
which are available on the Linux platform are tested, forsdtwme reason as in

the previous chapter. Table 7.1 summarises the main pagesnet

Table 7.1: Summary of main parameter settings.

Parameter

Value(s)

UMTS Bit rates (DL/UL) (Kbps)

384/32

UMTS one way latency (ms)

75

GPRS Bit rates (DL/UL) (Kbps)

32/32

GPRS one way latency (ms)

350

WLAN Bit rates (DL/UL) (Kbps)

1000/64

WLAN one way latency (ms)

5

File sizes (Mbyte)

1

Eifel (Timestamps)

on/off

TCP SACK

on/off

TCP DSACK

on/off

Handover delay duration (sec)

[0, 2,5, 10]

7.3 Emulation Results

In this section, the results from the emulation runs areqmesl. First, the
results from WLAN to UMTS upward handover case are preseriaticular
results from the downward handover case and handover betJ®d'S and
GPRS are presented later on.

7.3.1 WLAN to UMTS Upward Handover
7.3.1.1 Ordinary TCP

Figure 7.3 shows the download times when a file download th&kesl during
a WLAN connection is handed over to a UMTS connection midvimgugh
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the download session. Linux TCP with SACK and Eifel disabed used for
the file downloads.

Notice that even when there is no handover delay, all thegiach flight
are dropped with NB and IB. This, combined with the fact thatdata will
arrive during handover as the handover delay is zero, isth&on why the two
buffering mechanisms perform exactly the same when then® isandover
delay. FB in this case results in a 2 seconds decrease in thelald time
(from 17.8 to 15.8 seconds), which translates to a 13% (6GKibgprovement
in the average goodput (from 471 Kbps to 531 Kbps).

When the handover delay is increased to 2 seconds, the uBdedds to
a slight improvement in the download time (from 18.5 to 18osets, which
translates to a 13 Kbps or 3% improvement in terms of goodphile FB
leads to performance degradation, increasing the dowrtloaby 0.6 sec-
onds, and this is equivalent to a 14 Kbps or 3% decrease inabepyt. The
trend is similar for the 5 seconds delay case. This seemsy&trat first ook,
but the TCP sequence traces reveal the reason behind thiis res

Figures 7.4 - 7.6 show the TCP sender’s behaviour duringdwaardor the

28
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'3'247 -0-HO delay = 2 sec
% -O-HO delay =5 sec
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o 20F
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Figure 7.3: Mean download times: WLAN to UMTS handover, SACK and Ei$el di
abled.
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Figure 7.4: Time sequence graph: WLAN to UMTS handover, 5 seconds handov
delay, SACK and Eifel disabled, No buffering.

three different buffering schemes when the handover dsl&yseconds. The
vertical dotted lines in the figures indicate the start andl einthe handover
period.

Figure 7.4 shows that during handover, at 5.14 secondg thertimeout
(the RTO at this time was 770 ms) and the concerned packetransmitted.
A second and third timeout occur at 6.7 and 9.7 seconds, otnNgCP’s
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Figure 7.5: Time sequence graph: WLAN to UMTS handover, 5 seconds handov
delay, SACK and Eifel disabled, Intermediate buffering.
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Figure 7.6: Time sequence graph: WLAN to UMTS handover, 5 seconds handov
delay, SACK and Eifel disabled, Full buffering.

exponential back-off mechanism. The first two retransraissare lost since
nothing is buffered. The receiver will get only the thirdregtsmission, and
when the ACK for this packet arrives, the rest of the packetswere lost are
retransmitted (as can be seen in the figure between arourd1ti0seconds).

Figure 7.5 is similar to Figure 7.4 during the handover priaut as the
retransmissions are buffered, the receiver will get themmadiately after the
handover, and it responds with an ACK. Thus, IB saves theeseindm the
impact of exponential back-off, which was the cause of thi after the han-
dover is finished for NB.

In Figure 7.6, the impact of exponential back-off is alsouszt but this
time, not only the retransmission is buffered but also thelewindow of data
that was lost at the start of handover for the other two buféemodes. When
the receiver starts getting the buffered data, it sends A&iisthe sender as-
sumes these ACKs correspond to the retransmissions and keagding the
rest of the window. After that, the retransmitted packetsalty start arriving
at the receiver, and the receiver responds by sending @tplACKs. Fortu-
nately, thanks to the new-reno modification of TCP congastimntrol, these
duplicate ACKs will not drive the sender into fast retranssion. However,
the sender will have to stay idle for about 1.4 seconds whagimg for a new
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ACK to advance its window, and hence the performance degoaddue to
FB.

From Figure 7.3 it can also be seen that as the handover delaaises, the
degradation due to FB decreases and itimproves the penfaeres compared
with NB. This is because a larger handover delay increagesrtpact of the
exponential back-off as the RTO is doubled for each retrasson. Thus,
with NB, the idle time between the end of the handover and #eeption
of the next retransmission (which can be seen in Figure Ts4)iacreases,
worsening its performance. As the exponential back-offsdoat affect IB
and FB, any kind of buffering leads to improvement for largadhover delays,
but still IB performs better (6% improvement in goodput fbetl0 seconds
handover) than FB (2% improvement).

7.3.1.2 Eifel

Figure 7.7 shows the download times when Eifel is enabledng2oing the
values from this figure with that of Figure 7.3 shows that fantiover delay
values of 0 and FB, the performance is the same regardle$® &itel set-
ting, while for NB and IB, the performance worsens with Effatiditional 1.1
seconds in the download time).

Figure 7.8 shows the time sequence graph for the case ofuEéel along
with NB when the handover delay is zero. As can be seen froringhee, after
the handover is finished (there is only one vertical bar besdle handover
delay is zero), there is a timeout and a retransmission anar6.2 seconds.
An ACK is received after a small delynd this ACK contains a timestamp
earlier than the retransmitted packet. This is becauserpeal transmis-
sion of the retransmitted packet was received properlytHmitorresponding
ACK was dropped due to handover. Thus, Eifel finds out thatiqdar re-
transmission was erroneous, reverts the congestion wiaaoWtransmits two
new packets. The reception of these new packets generdiea dnplicate

SLinux employs delayed ACKs (except for the first few packets)l one ACK is sent
for every two packet received or after the reception of oreketif nothing is received after
certain delay.
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Figure 7.7: Mean download times: WLAN to UMTS handover, Eifel enabla€ks
disabled.

ACK. Although the decision that the retransmission of thattipular packet

was spurious is right, it leads to performance degradafldve sender has to
wait for another timeout (at around 7 seconds), thus beapidie for 1.3 sec-

onds before it starts retransmitting the packets that aneatg lost. Please
refer to Appendix E for a detailed analysis of this behaviour

Comparing Figures 7.3 and 7.7 again, it can be seen that Wwhdrandover
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Figure 7.8: Time sequence graph: WLAN to UMTS handover, no handovey,dela
Eifel enabled, No buffering.
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delay is increased to 2 seconds, the result is the same fobliRising Eifel
leads to performance degradation with IB (a 3.4 secondsaserin the down-
load time, equivalent to 16% or 73 Kbps decrease in the gapdpor FB,
Eifel leads to a 1.2 seconds improvement in the download, tworeesponding
to 6% or 26 Kbps increase in the goodput. Figures 7.9 - 7.1u%tithte this
behaviour.

As can be seen from Figure 7.9, when NB is used, there is a tihgewing
handover and since nothing is buffered, there is anothedihafter handover,
and after that the rest of the window is retransmitted. THeb®ur is differ-
ent from that of Figure 7.8 because, as discussed in thequeehapter, Eifel
becomes more conservative and stops reverting the coogesgitndow when
multiple timeouts occur for a given pacKes).

In Figure 7.10 a similar effect to that of Figure 7.8 can bens&éecause
multiple timeouts are avoided due to the buffered retrassimn. Thus, Eifel
finds that particular retransmission was spurious andsssariding new data.
As in Figure 7.8, another timeout is required to detect tiss lof the other
packets. The performance degradation is clearly visiblends600000 bytes
are sent by 11 seconds in this case, while more than 7000886 ax¢ sent out
at the same time for NB.
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Figure 7.9: Time sequence graph: WLAN to UMTS handover, 2 seconds handov
delay, Eifel enabled, No buffering.
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Figure 7.10: Time sequence graph: WLAN to UMTS handover, 2 seconds handov
delay, Eifel enabled, Intermediate buffering.

In Figure 7.11, there is only one retransmission, which fédoad during

handover and sent out immediately after. As there was ondytiomeout, the

Eifel algorithm is in full operation. It detects the retramssion was spurious
and reverts the congestion windows back to the state justééfie handover,
and transmission of new data is resumed. Since all the paaleae queued,
this decision will lead to performance improvement as camgavith the pre-

vious case. The sender is able to send around 800000 bytdsdmcands.
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Figure 7.11: Time sequence graph: WLAN to UMTS handover, 2 seconds handov

delay, Eifel enabled, Full buffering.
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When the handover delay is increased to 5 or more seconds,afemul-
tiple timeouts regardless of the buffering mode, and thelEfgorithm be-
comes as conservative as ordinary TCP. Thus, the resultsi\shd-igures 7.3
and 7.7 for these cases are the same.

7.3.1.3 SACK

Figure 7.12 shows the download times when SACK is enabledngaoing

this with Figure 7.3, the only difference is when there is mmdover delay
and FB is not used. For this case, the performance degragasacompared
with ordinary TCP and no handover delay, is 5.3 seconds irdtvenload

time, equivalent to a 30% (108 Kbps) reduction in the goodfiite reason
for the similarity for the cases when there is a handovenydisl®decause for
those cases, there will definitely be a timeout. And whenethe®l timeout,

slow start is activated as in normal TCHB; 54.

Figure 7.13 shows a time sequence graphillustrating tHeqmeance degra-
dation due to TCP SACK usage when there is no handover delswgaA be
seen in the figure, after the handover, the sender gets aediefdyK from the
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Figure 7.12: Mean download times: WLAN to UMTS handover, SACK enabléel, Ei
disabled.
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Figure 7.13: Time sequence graph: WLAN to UMTS handover, no handovey,dela
SACK enabled, No buffering.

receiver. This delayed ACK results in the retransmissiotwaf new packets.
When the receiver gets these packets, it responds by seddpligate ACKs
with SACK information. As the SACKed block is several packabove the
packet acknowledged by the duplicate ACK, TCP SACK immediyatetrans-
mits the concerned packet. This particular step is advaotagas compared
with the no SACK case, because there is no waiting for a tirheoa triple
duplicate ACK. However, due to the conservative SACK basedvery em-
ployed by Linux[58; 54, the TCP sender will retransmit one packet at a time
when an ACK with a SACK block arrives. It takes more than 7 selsdor the
sender to recover from the packet losses. If SACK was not,ukedsender
would have waited for a timeout. However, after that theargsmission of
all the lost data would have taken a shorter time becauseutditave been
done in slow start mode where two retransmissions are seewéoy incoming
ACK.

The results when SACK is enabled along with Eifel follow tlaene pat-
tern as the non-Eifel case, i.e. the zero handover delayleads to perfor-
mance degradation while the other cases perform the same.
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7.3.1.4 DSACK

The results when DSACK is enabled show the same behavionSCK be-
cause when the DSACK blocks arrive it is already too late, thedandwidth
is already wasted through unnecessary retransmissionsex@mple illustrat-
ing this is shown in Figure 7.14. Comparing this with Figuré,t can be
seen that the only difference is that the receiver sends adbS#lock when-
ever it gets a duplicate segment, i.e. when the unnecesstaapsmissions are
received. Unfortunately, the sender is not able to makegsrope of this in-
formation because all the unnecessary retransmissiomrsdti@ady been sent
out.

7.3.2 Other Results

7.3.2.1 UMTS to WLAN Downward Handover

The upward and downward handover results are basicallyatine £xcept for
these three notable exceptions. First, for the 2 second4@iséconds han-
dover delays, FB performs better than NB when ordinary TCl#sed. The
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Figure 7.14: Time sequence graph: WLAN to UMTS handover, 5 seconds handov
delay, DSACK enabled, Full buffering.
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RTT of the packets just before handover in this case is arduhdeconds
while it was 0.52 seconds for the upward handover case. Thiesponding
RTO value is around 1.8 seconds. Thus, after the first timdouthe 2 sec-
onds delay and NB case, additional 3.4 seconds have to dlafse there is
another timeout and the lost data can be retransriitRedundant retransmis-
sion is performed as before for the FB case, but still it tdkes than the 3.4
seconds that the sender has to wait for the NB case. The 10dshbandover
delay case follows a similar pattern.

Secondly, the SACK effect discussed in Section 7.3.1.3Herzero han-
dover case leads to performance improvement instead (@dohds decrease
in the download time, equivalent to a 6% (30 Kbps) increasbergoodput as
compared with the no SACK case) because the retransmissiesent over a
WLAN link that has a smaller RTT and higher bandwidth. Figargs shows
the time sequence plot illustrating this. Comparing thigwkigure 7.13, the
recovery took only 2.4 seconds, which is one third of the tinteok for the
upward handover case (roughly equal to the ratio betweeddtzerates of the
two networks).
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Figure 7.15: Time sequence graph: UMTS to WLAN handover, no handovey,dela
SACK enabled, No buffering.

6The first timeout will occur after 1.8 seconds, and due to eeptial back off the second
timeout will occur 3.6 seconds after the first timeout, i.e4 $econds from the start of the
handover. The handover is finished 2 - 1.8 = 0.2 seconds &aftesécond timeout period is
started. Thus the sender remains idle for 3.6 - 0.2 = 3.4 slscon
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The third major change that is noticed between the upwardalanchward
handover cases is when Eifel is used. This is because duhiagaover delay
of 5 seconds, there will be only one timeout since a seconeltirnwill require
5.4 seconds. This means that the Eifel algorithm will beyfojperational for
IB and, making the same decision as described in sectioh.Z,3vill lead to
performance degradation. On the other hand, FB gives thepbe®rmance
for all handover cases except the 10 seconds handover.

7.3.2.2 Handover between UMTS and GPRS

The results for the UMTS to GPRS upward handover follow tmeesarend as
that of the upward handover between WLAN and GPRS, i.e. IBgjifie best
performance for most of the cases. However, the results guate different
for the downward handover between GPRS and UMTS.

Figure 7.16 shows the results for this case. As can be seemntfi@figure,
IB degrades performance for all the cases except when there handover
delay, increasing the download time by up to 20 seconds il thseconds
handover delay case (equivalent to 12% (5 Kbps) decreaseoidpgt). Fig-
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ures 7.17 and 7.18 show the traces for the case of 10 secondsvea delay
for the NB and IB, respectively, to illustrate the differesc

In Figure 7.17, a timeout occurs around 8 seconds after thddver is
finished, and the retransmission of the lost packets resur@esthe other
hand, in Figure 7.18, immediately after handover, the batféACKs that were
saved during handover arrive at the sender and they causetthasmission
of new data. Since an extra 10 seconds was introduced in tfledRThe
packets that just got ACKed, the RTO is also increased toatdfiés change.
Hence, the sender waits an extra 17 seconds after handdege Istarting
retransmissions.

Returning to Figure 7.16, it can also be seen that when NBad tise
results are the same regardless of the four different haandimlay cases con-
sidered. Also FB performs better for all the considered £a3éis is due to
the RTT value when handover starts. The RTT values for the b0 sec-
onds handover delay for the different buffering schemesiasve in Figure
7.19. When the handover is started the RTT is more than 1fmdscwhich is
well over the maximum handover delay considered, i.e. ong/tameout will
occur because of handover for NB and IB and there will be non&B. The
figure also shows the increase in the RTT due to buffering idiately after
handover for IB and FB.
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Figure 7.17: Time sequence graph: GPRS to UMTS handover, 10 secondsvyendo
delay, Eifel and SACK disabled, No buffering.
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Figure 7.18: Time sequence graph: GPRS to UMTS handover, 10 secondsvyendo
delay, Eifel and SACK disabled, Intermediate buffering.

Figure 7.20 shows the download times for the GPRS to UMTS twe1d
case when Eifel is enabled. Comparing this with Figure 7t1&m be seen
that the use of Eifel has an impact for non zero handover deldyen NB is
used, while the rest of the cases are almost the same as.before

When there is no handover delay, immediately after handawzlayed
ACK is received, which properly acknowledged everything teceiver has
got. So when a timeout occurs for the cases of NB and IB, it belifor an
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Figure 7.19:RTT progression: GPRS to UMTS handover, 10 seconds handehasy,
Eifel and SACK disabled.
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Figure 7.20: Mean download times, GPRS to UMTS handover, Eifel enabkdKS
disabled.

actually lost packet (instead of the spurious retransisdiue to lost ACKs
described in Section 7.3.1.2). Thus, Eifel will not detesparious retrans-
mission, and hence will not affect performance.

For all the IB cases, the effect will be similar as the delag&K will be
buffered during handover too. For FB, there are no retrassons, thus Eifel
has no impact.

When there is a handover delay and NB is employed, Eifel diegréhe
performance considerably (increasing the download tin#8xyeconds, which
corresponds to a 23% (9 Kbps) decrease in the goodput). Fbisdause the
delayed ACK that was sent by the receiver a short while aféerdbver is
started is lost, and timestamps will behave in the same walessribed in
Section 7.3.1.2 leading to performance degradation.

Finally, Figure 7.21 shows the download times for the GPRENOTS
handover case when SACK is enabled. Comparing this withrEigLi6 it can
be seen that the use of SACK has no impact for FB as there astnansmis-
sions.

As described previously while explaining the Eifel resuits NB with no
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Figure 7.21: Mean download times, GPRS to UMTS handover, SACK enabled.

handover delay and for all the IB cases, a delayed ACK willdeeived by the
sender, which responds by sending new packets. The repayftitbese new
packets will cause the generation of SACK blocks, whichltesaimmediate
retransmission (in a similar fashion to that shown in Figud). This avoids
the waiting for the timeout, which was around 20 seconds sTaven though
only one packet is sent per round trip time due to SACK regguaérs is still
much faster than waiting for a timeout and using slow startte retransmis-
sions. The performance improvement is up to 20 seconds imidew time or
11% (5.5 Kbps) as compared with the no SACK case.

When NB is employed and the handover delay is not zero, tHenpeance
remains the same as in Figure 7.16. This is because the detie will be
lost and no new data will be sent. Thus, no SACK blocks will eetdy the
receiver and the sender has to wait for a timeout beforerrgtnéting the lost
packets.

7.4 Summary

In this chapter, the performance of packet services in abgéaous network
comprised of UMTS, WLAN and GPRS has been investigated. Ehawour
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of ordinary TCP, Eifel and SACK under different handover didions has
been studied. A new buffering scheme called Intermediateeing (1B),
where only packets that arrive during handover are buffesgqaroposed. The
performance of IB is compared with Full buffering (FB), waell the packets
in-flight when the handover is started are buffered in addito the packets
that arrive during the handover, and also with No bufferiNg) schemes.
Table 7.2 summarises the results for all the cases condidetleis chapter. In
the table, the comparisons are made row wise. The signs “#%™-" and “-

-" refer to the best, better (more than average), worse {less average) and
worst performers for the concerned handover case, resphcti

Table 7.2: Summary of performance results for the different handoases, buffering

schemes and TCP extensions considered.
No Handover Delay

No Buffering Intermediate Buffering Full Buffering
Ordinary | Eifel | SACK | Ordinary | Eifel | SACK | Ordinary | Eifel | SACK
WLAN-UMTS + - -- + - -- ++ + 4+ + 4
UMTS-WLAN - -- + - -- + + + o+ o+
UMTS-GPRS + - -- + - -- ++ ++ ++
GPRS-UMTS - -- + - -- + ++ ++ ++
Small Handover Delay (2 seconds)
No Buffering Intermediate Buffering Full Buffering
Ordinary | Eifel | SACK | Ordinary | Eifel | SACK | Ordinary | Eifel | SACK
WLAN-UMTS + + + ++ -- ++ - ++ -
UMTS-WLAN - - - ++ -- ++ + ++ +
UMTS-GPRS + + + ++ - ++ -- ++ --
GPRS-UMTS - -- - - - + ++ ++ ++
Medium Handover Delay (5 seconds)
No Buffering Intermediate Buffering Full Buffering
Ordinary | Eifel | SACK | Ordinary | Eifel | SACK | Ordinary | Eifel | SACK
WLAN-UMTS + - + ++ ++ ++ -- -- --
UMTS-WLAN + + + ++ -- ++ + ++ +
UMTS-GPRS ++ + ++ ++ + ++ -- - --
GPRS-UMTS + -- + - - + ++ ++ ++
Large Handover Delay (10 seconds)
No Buffering Intermediate Buffering Full Buffering
Ordinary | Eifel | SACK | Ordinary | Eifel | SACK | Ordinary | Eifel | SACK
WLAN-UMTS - -- - ++ ++ ++ - - -
UMTS-WLAN - -- - ++ ++ ++ + + +
UMTS-GPRS + + + ++ + ++ -- - --

GPRS-UMTS + -- + - - + ++ ++ ++
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For the no handover delay cases, FB performs the best. Faarorhan-
dover delay cases and ordinary TCP, IB is the best perforfimeronly excep-
tion is the GPRS to UMTS downward handover, where a delayed #at
was buffered during handover made TCP to overestimate tfie &1d TCP
timeout took a longer time. FB performs even worse than NBHerupward
handover cases because the whole window of lost data is1setitied even
though it was buffered. For downward handover cases, FBoped better
than NB as the impact of exponential back-off is more sevaeetd the larger
RTT in the first (slower) network in which the file download tarsed from.

Eifel degrades the performance of IB for the cases wheregesimeout
occurs. This is because there is actual data loss but Eifettdea spurious
retransmission when a delayed ACK that was buffered duramglbver arrives
at the sender immediately after handover and the sendeo asttfor another
timeout to detect that actual data loss has occurred. FotiNByerformance
also becomes worse with Eifel for most of the cases becaustageatl ACK
is lost instead and there will be a retransmission later oifel Betects this
retransmission is spurious when an ACK is received, andttieisender has
to wait for yet another timeout to retransmit the lost datdelEmproves the
performance of FB because there is no actual data loss icdbes and Eifel
detects spurious retransmissions, if any, and avoid ussacgretransmission
of the whole window of data and also reverts the congestiomlow.

SACK has no effect on the performance of FB as there is no dasa &nd
hence no SACK blocks are generated. For IB, SACK has a pesitipact
on the performance in the downward handover from GPRS to UbBtause
the lower RTT in UMTS makes the one packet per RTT recoveryleyep
by SACK to be more effective than waiting for a timeout wittetRTO of
a GPRS network. There is no change in performance due to SAGKei
upward handover case between UMTS and GPRS (and also forvédttal
and downward handover cases between UMTS and WLAN) becaimseaut
occurs and slow start is activated instead of SACK basedreegoFor NB, if
there is a handover delay, everything is lost, so there sradsSACK blocks
generated. However, when there is no handover delay, SAGKalpositive
impact for the downward handover cases and a negative irfggabe upward
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case, for the same reasons as in IB.
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Chapter 8

Subjective Evaluation of
Packet Service Performance

QoS is usually identified by some basic performance metrich sis delay,
throughput and jitter. In the previous chapters, the peréorce investigations
were carried out based on these objective measures. As tineirmaact of
QoS provision is on the end user, a detailed study on QoS dlodive the
end user. So in this chapter, a different approach is takesrevtihe perfor-
mance is evaluated using subjective measures that areraddbrough us-
ability testing. The purpose of this testing is twofold: tedfiout if there is any
noticeable trend in users’ perceived QoS and if so, if thgesiive measures
are in line with objective measures of quality.

The termusability testings broadly defined if118 as"a process that em-
ploys participants who are representative of the targetysation to evaluate
the degree to which a product meets specific usability ¢aterThe usability
criteria is a combination of many factors such as learngbgifficiency, ease
of use, error proneness, and overall satisfadtid®. In this chapter, the only
usability criteria of interest is the general user satigfacas we are not con-
cerned about new services but only about the network thradgth they are
provided.

The chapter is organised as follows. Section 8.1 descrit@asdability test
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design and setup. The results from the experiments aresathily Section 8.2.
Finally, Section 8.3 summarises the findings from this cliapt

8.1 Usability Test Design and Setup

The main concern while designing a usability test is to make shat the
test isreliable andvalid [119; 12(Q. Reliability addresses the issue whether
the results will be similar if the test is to be repeated sa@veémes. On the
other handyalidity is concerned with whether the result actually reflects the
usability issues that are being tested.

Usability tests can be made more reliable by making suretlieatondi-
tions under which the tests are carried out are similar foneast user. How-
ever, due to the inherent differences (in terms of expeégiaste, mood, etc...)
between the test users, assuring reliability is not alwaysasy. Reliability
can be improved by testing as many users as possible andantgtliye results
using standard statistical methods such as Analysis ofiae (ANOVA).

Validity is a more subtle issue because it is mainly dependerthe test
methodology and not only the variability of test users. Thaanvalidity
problems arise due to:

e choice of the wrong group of users, for example, users to hvthe
product or service may not be relevant to in real life

e choosing the wrong tasks, for example, asking users to déalvery
simplified tasks as compared to real tasks

e confounding effects, for example, inadvertently changangarameter
that is not being tested along with a parameter that is beistgd

A usability test has to be designed properly before beingezhiout to

1LANOVA is a statistical method that can be used to check ifgler significant difference
between the means of multiple sets of data by splitting therallobserved variance into
within-conditions and between-conditions variantes; 121.
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ensure that it is as valid and reliable as possible. A progstrdesign should
specify thepurposeof the experimentuser profiles test methodologytest
environmenttask lists andevaluation measurekl18; 12Q. In the follow-
ing sections each of these facets of the usability test dgsigcess for the
experiments carried out in this chapter are described.

8.1.1 Purpose

The overall goal of the usability experiment conducted hete find out the
effect of network characteristics on users’ perceptionuzlidy of web brows-
ing and streaming services in mobile networks, and to séeifisers’ percep-
tion matches with objective quality measures. Web browsing) streaming
are chosen not only because they are widely used on the é&ttdouat also
because they are already available in many recent mobilieeatevFor web
browsing, the considered environment is a UMTS network,thedest inves-
tigates the impact of FER, bandwidth, and RTT. For the stiegreervices,
the environment is a heterogeneous network comprised of §&hId WLAN,
and the test investigates the impact of handover-inducedvadth upgrades
and downgrades.

The results of this evaluation can be useful for operatersjse providers,
network equipment manufactures and researchers in theotelarea. The
findings will help to indicate which factors have a major irapan the per-
ceived QoS when it comes to web browsing and streaming ssvigased on
the results, the concerned stakeholders will be able toragxi their network
to bring more satisfaction to the end user and as a consegusrrease their
revenue.

8.1.2 User Profile

According to[119 at least 30 users are required to get acceptable statistics
for a usability experiment if the results are gathered tgloguestionnaires.
Thus, a total of 40 participants, of which 8 are female, aséetkduring the
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first two weeks of April, 2006 at Aalborg University. Due tow and resource
limitations most of the participants are colleagues arehfis from and around
the university. All of the participants are above the age3féhd ten are above
the age of 40. All the participants are mobile phone usergures 8.1(a)
and 8.1(b) show the experience of users with regard to ss\oa the wired
Internet and via their mobile devices, respectively. A# tisers have access
to high speed fixed Internet (10 Mbps+) connection at wohdst and they
used the Internet on a daily basis. All users but one also a&dived Internet
connection of 500 Kbps+ at home.

40+
Il Used at least once
35(
| Used frequently
301 - ‘

Email Web Audio Video Online  VolP
Browsing Streaming Streaming Gaming

(a) Internet service usage

401

Il Used at least once
35

Used frequently

301 -
251 -
10 I \
] I
ot

Voice SMS Email Audlo Video
Calls B"OWS'"Q Streaming  Streaming

N
a

~ Users

)

Users

&

(b) Mobile service usage

Figure 8.1: Users’ service experience.
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8.1.3 Methodology

Usability tests can be conducted using eitmetependent grouper within-
subjectsdesign[118; 12Q. In independent groups design, subjects are as-
signed to different experimental conditions, while in vinkdsubjects design
(also known asepeated measureall subjects experience all the experimen-
tal conditions.

Within-subjects design is preferable when there is a shertd test users,
but it has the disadvantage that the results may be biaseerd ts any possi-
bility of learning during the experiment which can affeat ttonditions to be
tested later on during a given session. Also, if the time iregufor testing is
substantial, independent grouping is preferred, as usshtess can influence
the end result.

Within-subjects design is used in the usability tests cotetli here be-
cause of the limited number of subjects available. Therensramal risk of
learnability in the usability tests conducted here, beealsthe users are al-
ready aware of the services under investigation. Thereowwelier, a risk of
bias depending on the order of the conditions being test@deXxample, if the
first network condition being tested is the best one, the'suisgpectation can
become very high and the latter conditions might end up beitegl very low.
This bias was mitigated by using randomised testing, whesalifferent test
conditions were presented in a random fashion to each usertebt session is
also designed to last only 40 minutes in order to avoid the dhige to tiredness,
albeit this means a reduction in the number of conditionseteebted.

The different test sessions have to be conducted in a censisianner, i.e.
keep all the conditions apart from the ones being testedrestaat as possible.
In order to insure consistency, all the test sessions areeratetl by one test
conductor and written instructions are provided to theasctisjas well as oral
ones to avoid the risk of leaving out some details. At the fr@gig of each
session, each subject is given an orientation to the expetibeing conducted
which clearly specifies the purpose of the experiment and vshexpected
from them. The instructions are read off from a script (whistshown in



CHAPTER 8. SUBJECTIVE EVALUATION OF
148 PACKET SERVICE PERFORMANCE

Appendix D.1) in order to make sure each subject gets the g#orenation.
The instruction basically tells the subjects the purpogh@experiment is to
test the effect of different network conditions on percdig@S and that they
have to assume that they are accessing the services thronghile network.

8.1.4 Test Environment

The test environment has to be as realistic as possible, &kise@nvironment
should be consistent from one subject to another. Takingettwo factors
(i.e. consistency and realism) into account, the test enment is setup as
shown in Figure 8.2. As can be seen from the figure, the brayesiad stream-
ing services are provided through a local server insteatiefriternet. This
ensures that results from the different users will not becéd by external
factors such as network congestion, i.e. ensure consistdnternet Infor-
mation Server (IIS)M from Microsoft Cooperation and Heli¥' streaming
server from Real Networks are used for hosting the web pagkthe stream-
ing videos, respectively. Internet Explor¥rwith disabled caching is used
for browsing, while Real Play&¥ is used as the streaming client application.

The services are accessed through a Fujitsu-SieleldB P-600 tablet
PC connected via a stable 54 Mbps WLAN to a network emulatoe. WLAN
link to the emulator is used only to make the setup more tteadis the subjects
are told that they have to assume that the services weresacces a mobile

Server (http &
streamlng)

~TiiiiiiIiT P —— ; =
Access point :

Test Subject

Tablet PC (t93) Emulator

et

Test Conductor

Figure 8.2: Usability test setup.
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network. The subject under test is the only one connectetheiaccess point
to ensure that the WLAN link will not end up being a bottleneck

The original RESPECT emulator as well as the modified verfiahsup-

ports heterogeneous networks (see Appendix B) are usedulatndifferent
network conditions.

The test conductor’s role is mainly to change the configanatiles used
by the emulator for the different settings to be tested. Tdtead selection of a
configuration is done via an automation script in a randodfigshion, making
both the test subject and test conductor completely blinthéoconditions
being investigated.

Table 8.1 shows the different settings that are tested towtb browsing
studies. The different cases are numbered IB@ndwidthRTT FER An
initial setup time of 1 second is included to emulate thesétue of a DCH
for all the cases in Table 8.1.

For the heterogeneous network settings, shown in TabletBe?test is
started with “Network 1" as the initial network and after 3fcends a han-
dover is initiated, which takes 5 seconds, and the conmedithen handed
over to “Network 2". Network 2 is kept till the end of the testse. Also, no
packets are lost during handover. The RTT for UMTS is set @tikbwhile for
WLAN it is set to 1Gns The cases are numbered liRandwidth WLAN or
W LAN bandwidth depending on whether the streaming is started on WLAN
or UMTS, and “bandwidth” is the bandwidth of the UMTS connext The

Table 8.1: UMTS network setup.

Case#t Bit rate (Kbpg | RTT (mg | FER(%)

384_150_1 384 150 1
384_150_10 384 150 10
384_150_20 384 150 20
384_600_1 384 600

32_150_1 32 150

32_150_10 32 150 10
32_150_20 32 150 20
3840_20_0 32 20 0
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Table 8.2: Heterogeneous network setup.

Case#t Network 1 (Bit rate | Network 2 (Bit rate
in Kbpg in Kbpg

384_WLAN | UMTS (384) WLAN (1000)
WLAN_384 | WLAN (1000) UMTS (384)
128 WLAN | UMTS (128) WLAN (1000)
WLAN_128 | WLAN (1000) UMTS (128)
32_WLAN | UMTS (32) WLAN (1000)
WLAN_32 | WLAN (1000) UMTS (32)

WLAN WLAN (1000) WLAN (1000)

last settings, for both the UMTS and heterogeneous netweitipsare refer-
ence cases to get baseline results.

8.1.5 Task List

The subjects are given three tasks to complete, and eacis tagleated for the
different test conditions. The first two tasks are concemaigial web browsing

in a UMTS network. In the first task, users are asked to browsead version

of the “www.google.com" page (2 Kbyte text + one 9 Kbyte imaspe Figure
8.3(a)), which can be considered as one of the smallest plagtesne can en-
counter on the Internetthese days. The second task is cmtterth browsing
a local version of a content-rich web page, “www.nokia.tkpes/models/"
(54 images of total 204 Kbyte + 166 Kbyte text and Java scseg Figure
8.3(b)). For both cases, eight repetitions are made, i.theahetwork settings
from Table 8.1 are considered.

The last task is concerned with the streaming of a moviestraila hetero-
geneous network Twenty five of the subjects watched the trailer of “X-Men
11", a sci-fi thriller, while the rest watched the trailer t©pen Season”, an
animation. The different scenes in the trailer for X-Mendié very short, and
we thought that the jJump from scene to scene might be intesgiey some
users as the manifestations of delay jitter in the connectidhus, the Open
Season trailer, which is mainly comprised of one continuseene, is used

2The subjects were not told that the videos were streamed hitexogeneous network.
They were only told that the services are provided througlobila network.
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Figure 8.3: Web pages used for the web browsing experiments.

for control purposes. Both trailers are one and a half meldrg, and they
are encoded into a SureStregfnfile [122; 123 for 350 Kbps and 100 Kbps
connections, so that an encoding rate that is appropriateéaonnection can
be chosen dynamically by the streaming client and serves.uBers watched
the movie trailer seven times, each corresponding to aagdtibom Table 8.2.

In order for the users to be sure a given task is complete, plic#Suc-
cessful Completion Criteria (SCC) is requirgdlg. For the web browsing
sessions, since the connection parameters are kept cofmtangiven test
case, the subjects are told that they can stop the sessidimanif they have
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already decided about the connection’s quality. This redube duration of
each experiment because for some of the cases, the web pagkdd can
take considerable time. For the streaming services, theiS@€fined as the
time when the movie stream finishes playing.

8.1.6 Evaluation Measures

The subjective satisfaction is measured by a questiontiaatethe subjects
filled during the test. The International Telecommuniaatinion (ITU) rec-
ommends three main ways of determining perceived quilyl] 3:

e Absolute Category Rating (ACR): The subject rates each test case one
at a time based on a certain scale.

e Degradation Category Rating (DCR) The (expected) best test case is
shown to the user and the user is asked to compare and ratenoase
based on the best case.

e Comparison Category Rating (CCR) This is similar to DCR but in
this case, pairwise comparison is made in no particularrprage the
first test case the user experiences can be better or worsththaecond
one.

ACR leads to shorter test durations than DCR and CCR, as mwipai
comparison is involved. Also, it is less biased than DCR bsedhe user is
not aware whether conditions are improving or worseningtedfand. Due
to these reasons, ACR is used for most of the test subjectsevéw, for the
streaming tests, eight of the subjects performed a combmat ACR and
DCR, where they are shown the trailer on the server machiae $howing
them the maximum quality they could expect based on the emgptefore
they began rating the different cases. This is done as aataatse, to see if

3The categories were originally defined for determining psd acoustic quality of voice
calls over a CS telephone network, but they are equally eglplé here.
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other factors such as original encoding quality and frarteewere biasing all
the results.

Based on the recommendation$124; 118, a scale from one (“Unaccept-
able") to five (“Excellent") is used to rate the quality of baepetition of the
three different tasks. The questionnaire used is shown peAg@ix D.2. The
test conductor changes the settings and tells the subject &head with the
next task. The user performs the task and grades the caseahaist tested.
The process is repeated till all the cases are dealt withe B summarises
the main parameters used in the usability experiments.

Table 8.3: Main parameter settings for usability investigations.

| Parameter | Value(s) |

Common Settings

# users 40

Services Web browsing, Streaming

Web browsing settings

Web pages Google (2 Kbyte text + 9 Kbyte image (1 image file))
Nokia (166 Kbyte text + 204 Kbyte image (54 files)
Initial setup time (sec)| 1

Bit rates (Kbps) 384, 32
RTT (ms) 150, 600
FER (%) 1,10, 20

Streaming settings

Video Clips (Trailers) | X-Men Ill, Open Season

RTT (ms) 150 (UMTS), 10 (WLAN)

FER (%) 0

Clip duration (sec) 90

Encoding rate (Kbps) | 350 + 100 (SureStream)

Initial buffering (sec) | 10

Handover cases UMTS (384, 128, 32 Kbps) <—> WLAN (1000 Kbps)
Handoverdelay (sec)| 5

8.2 Results

8.2.1 Web Browsing

Figure 8.4 is a box plot that shows the distribution of the A@Rults of all
the eight different settings for the part of the test conedmwith browsing (for
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Figure 8.4: Distribution of ratings for web browsing perceived quality

both the Google and Nokia pages). The boxes have lines atwrez buartile,
median (the notches in the box), and upper quartile valules.Whisker lines
extending from each end of the boxes show the extent of theofdke data
set (the whiskers extend to5k the interquartile range), and outliers are those
points beyond the ends of the whiskers. From the figure itaardhat there
are differences between the median values for the diffe@sds and only few
outliers are present.

ANOVA and multiple comparisons are performed on the regaltgali-
date the differences in the means and the results are shokigunes 8.5(a)
and 8.5(b). In the figures, if two cases that are being condplaage disjoint
intervals, then they are significantly different from eatheo.

As expected, the differences between the different casesris pronounced
for the Nokia page (Figure 8.5(b)) than for the Google paggufe 8.5(b)),
due to the differences in the size of the two pages. Howeven &r such a
small page as Google, there are quite noticeable diffeeence

The effect of FER and bandwidth on the ratings is shown infl&@u6. For
the Google page, as can be seen from Figure 8.6, a change ankevidth
from 384 Kbps to 32 Kbps lowers the rating by one grade for eacisidered
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Figure 8.5: Confidence intervals for the perceived quality of the welwising exper-
iments.

FER. On the other hand, the Nokia page ratings are lowereddgtades for
the same changes. For a given bandwidth, higher FER valadstdelower
grades for both pages. However, the differences are nositpaficant for the
Google page as can be seen from the overlap in the multiplpaoson plots
of Figure 8.5(a). For the Nokia page, the FER differences d¢snot lead to
significant rating differences except between FER value€sfand 20% for
the 384 Kbps case.
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Figure 8.6: Effect of FER and bandwidth on perceived QoS.

Figure 8.7 shows the effect of RTT on the ratings, for a badtwof 384
Kbps and an FER of 1%. As can be seen from the figure, the RT &tia@ni
causes noticeable difference in the ratings for both paljesreason for this is
that even for the small Google page, there is a noticeabéy @tthe beginning
for high RTT values.
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Figure 8.7: Effect of RTT on perceived QoS.



8.2. RESULTS

157

Table 8.4: Initial and total delays vs perceived quality.

Case Initial  Delay | Total Delay | Perceived
(seconds) (seconds) QoS
Google
3840_20 0| 1.1 1.8 4.6
384_150_1| 1.4 24 43
384_150_10 1.8 3 41
384_150_20 1.9 3.4 3.9
384_600_1| 2.4 5.8 35
32.150_1 | 2 5.2 3.3
32_150_10| 2.2 6.2 3.1
32_150_20| 2.6 6.8 29
Nokia

3840_20_0| 4.6 13.6 4.6
384_150_1| 6.6 19.2 4
384_150_10 8.8 24.2 3.9
384_150_20 10.4 28.6 3.4
384_600_1| 154 49.4 29
32_150_1 | 38 99 1.8
32_150_10| 45 121.8 1.6
32_150_20| 53.8 144 15

A closer look at the results is done by using the objectivesuess of
initial andtotal delay for the different cases, as shown in Table 8.4. Initial
delay refers to the time before the skeleton of the page istt@ded (i.e. text
and place holders for images), while total delay is the woanload time. As
can be seen from the table, the lower the initial delay anddta delay, the
better the rating. The only exception are 884 600 Jand32_150 Icases
for the Google page.

Though the two cases are not significantly different fromheatber as can
be seen from Figure 8.5(a), one would have expecte@2hd 50 I1case to
be rated a bit higher thaB84 600_1due to its lower initial and total delay
values, but the reverse is true. Itis found that for384_600_ZXase, although
the total and initial times are longer owing to the larger RiE Google logo
comes in one go, while for th@84_150_Icase, the logo (which was not in
interlaced formaf) becomes visible gradually from top to bottom, owing to
the slow speed of the connection. This small differenceaesniost probable

4Interlaced images appear on-screen by first displaying @feasolution of the image
and gradually showing the high resolution version.
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explanation to the reversed ratings.

8.2.2 Streaming

As mentioned in Section 8.1.5, some of the users watchedexrelit movie
clip than the others. Analysis of the results showed thaethee no significant
differences between the ratings of the users who watchetiffieeent movies.
Hence, all the results in this section refer to the combiraihgs for all the
forty users unless otherwise specified.

Figure 8.8 shows the distribution of the results of the salifierent set-

tings for the part of the test concerned with streaming. Ab@tase of section
8.2.1 there are very few outliers, and there seems to be adiféaxrence be-
tween the median values. ANOVA and multiple comparisonsyade on the
results to validate the differences in the means and thé reshhown in Figure

8.9.

From the figures, it can be concluded thatWieAN 384 andVLANcases

are the highly rated ones, followed by the 384LAN case. Th&VLAN 128
case performs better than the 1¥8LAN, 128 WLANandW LAN 128 cases,
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Figure 8.8: Distribution of ratings for streaming perceived quality.
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Figure 8.9: Confidence intervals for the streaming video perceivedigual

with no significant difference between the latter ones.

The 384 WLANCcase is rated around one grade lower thaiWWheAN 384
case mainly due to the startup buffering time required. &ftrmer case, it
takes around 10 seconds before the first frames are shovawéa by around
10 seconds of buffering before the movie starts to be strdamtinuously. In
the latter case, the movie starts in around 10 seconds adrimdt Apart from
this initial startup buffering differences, the two cases the same because
a 384 Kbps connection is able to support the maximum encawitegof the
stream. This is also the reason why W& AN 384 andVLANcases are rated
the same.

A similar pattern is observed between thW8.AN 128 and 128N LAN
cases, where the latter is rated a grade below the formert &pmn the startup
buffering differences, the fact that 128 Kbps is not ableupp®rt the maxi-
mum encoding rate also plays a part to the observed qualityeofwo cases.
For theW LAN 128 case, a good video quality is observed for the first Half o
the clip and then (after the handover), re-buffering isiangd. After the re-
buffering is finalised, the streaming continues with the sasdeo quality but
itis soon interrupted again after 15 seconds for anothbufiering. After this
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re-buffering, the clip is completed without interruptioAccording to[123,
real player and Helix server are capable of detecting b& datvngrade and
stream the appropriate sub-stream from a SureStream fileevéw, for the
WLAN 128 case, the duration of the movie was not long enough ttheat
work.

For the 128W LAN case, to begin with, it takes around 28 seconds before
the movie starts and after 8 seconds of streaming at higlitgubere is a very
brief re-buffering and the stream continues with the dovadgd bit rate of 100
Kbps, which is more of a slide show than a movie stream. It veapassible
to get the description of the algorithms behind real playand Helix server’s
adaptation to bit rate upgrade and downgrades, but fromethdts described
here (detection in the 128/LANand no detection in case tiéLAN _128), it
can be concluded that they use a time weighted moving avefage bit rate
to decide which sub-stream to use.

TheWLAN 32 case is rated higher than the 128_AN case, though the
differences are not significant. This small difference canaktributed not
only to the initial startup buffering time, but also to theestming encoding
and bandwidth detection behaviour of real player and Hedixvex. For the
WLAN 32 case, after the handover, the streaming bit rate is asdown-
graded. However, due to the very low available bandwidttda show effect
similar to that of the 128V LANcase is seen (albeit with a lower frame rate)
immediately after the first re-buffering.

As mentioned in Section 8.1.6, eight of the subjects wat¢hedriginal
video on the server before rating the seven different cabegures 8.10(a)
and 8.10(b) show the results categorised based on whetsutjects have
seen the preview or not, respectively. The differenceséetvthe upgrade and
downgrade cases for each bit rate are also not significamamrgy It can also
be seen that the subjects who have seen the preview ratedférert cases,
on the average, lower than the ones who have not seen thews=\However,
a pair by pair ANOVA analysis showed that the differencesatesignificant.

The reason for this trend in lower grades for the preview £a&sa be
attributed to some extent to the fact that the previews were/s on the server
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Figure 8.10: Confidence intervals for the streaming video perceivedigu#ébr sub-
jects who have seen a preview and for those who have not.

machine, which has a larger screen and better colour depththat of the
tablet computer. Thus, the differences are mainly due toettperimental
design (showing the preview video on the server rather timathe tablet PC)
rather than user behaviour. This also shows how sensitesestbults could be
depending upon the experiment design.

The results are also analysed to see the impact of user erperin video
streaming on the perceived quality. As can be seen from €igur(b) in Sec-
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Figure 8.11: Confidence intervals for the streaming video perceiveditufar users
who frequently use video streaming on the Internet.

tion 8.1.2, the number of subjects who are used to accessileg gtreaming
via their mobile phones is not large enough to get any sidit significant
comparison. Thus, the subjects were categorised basedeonstheaming
experience on the Internet (see Figure 8.1(a)), and Figurke shows the re-
sults for subjects who use streaming frequently. The diffee between the
WLAN 384 and 384N LAN cases, which was mainly attributed to the initial
startup buffering time, is not significant anymore. Expecid users of video
streaming are aware of the initial buffering requiremesdshey are more pa-
tient during the startup than non experienced users. Hawthey still rated
the WLAN 128 case more than one grade higher than the \W2&N case
because the startup buffering time is more noticeable ferl@8 Kbps case
(around 30 seconds before the trailer is streamed as cochpatie the 20
seconds for the 384 Kbps case).

8.3 Summary

In this chapter the design and analysis of a usability erpent to find out
the user perceived QoS dependency on network charaaterigs been in-
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vestigated. Experiments have been carried out on the ingbdwt rate, FER
and RTT on web browsing performance in UMTS and the impactaatiover
associated bit rate downgrade and upgrade in a heterogenebuork com-
prised of UMTS and WLAN. The results are gathered throughr#tiegs of
forty users and are analysed to spot trends in user qualitepgon and the
relationship between users’ ratings and objective qualiasures. It is found
that it is possible to get meaningful results from the expent even though
only forty users are used. For both the web browsing andrmeirepservices
the ratings of the users showed a clear trend and were maostiga with
objective quality measures.

For the web browsing experiments, the effect of the RTT iy ypa&rceiv-
able by the subjects, regardless of the web page size. Orligelmand, the
effect of FER is found to be significant only for larger pages.

The streaming experiments showed that the initial startiffebng time
of the video is very important for the users, no matter what qnality of
the streaming is once it has started. Users are also verjtigerie any re-
buffering that occurs after the streaming has started, lamdrated the overall
guality regardless of the video quality after the re-buffginterruption. Users
who are experienced in video streaming are found to be léssatof the start
up time than users who are not used to the service.
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Chapter 9

Conclusions and Discussions

The overall goal of this PhD study has been the investigatiopacket ser-
vice performance in UMTS networks, both in standalone artdrbgeneous
settings. We have looked into the problem from several dspeget a holis-
tic view. Specifically, the impact of transport and link lay®otocols, ver-
tical handover and perceived service quality has been the foeus of the
investigation. The performance results have been gemkusiag analytical
modelling, emulations and usability experiments.

In the following sections, a summary of the whole thesisvegj drawing
the main findings from the most relevant topics investigatEhally, some
pointers regarding future work are given.

9.1 Performance Impact of RLC Reliability Mech-
anisms on TCP

The impact of the different parameters that control the UNRLE protocol’s
reliability has been investigated using analytical madgland emulations. It
has been shown that by using only a subset of these pararaeteasiiock free
link layer communication can be set up.
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The maximum number of RLC retransmissions is the main fabgtrde-
termines the performance. When the operating FER is 10%ng&te maxi-
mum number of retransmissions to three or more eliminatd3 fif@eouts and
gives optimal performance, decreasing the file download tismaround 85%
as compared with the case with no link layer retransmissRICLC’s retrans-
mission mechanism is also very efficient, with an overheddss than 5% for
status reporting.

Though allowing higher number of RLC retransmissions |gadsigher
RTT, it is no disadvantage for the cases investigated hetleeashain perfor-
mance metric of FTP is the total file download time. Also TQRdouts are
prevented. Even for services such as web browsing where Thenkatters
more, the increase in RTT due to many RLC retransmissionstia problem
as long as TCP timeouts do not occur. However, allowing higlienber of
RLC retransmissions can be a disadvantage if the FER is filgk.is because
TCP can timeout before the RLC manages to recover the eirotkis case,
valuable bandwidth is wasted due to redundant RLC retresssaoms.

9.2 Performance Impact of TCP Spurious Retrans-
missions

The impact of spurious TCP retransmissions caused by pestetering and
delay spikes and the performance enhancements due to #ea&if DSACK
TCP enhancements has been investigated.

Eifel is very effective in mitigating spurious retransniiss due to packet
reordering, increasing the goodput by up to 33%. DSACK atsms perfor-
mance improvement against packet reordering but the gaoshpuovement
is not more than 14%. The usage of SACK (without DSACK) caymsfor-
mance degradation because there is a higher probabilitgtefiag the TCP
fast retransmission phase earlier when using SACK as théesatoes not
have to wait for triple duplicate ACKs. Eifel also improvesrformance in the
case of spurious retransmissions caused by delay spikeélseéouprovement
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in this case is not more than 9%. The reason for this is thédnigelay values
trigger multiple timeouts, in which case the Eifel algonitacts conservatively
in the same way as a normal slow start.

The Eifel algorithm is currently being standardised by tB&F [81; 124
and the TCP timestamp option, which is the recommended wagdble the
Eifel algorithm, is already widely deployed in the Interf@f]. Eifel is also
part of the Linux TCP, which is the most widely used operasiystem for web
serverd96]. On top of this, Eifel is a sender side algorithm, the onlyuiesr
ment on the receiver being enabling the TCP timestamp op@Gamsidering
these factors, Eifel is a very practical solution to copehWiCP spurious re-
transmissions due to packet reordering. Thus combining Rlt®f sequence
delivery with Eifel is a suitable setting for services suchveeb browsing
where RTT is an important performance metric. With regaré&itel’s rela-
tively poorer performance against delay spikes, an enma@cewhere slow
start phase is not entered even after multiple timeoutséady proposed in
[90].

9.3 Performance Impact of Vertical Handover

UMTS networks are currently deployed in environments wleef@PRS net-
work already exists and WLAN is becoming very accessibleWlaAN hot

spots. Thus, the performance of FTP file downloads in a hgésr@ous net-
work comprised of UMTS, WLAN and GPRS has been investigatéde

behaviour of ordinary TCP (new-Reno), Eifel, and SACK undiéferent han-
dover conditions is studied and a new buffering scheme cdatieermediate
buffering, where only packets that arrive during handoveraffered, is pro-
posed. This buffering scheme is compared with full buffgyiwhere all the
packets in-flight when the handover is started are buffareztidition to the
packets that arrive during the handover, and also with nfelinfj schemes.

For the no handover delay cases, full buffering performstst. For non
zero handover delay cases and ordinary TCP, intermediffexing is the best
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performer (goodput improvement in the range of 15%), exoefie case of
a handover from GPRS to UMTS (goodput decreased by up to 12%ifo
case). Full buffering performs even worse than no buffeforghe upward
handover (handover from a small coverage to a larger coganagvork, e.g.
UMTS to GPRS) cases, decreasing the goodput by up to 15%. \¢owie
performs better than no buffering for upward handover casib up to 13%
improvement in the goodput.

Eifel degrades the performance of intermediate and no baffedecreas-
ing the goodput by up to 34% for the UMTS to WLAN handover cddew-
ever, Eifel improves the performance of full buffering, itip to 12% im-
provement in the goodput.

SACK has no effect on full buffering. If there is a handovelageSACK
also has no effect on no buffering. However, when there isamulbver delay,
SACK has a positive impact (up to 7% improvement in goodpartjtie down-
ward handover cases and negative impact (up to 30% decregsedput) for
the upward handover cases. For intermediate buffering, KSB& a positive
impact on the performance in the downward handover from GIBRSMTS,
increasing the goodput by up to 11%.

From the results it can be seen that there is no buffering aresim or TCP
extension that is optimal for all the considered cases. Mew&e recommend
the use of intermediate buffering as it gives the best résdite most realistic
cases, i.e. all except the no handover delay case. It alseplass memory
requirements on the access points as compared with theuftdiring scheme.

9.4 User Perceived Quality of Packet Services

Quality of service in mobile telecommunication systemsgsally identified
by some basic performance metrics such as delay, throughgyitter. How-
ever, the main impact of service quality is on the end uset thns we found
it important to undertake a detailed study of service penfonce using usabil-
ity experiments. Experiments have been carried out on tipaatrof bit rate,
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FER and RTT on web browsing performance in UMTS and the impfdtan-
dover associated bit rate downgrade and upgrade in a hetezogs network
comprised of UMTS and WLAN.

Meaningful results have been found from the experiments ¢leugh
only forty test subjects were used and the subjective iaudtin line with the
objective measures of quality. For the web browsing expenis the effect of
the RTT is very perceivable by the subjects, regardlessen$ite of the web
page. On the other hand, the effect of FER is significant amyarger pages.
The streaming experiments showed that the initial startuffebng time of
the video is very important, no matter what the quality of gteeaming is
once it has started.

Results that are based on objective performance qualityicaetan be
augmented with subjective evaluations to decide on whethase a certain
network/protocol optimisation or not. For example, by loakat the results
from the packet reordering studies (Figure 6.7) and the welwsing quality
vs. RTT results (Figure 8.7), the recommendation to usd fith RLC out
of sequence delivery is reinforced.

9.5 Future Work

This thesis has provided the evaluation of packet serviceopeance in a
standalone UMTS network and a UMTS network coexisting withAM and
GPRS. It would be quite interesting to extend the perforraaneestigations
for UMTS evolutions such as HSDPA whose technology has becmiature
enough to be deployed. This requires the enhancement ofritbkagon plat-
form used in this PhD study to support HSDPA functionalisesh as Hybrid
ARQ (H-ARQ) and link adaptation.

TCP was designed for wired networks where congestion is djemper-
formance bottleneck. Though there have been tens (if nodreais) of ex-
tensions to optimise TCP performance in wireless netwaxgsyt from the
ones discussed in this thesis, there seems to be no conseribasnetwork-
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ing community regarding which ones to adopt. Not only thdtatwone pro-
posal improves might be already undone by another propbsefuse there
is no standardised way of joint comparison. Thus, it wouladbatmost im-
portance to have a standardised way of testing new protot@reements.
Such a platform should consider the different aspects ohéteork, through
which researchers can test if their new protocol enhanctsraee perform-
ing as expected in different scenarios and if they conflithwiher existing
enhancements.

In the context of vertical handover, current research istim@®ncerned
with network level optimisations, e.g. handing over to tlegwork with the
best signal strength. However, these network level anésy&tvel enhance-
ments may not directly translate to user satisfaction. Thusould be in-
teresting to investigate utility functions that also calesithe user (in terms of
several factors such as cost, mobility and urgency of theldamg performed)
and the service at hand (service delay and bandwidth regaits, for exam-
ple). An enhanced system level usability testbed could bewseful for such
investigations. We envision a usability test setup whiabvates the test sub-
jects with a dynamic interface, instead of the fixed netweitkis used in the
usability experiments conducted in this PhD study, wheeg ttan change the
network behaviour such as the bit rate, depending on thefegence in terms
of cost and quality. Multiple test users can be assesseduo@mtly and an
invaluable information regarding users’ cost-qualitydegaff can be gathered,
which then can be used for defining optimal utility functidios handover
decisions.

Throughout the study, we assumed a congestion free enveotmas the
focus was solely on the wireless network. However, if theliappon servers
reside in the wired Internet domain, congestion is immireat future investi-
gations should also consider the impact of congestion iitiaddo the impact
of the wireless network.
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Appendix A

Basic Networking Concepts

A data communication network is an interlinked system ofckes; also known
asnodes that is used to transfer data from a sender to a receivei{aja
communication can be realised in either a Circuit Switcheé8)(or Packet
Switched (PS) fashion, or their combinatidi26; 121.

In CS, a path from source to destination is selected whendtestssion
is started, and it is kept throughout the session. Howeflerlibks can be
shared by several connection with a multiplexing schemeadifional fixed
telephone networks employ CS. On the other hand, in PS, tteeiglali-
vided into discrete, potentially of varying length, blodedledpacketsaand the
route is dynamically selected, possibly for each packethipacket contains a
header which is a control information regarding source/destoraaddresses,
and possibly additional information such as priority. Tlaekets are routed at
each node in the End to End (E2E) path based on the heademetion. The
Internet mainly employs PS

Due to their complex nature (the different types of mediehsas wired
and wireless, different application types etc.), netwaies usually designed
in a layered architecture that divides functionality intammageable units called

1ps was originally suggested for the Internet due to its badfitivefficiency and robust-
ness. However, recent studies have shown that PS is inefficidnigh speed Internet back-
bones, and CS alternatives are being propbsad.
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protocol layers The most widely used layered protocol architecture is the
Open Systems Interconnection (OSI) reference mptig!

Figure A.1 illustrates the OSI model. Each layer utilisesghrvices of the
layer just below it, according to some definaterface A transmitting proto-
col entity receives data units, known as Service Data USBUs) from the
layer above it. The SDUs are then processed and passed anuadkerlying
layer in a modified format (the most common changes being setation and
the addition of header information) called Protocol Datat&J(PDUs). The
transmitted PDUs are identical to the SDUs expected at tderlying layer
and thus a PDU transmitted from laydibecome an SDU in layéd — 1. The
receiving entity converts one or more PDUs into an SDU andgmthe SDU
to the layer just above it.

The bottom three layers (physical, data link and networkp &hown as
layer 1, layer 2 and layer 3) are concerned with network sesyii.e. mov-
ing data from one device to anothgr26; 121. For this reason, they are
commonly referred to ubbwer layers The physical layer is responsible for

Application

Application

Transport

Transport

| Network l | Network l | Network l
| | |

| Data Link | [Data Link|  [DataLink| [ Data Link |
| |

I Physical | I Physical | I Physical | l Physical |
|

Physical Communication

[ mr——
]

Lin

k

_ Intermediate

Physical Communication

Node

Lin

k

Figure A.1: The OSI reference model (adapted frbh27]).
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transmitting bits over the physical medium. The data linkela by utilising
the services provided by the physical layer, coordinatesrdmsfer of frames
of data between directly connected nodes. Most link layksis @rovide error
detection and correction schemes. The network layer i®resiple for routing
packets from source to destination, often through mullipks, and possibly
across several networks.

The upper four layers (transport, session, presentationagplication,
also known as layers 4-7) are concerned with providing sesvto the end
user and thus not concerned with the netwdrk2€. They are commonly
referred to asigher layers The transport layer is concerned with E2E deliv-
ery of entire messages (as compared with the network layechwreats each
packets independently). The session, presentation ardayn layers are
usually lumped into one in many implementations (such aseniCP/IP pro-
tocol stack implementation that the Internet is basef#6h) and they provide
the functionalities of service session management andcapioin interface
through which a user can access the services provided thtbegietwork.

The performance of networks, the links connecting nodekiwihe net-
work and also those that interconnect several networks sually specified
with some key performance parameters. The most importas are thelata
rate anddelay Other parameters such as number of hops, load, religlaifity
Maximum Transmission Unit (MTU) (which is the maximum patkize that
can traverse a link/network) are also used to charactetis&/aetwork.

The data rate, also referred to la@ndwidthor bit rate, is the maximum
amount of bits that can be put over a link in a given ttm&he delay (also
known adatency, on the other hand, specifies how long it takes for a certain
packet to traverse from the source to the destination arslgbmposed of
propagation delay (which is negligible in most terrestni@iworks), queueing
delay, processing delay (such as framing, compression and detection),

2This classification is a little bit blurred, specially whercomes to the transport layer,
because some transport layers are optimised for a spediiories.

3Note that a given interface to a link can support multipledates and a given data rate
is selected depending on several factors such as the lohd Bystem and the user’s Service
Level Agreement (SLA) with the network provider.
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and transmission time. The transmission time depends oddtserate and
packet size and it is simply the packet size divided by tha date.

Several other parameters, most of which derived from tha dste and
delay, are also commonly used to characterise networkimeaioce. The most
notable ones are:

e RTT: This refers to the time it takes for a packet to travel from the
sender to the receiver and back, not necessarily using the path. If
the path and the packet size used in both direction are the,shem the
RTT is simply twice the latency.

e Packet loss ratio: This refers to the percentage of packets that are re-
ceived erroneously or not received at all. Several factoch ss corrup-
tion in the transmission media (specially wireless links)l aongestion
cause packet loss.

e Throughput: This refers to the total number of bits transferred over the
network in a given time. Note that the difference with theadite is
that throughput is the actual rate of transfer, not the marmnpossible.
Apart from the data rate and amount of data available to bt Hem
throughput also depends on the behaviour of protocols,asittansport
layer protocols that provide congestion control mechagism

e Goodput: This is similar to the throughput, but it refers only to adtua
transfer rate of user data (i.e. excludes overheads succhkstheaders,
signalling packets and retransmissions).



Appendix B

Real Time Emulation Platform

As mentioned throughout the report, the results in thisishee® generated us-
ing Real-time Emulator for Service Performance Evalutib@ellular neTworks
(RESPECT). The following sections describe the design ampldmentation
of RESPECT, and its extended version that also supportsdgsieous net-
work emulations. For a detailed description of RESPECT,rdsgler is re-
ferred to[72].

B.1 Core components

RESPECT is composed of four core modules, each module camga set of
interrelated classes. The four different modules are @¢&llemmon, Frame-
work, Snifferand Emulator The Common, Framework and Sniffer modules
are generic modules that can be used to extend the emulaapresent other
networks. The Emulator module is a collection of classesstiywonherited
from the Framework and Common modules, that specificallyehibé UMTS
protocols.
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B.1.1 Common Module

The common module provides base classes that are used te aaérfaces

for the different parts of the system. This module contaives fnain classes,
namelyData_HandlerData_Source_Sink hread Configuration_Readend

Logger Data_Source_Sink provides an interface for entitiesabids sources
or sinks of data. The Data_Handler class, on the other haadides an inter-

face for those entities that are responsible for handling.déhe Data_Handler
and Data_Source_Sink are associated 1-to-1, i.e. evergedsink should

have a handler that handles its data, and every handlerdshaué an associ-
ated source/sink where it gets its data and where it passatath after it has
processed it. The Configuration_Reader is a simple pars¢htndles pa-
rameter files. Thread is an abstract class that provides ppardor creating

and configuring the priority levels and the scheduling pesof threads using
C++ classes. The Logger class is used for logging data, suobsalts from

emulation runs and debugging information about the emutgieration.

If extensive logging to the hard disk is to be done at the same &s
the emulation process, timing requirements might not be asetriting to the
hard disk is very slow and takes a considerable amount of GRé&dompared
to emulation event periods. The logger mitigates this dessklof logging us-
ing remote logging (all logging is done via a TCP connectionaoremote
server, i.e. no local hard disk access), accompanied byityrecheduling
(where the logging activities are set to the lowest prigragd voluntary pro-
cessor yielding.

Figure B.1 shows the impact of remote logging and priotiiiga \When
the logging is done directly to the hard disk (Figure B.1(dpadlines can be
missed by hundreds of milliseconds, even though the meandifference is
very small. Such rare but high delays can have a big impadtifgr bit rate
connections. By performing the logging remotely, the maximtiming mis-
match was reduced to a large extent, as shown in Figure B.1{i@ mean
time difference is higher than the previous case, but as genrtimes in both
cases are very small, the outliers are the ones that affecystem perfor-
mance the most. When remote logging is combined with theeafentioned
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Figure B.1: The impact of prioritisation and remote logging on meetimget expira-
tion deadlines. The Y axis shows the difference betweercthaldime an action was
taken and the scheduled time.

priority scheduling scheme, the timing mismatches, in teofrthe mean, stan-
dard deviation and the maximum values are improved tremestgas shown
in Figure B.1(c).

B.1.2 Sniffer Module

The Sniffermodule provides the functionality of intercepting incomiout-
going packets from/into the network on a real-time basissamplies the data
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to the emulator module, which handles the packets and giviEc&ion on
what is to be done. The interception and re-injection of p&ks done using
the Netffilter/Iptables packet handling framewgtR9. Using this framework,
it is possible to drop, accept or queue packets based omiargech as IP
addresses, port number or packet sizes.

During its setup, the Sniffer initialises the Netfilter patkiltering rules
for queueing the concerned packets. When a packet arritas # layer in
the emulator, the Sniffer raises an event to its associat&al fthndler, which
is the emulator, letting it know that new data has been receiv his event
includes information such as the size, identification arddinection of flow
of the packet, i.e. whether it is incoming or outgoing. Theksd will be
kept inside the queue till the Sniffer receives a verdictiscard or release
the packet from the emulator. The Sniffer also logs the heiad@mation of
every incoming/outgoing packet inprapfile format so that the connection
could be analysed further by using powerful tools suctcpsace[130.

B.1.3 Framework Module

The core protocol components of the emulator are desigrestin CASINO
(Component Architecture for Simulating Network Objedts31]. CASINO is

an object-oriented protocol development platform thaaigeted for develop-
ing network communication protocol stacks. A scaled-dowrswon of the
CASINO framework, with some modifications to fit the needs &3RECT,
was re-implemented, based mainly on the design specifisatd CASINO
[132. TheFrameworkmodule provides generic classes that implement basic
functionalities of protocols, packets, events, and tingerdier that control the
events.

B.1.4 Emulator Module

This is the module that actually performs the UMTS emulapoocess. The
main class in the emulator module, knowrEamsulator, initialises the different
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New packet event (coming from Sniffer)

UE Air Tnterface Tub Interface  pyC

PASS (SDU assembled) or DROP (due to SDU discard)

Verdict (sent to Sniffer)

Figure B.2: Communication between Emulator and Sniffer.

protocols and network entities and interconnects themifopgr packet flow.
To get the emulation process started, the initial timerswioalld keep on firing
every Transmission Time Interval (TTI) are started. The Eton accepts
packet from the Sniffer, propagates them down the protaeaksand also
notifies the Sniffer on behalf of its components when pacistsdealt with,
i.e. when it has passed through the whole protocol stack aadyrto be
released back to the network or when a drop decision is maeéadarrors
in the air interface or buffer overflows. Figure B.2 shows ttommunication
process between the Sniffer and Emulator.

Apart from the Emulator class, the other main classes imtloidule are the
RLC, Medium Access Control (MAC), Physical (PHY) and Airéntace. The
RLC is implemented following the 3GPP RLC specificatigs], with full
support of the retransmission facilities described in {hecgication. Figure
B.3 summarises the RLC procedures and the details of eactaskils given
in detail in Figures B.4 - B.6.

The MAC layer is the one that determines the rate of inforamefiow and
the granularity of the emulation process. Every TTI, the M#ghds informa-
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tion to the RLC, telling it the amount of data that could becanmodated in
one TTI, the length of subsequent TTIs and the PDU sizeshbd&LC should
use next time it segments packets.

The PHY layer is a simple class that passes packets comingtfre MAC
to the air interface and vice versa. The air interface presid memory-less
channel that has some given FER (frame erasure rate) in tremd DL direc-
tions and associated processing delays in both directions.

B.2 Support for Heterogeneous Networks

For the studies conducted in Chapters 7 and 8, RESPECT waibiedoib
accommodate the emulation of heterogeneous networks.ré&~u shows
the structure of this new extension. The detailed UMTS maltstack imple-
mentation that was shown in Figure 5.9 is removed, and iddteanetwork
behaviour is described as a state machine.

The state machine can be defined to operate either prohiglilig or de-
terministically. A two layered Markov Chain (transitiontleen different
networks and sub-state transitions within a given netwark)used to spec-
ify the probabilistic transitions. There are two timerstttdave the emulation
process: the network transition timer and the state transitmer. When the
network transition timer fires, whose granularity is in tlidey of few seconds

Get Event From Neighbouring Layers

New_Packet ‘ Data_Indication
(from Sniffer) Event Type? (Tfrom MAC)

(from MAC)

Statuslndicationl

Y A

Processs New

Transmit PDUs Receive PDUs
Packet

Figure B.3: RLC processing summary.



B.2. SUPPORT FOR HETEROGENEOUS NETWORKS 197
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Send a buffer

Segment packet

into RLC PDUS Overflow message
] to Sniffer

Schedule PDUs

for transmission
Set timer for timer

based discard, if
configured

L (o De—

Figure B.4: Arrival of new packets.
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PDUs from MAC
Y
[ Yes PDUs left? No
Get Next PDU
Data PDU Status PDU
PDU type?
\ 4 \ 4
Store ACK for the Reschedule PDUs that
PDU for status » are NACKED from
reporting transmit buffer
\ 4
Remove the PDUs that
are ACKED from the
transmit buffer
The only remaining
0 \ 4
PDU of an SDU? Remove parts of SDUS
that are DISCARDED
v v from the receive buffer
Put data PDU in Assemble the .SDU .
bl buff and send a notification
assembrly butter to the Sniffer
No Piggybacked Yes
Status?

Figure B.5: Reception of PDUs.
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Figure B.6: Transmission of PDUs.
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UE SERVER

Application Application

Data Link

Data Link

Data Link
Physical

Figure B.7: RESPECT extended for heterogeneous networks.
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(which depends on the user’s mobility, fast movement respin lower timer

values), decisions will be taken whether to remain on theesaatwork, or
handover to another network, based on the network tranggrobabilities.

On the other hand, the state transition timer, with finer glamty than that of
the network transition timer, specifies when to check fondithons between
the states of a given network (basically bit rate downgraaelsupgrades).

A time limit or amount of data transmitted can also be usedpecsy
when a transition should be made between networks or witt@rstb-states
of a given network. Since the aim of this project is on linkdestudies and as
recent studies have found that Markov chains have low acgunacapturing
network transition and sub-state transitidd83, the deterministic way of
specifying network transitions was used for the investoye carried out in
this thesis.

As shown in Figure B.7, the emulator intercepts packets atRnhlevel.
Based on the current network condition (current bit ratéayddistribution,
other temporary conditions such as handover and outageketsawill be
marked with a timestamp and they will be queued. The timgstgpacifies at
what time the packets should be released to their destmatilhen handover
takes place between different networks, there is a posgibil just pausing
the connection (not the source traffic flow, as the emulativarssparent to the
application) or flushing the queued IP packets.

B.3 Accuracy of Results

Network simulations are commonly divided into two categsfinite time
horizon(also called terminating) ansteady stat¢134]. In finite time hori-
zon the interest is in the behaviour of the network within d egecified pe-
riod. On the other hand, in steady state simulations théesbtathaviour of the
network is the main interest. While it can be quite compedato verify the
accuracy of steady state simulations, a terminating sitiaula accuracy can
easily be guaranteed by repeating the simulation with iffeseeds and stop
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Figure B.8: Evolution of the mean download time with the number of runs.

when the accuracy is enough for the task at hidrady.

RESPECT is intended to be used in finite time horizon casesenthe
interest is the performance of the link during a given dorathat it takes to
perform a certain task (for example, file download). And ashstor the ex-
periments carried out in this thesis, the file downloads wepeated several
times, each with a different random seed, until the mearevafuihe perfor-
mance metric considered stabilises.
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Figure B.9: Evolution of the standard deviation of the mean downloae tivith the
number of runs.
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Figures B.8 and B.9 show the evolution of the mean downlaaé &nd
its standard deviation for one of the cases investigateceotiéh 6.4.1 (the
No Eifel, out of order delivery sample in Figure 6.3). As candeen from
the figures, the mean stabilises for a hundred or more nunflsamalations,
and its standard deviation decreases very fast with the aumibsamples,
becoming less than 0.1 seconds when the number of runs istheord 50.

Figure B.10 shows the box plot of the normalised mean dowehtoae
for different number of simulation runs. As can be seen frbenfigure, even
with 10 simulations, for 50% of the cases (i.e. the ones inter-quantile
range) the error is less than 2%. The errors become marginiaéanumber of
simulation runs is increased, reaching below 0.5% for 3@tukitions. The
result is similar for the other cases investigated in Chradiend 6.
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Figure B.10: Box plot of the mean download time normalised over the sampbmn.






Appendix C

Setting RLC Polling Parameters,
an Example

In this appendix, an example illustrating a deadlock ogngrin the RLC, and
how it can be corrected is given.

A 100 Kbyte file was being downloaded several times, for a 3&pK
connection with an average FER of 10%, to get some stafistiesages on the
file download timesPoll last PDU, Poll last retransmitted PDUandmissing
PDU indicationare all enabled to control polling and status reporting.dsw
noticed that some of the values were quite large (in the aytitan times the
mean). Tables C.1 and C.2 show the traces from the RLC and ayeips| at
the UE side, for one such case (the negative ID numbers egtatus PDUS).

From Table C.1 it can be seen that PDUs #1 & #2 of SDU# 15 were er-
roneous when they were received at TTI #488. So the polliggest by the
sender, as identified by the polling bit of PDU #1 is lost alent it. Nothing
was being received between TTIs #497 and #787, that is.fbs@conds, as
each TTI represents 10 ms. This is confirmed by the TCP traegenthere is
also no activity for almost 3 seconds (time difference betwews #2 and #3
in table C.2).

This idle period starts after the transmission of the SYNkpa¢which

205



206 APPENDIX C. SETTING RLC POLLING PARAMETERS, AN EXAMPLE

Table C.1: Traces from RLC layer.

TTI | (SDU#, PDU#)| #Transmission | Polled | Erroneous
469 (14, 2) 1 0 0
487 (-1, 15) 1 0 0
488 (15, 0) 1 1 1
488 (15, 1) 1 0 1
786 (-1, 16) 1 0 1
787 (16, 0) 1 1 0
787 (16, 1) 1 0 0
802 (15, 0) 2 1 1
802 (15, 1) 2 0 1
887 (17,0) 1 1 0
887 (17,1) 1 0 0
901 (15, 0) 3 1 0
901 (15, 1) 3 0 0
918 (-1,17) 1 0 0

corresponds with SDU# 15 at the RLC layer) of the TCP conarcietup
procedure. The deadlock occurred because the SYN packébevkst packet
in the window on the sender’s side and the sender TCP will abtansmitting
any data packets till it is done with the connection setuggss, i.e. an ACK
for the SYN is received from the other side. The loss wouldrase caused
a major drawback if the packet that was lost laid somewhetéenmiddle

Table C.2: Traces from TCP layer.
14:57:10.209868 UE SERVER: S 1736209341:1736209341(0)
14:57:10.210397 SERVER UE: S 2037954080:2037954080(0)
ack 1736209342

3 14:57:13.202027 UE SERVER: S 1736209341:1736209341(0)

4 14:57:13.202560 SERVER UE: S 2037954080:2037954080(0)
ack 1736209342

5 14:57:14.212273 SERVER UE. S 2037954080:2037954080(0)
ack 1736209342

6 14:57:14.523085UE SERVER:. ack 1

7 14:57:14.544901 SERVER UE: . 1:1449(1448)ack 1




207

of the transmission window, as missing PDU indication wchdge triggered
status reports when a higher sequence numbered PDU is edceltinally,

TCP times out and there is a TCP retransmission. The retitrdnSYN

corresponds to SDU# 16.

Apart from this deadlock, it can also be seen that the RLC &eésjing
to send SDU# 15 even though TCP has given up waiting for an AQKre-
transmitted the packet. When the receiver gets the PDUssmonding to the
retransmitted SYN packet at TTI #787, the missing PDU intiheatriggers
the transmission of a status report. The sender respond=iaysmitting the
PDUs that were lost, which are unfortunately received exonisly once again
at TTI #802. This shows that the deadlock not only slowed thmection by
preventing the sender from transmitting for 3 seconds, lsat led to the si-
multaneous retransmission of a packet at the TCP and RL@slagred hence
wasting the precious wireless bandwidth.

Using a timer based polling resolved this deadlock that Bappvhen the
last PDU in the transmission buffers is lost. This is becdheesender starts a
timer when the last PDU is sent as a polling bit is set alont) witlue to the
poll last transmitted PDU setting. If no ACK or NACK regardithis PDU
is not received when this timer expires, the sender retraashe last PDU in
order to resend the lost poll. Hence there is no need to waa TECP timeout
to continue data transmission.






Appendix D

Usability Experiment Forms

In this appendix, the orientation script and questionrsaiised in the usability
experiments are given.

D.1 Orientation Script

This orientation script was read out at the beginning of eagieriment ses-
sion to ensure that all users get the same information raggtite experiment.

“Hi, I am Oumer Teyeb. Welcome to this usability testing sassand
thanks for taking the time.

We will be testing the effect of a mobile network’s charaistées on the
perceived quality of services of web browsing and videoastiag services.
You will be accessing the services using a tablet PC, but yve kb assume
that you are accessing the services over your mobile device.

In order to make the results of your observations as unbiasgubssible,
we will be conducting blind tests, i.e. you will not be toletdifferent network
settings that will be tested.

While performing the tests, you will also be filling a questaire. After
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each task, you will give a score regarding the quality of tise you just
experienced. There is also a space for putting additionaiheents for each
task.

| will be sitting next to you and we will conduct the tests ttgs. | will
change the network settings, you perform the correspontdisky grade the
guality you just experienced, and then we go to the next itetadt and so on.

Do you have any questions?"

D.2 Questionnaire

A snippet of the questionnaire that the users filled whiléqrening the differ-
ent tasks during the usability experiment is given below.

TASK 1: When the test conductor asks you to do so, click on the shoairicu
the desktop named “Google”. If you are not sure how the doadhieent, press
“ctrl+F5" to force a refresh. Notice how the overall web pagmaded. After the

page has loaded you can press the “search” button to go tethpage. Once this
is done, close the Internet Explorer window, grade the tpafithe download you

just experienced and wait for the test conductor’s insioucto repeat the same
procedure. A total of eight repetitions are made.

Run # | Experienced Quality Any additional comments
1 . Excellent
Good

. Acceptable

. Poor

. Unacceptable

moow»

. Excellent
Good

. Acceptable

. Poor

. Unacceptable

Mmoo > :
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TASK 2: When the test conductor asks you to do so, click on the shdrt¢he desktop
named “Nokia". If you are not sure how the download went, presl+F5" to force a
refresh. Notice how the overall web page is loaded. Once dlge 5 loaded properly (or
if you have already made your decision about the quality teefbe page is completely
loaded) close the Internet Explorer window, grade the tyali the download you just
experienced and wait for the test conductor’s instructiorepeat the same procedure. A
total of eight repetitions are made.

Run # | Experienced Quality Any additional comments
1 . Excellent

. Good

. Acceptable

. Poor

. Unacceptable

mooOw>»

. Excellent

. Good

. Acceptable

. Poor

. Unacceptable
TASK 3: When the test conductor asks you to do so, click on the shdrt¢he desktop
named “Movie_Trailer", which will start a real player stmeiag video. Once the video
clip is finished close the real player and Internet explorgrdews and wait for the test
conductor’s instruction to repeat the same procedure. & tdtseven repetitions are made.
Run # | Experienced Quality Any additional comments
1 . Excellent

. Good

. Acceptable

. Poor

. Unacceptable

moow>:

mooOw>»

. Excellent
Good

. Acceptable

. Poor

. Unacceptable

Mmoo w>:







Appendix E

Example lllustrating Eifel
Performance Degradation

This appendix describes in detail the behaviour of the Bifgbrithm as shown
in Figure 7.7 of Section 7.3.1.2. The figure, which shows time tsequence
graph where Eifel is used with no buffering and no handovéaylés shown

here again for convenience.

As can be seen from the figure, after the handover is finishect tis a

5
62210,
: ! -

5.8 -j : : .
o £ .
Q L .
5560 F !
2 | X

i X

F54F g“ o
[} F : g -
g : 0% R I x X
© 5.2 him et x
S
4
o 5

48 —Sent data

' ---ACK received
4.6 X Retransmission
4 4.5 7.5 8 8.5

6 6.5
Time [sec]
Figure E.1: Time sequence graph: no handover delay, Eifel enabled, Nering.
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APPENDIX E. EXAMPLE ILLUSTRATING EIFEL PERFORMANCE DEGRADATION

Table E.1: TCP traces illustrating timestamps spurious retransnoigsietection that

leads to timeout.

Sender Side
1 4453809 <- ack 519425  <timestamp 586403007/535598120>
2 4456609 —> 580241:581689(1448) ackl <timestamp 535589886403007>
3 4457840 —> 581689:583137(1448) ackl <timestamp 535589886403007>
4 5.232270 —> 519425:520873(1448) ack1l <timestamp 53589886403007>
5 5426615 <- ack 525217  <timestamp 586403098/535598125>
6 5.429447 —> 583137:584585(1448) ackl <timestamp 53589886403098>
7 5.430678 —> 584585:586033(1448) ackl <timestamp 53589886403098>
8 5431980 —> 586033:587481(1448) ackl <timestamp 53589836403098>
9 5623774 <- ack 525217  <timestamp 586403118/535598125>
10 5.655029 <-— ack 525217  <timestamp 586403121/535598125>
11 5.686278 <-— ack 525217  <timestamp 586403124/535598125>
12 7.011958 —> 525217:526665(1448) ack1l <timestamp 53859886403124>]
Receiver Side
1 4427181 <— 517977:519425(1448) ackl <timestamp 53589886402954>
2 4427265 —> ack 519425 <timestamp 586403007/535598120>
3 4439181 <— 519425:520873(1448) ackl <timestamp 535589886402957>
4 4451181 <— 520873:522321(1448) ackl <timestamp 535589886402957>
5 4451265 —> ack 522321  <timestamp 586403009/535598123>
6 4463181 <— 522321:523769(1448) ackl <timestamp 535598B86402959>
7 4475180 <— 523769:525217(1448) ackl <timestamp 535598B86402959>
8 4475274 —> ack 525217  <timestamp 586403012/535598125>
9 5.338559 <— 519425:520873(1448) ackl <timestamp 53589836403007>
10 5.338571 —> ack 525217  <timestamp 586403098/535598125>
11 5535728 <— 583137:584585(1448) ack1l <timestamp 53589886403098>]
12 5535740 —> ack 525217  <timestamp 586403118/535598125>
13 5566978 <— 584585:586033(1448) ack1l <timestamp 53589886403098>]

timeout and a retransmission occurs at around 5.2 secondsACK is re-

ceived a while after and instead of continuing with the metraission of the
other lost packets, a couple of new packets are transmittacband 5.4 sec-
onds. The reason for this behaviour is illustrated furthefable E.1 which
shows the traces of the TCP packets captured at the sendee@eder just
before and after the handover. Arrows pointing to the left aght indicate
incoming and outgoing packets, respectively, at the ma&ohirere the packets
are captured.

Just before the handover the receiver gets the packet wjtlesee number
523769, attime 4.475180 (receiver trace line #7), and dsan ACK request-
ing the next packet at time instant 4.475274 (receiver tiaeg#8). However,
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this ACK (and also the previous ACK) are dropped as they werlight at
the time of the handover. Thus, the last ACK received by theesebefore the
handover is at 4.453809 (sender trace line #1) and this AC& requesting
packet with sequence number of 519425. When the RTO ex(i&e232270
(sender trace line #4), the packet with sequence numbe25li84etransmit-
ted, even though it was correctly received, as the ACK sygmif that was lost.
This retransmitted packet has a timestamp value of <53389886403007>,
where the first part is the current time at the sender, andett@nsl one is the
timestamp of the last ACK received signifying the receiptiué packet just
before the retransmitted packet.

The receiver gets this retransmission at time instant 2338econds (re-
ceiver trace line #9) and it sends an ACK requesting for paukeaber 525217
(receiver trace line #10), as that is the next packet exfdeate¢he receiver.
Note that this ACK has the timestamp value <586403098/ 58589>, where
the first part is the current time at the receiver and the stooe is the times-
tamp of the packet that generated this ACK. When the sendsttigie ACK
(sender trace line #5), it compares the replied timestar3pg98125) with the
timestamp sent with the retransmission (535598251) anéhfynolt that it is
smaller, concludes that the retransmission of the condgraeket was spuri-
ous and leaves the recovery stage, restores the congestidawvand starts
sending new data.

Although the decision that the retransmission of that paldr packet was
spurious is right, it creates a problem because we have tbferaanother
timeout (at time instant 7.011958), and hence an extraimie of 1.3 seconds,
before we start retransmitting the packets that are agticst.






