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Abstract

The control of wind turbines is a very challenging task beedtrrequires multi-objective
control that needs to take into account effects like stmattfatigue, power produc-
tion/quality, and slip in the generator. In this thesis, enber of linear parameter varying
(LPV) design methods are investigated for use with mediularge scale systems and a
method has been found to provide a numerically reliable edatjpn of the controller.

The thesis begins with an introduction to the control of wiidbines and provides an
overview of the different methods that have been applieds ifitroduction is followed
by a general introduction to LPV systems and the base fontaiéable design methods.

The application of the LPV framework to the control of noelam systems requires
a method for describing the system by a LPV model. For doimgtttere are two main
directions: Jacobian-based linearisation or quasi-LP\de®othrough a substitution of
nonlinearities by parameters. In the latter method thedidiveg parameter is a function
of the state vector which can introduce conservatism. ®sigd is investigated in the
thesis leading to a proposed procedure with focus on froaesmpeter dynamics.

The numerics in the design algorithms is one of the key isfarggetting the methods
working for medium to large scale systems. For the assat@éimisation problem, a
grid-based method has been found promising and it has beewl that the choice of
state space realisation plays a very important role and alation based method has
been developed for choosing a proper realisation for cetrdesign. For closed loop
analysis a Gramian-based method has been found promising.

The construction of the LPV controller can be very challeggirom a numerical
point of view. Several algorithms have been investigateaamethod based on a clas-
sical result fromH ., control has been found superior from a numerical point ofvvie
This method does not directly produce a parameterisedaltertand another method
(which can calculate a parameterised controller) has bestified to enhance numer-
ical performance. The numerical performance of this maodlifientroller is still not as
strong as the first method, which makes the choice of cortgirualgorithm a trade-off
between numerical performance and calculating a paraisetecontroller.

A graphical design tool has been developed on the basis afuthrical findings
for conditioning of algorithms for the design of LPV contesk. This tool provides an
easy user interface which makes it possible for non-experntesign LPV controllers
without worrying about matrix inequalities, constructialgorithms, etc. The designer
only needs to enter the model, weighting functions, tottate of variation and basis
functions for the storage (Lyapunov) functions. Then thatadler can be designed
automatically by pressing a few buttons.

Large scale design problems can be very difficult to solvenfaonumerical point of
view. For these systems the tool provides a number of nualdtiaing handles with



which the numerical performance can be adjusted. The udeeséttuning handles re-
quires a deeper understanding in the synthesis LMIs andreamtisn algorithm because
the handles are implemented through upper/lower boundseomatrix inequalities and
design variables.

The design tool has been applied to the design of LPV coetofbr wind turbines.
It has been demonstrated that the switching between aldag@controller and a full
load controller is not necessary because a single LPV dtertcan handle both operat-
ing conditions. In fact the fatigue loads can be reducedvarsg structural components
throughout the whole range of operating conditions by udiiigyapproach in compari-
son to classical means.

When designing gain scheduled controller the rate of vianaif the scheduling vari-
able can be a critical issue. The classical gain schedulgthod assumes no parameter
variations whereas many LPV methods assume arbitrary &sinpeter variations. In
this thesis it is demonstrated that for the application ofted of wind turbines a great
performance improvement can be obtained by taking a bourthemnate of variation
into account.



Synopsis

Vindmglleregulering er meget omfattende eftersom der engeanodstridende krav
sasom strukturel udmattelse, el-produktion, el-kvetitevariation i generator hastighed
fra synkron hastighed. | denne afhandling vil forskelligesber parameter varierende
(LPV) design blive undersggt for mellem og stor-skala syste Ud fra denne un-
dersggelse er der fundet en metode som giver numeriskefigliseregning af regula-
toren.

Den farste del af afhandlingen beskriver hvorfor vi regeitesindmagller og giver et
overblik over tidligere anvendte metoder. Denne introduker fulgt af en introduktion
til de fundamentale dele af LPV regulering.

For at kunne anvende LPV paradigmet til regulering af uliresystemer er det
ngdvendigt at kunne beskrive det ulineaere system gennemnidtéller. Dette gares
gennem en af de to fglgende principper: Jacobi linearigeziler kvasi-LPV modeller
hvor ulineariterne udskiftes med parametre. For det sédsgirie princip er skedule-
ringsvariablen en funktion af tilstandsvariablen hvilkeh ggre designet konservativt.
Denne konservatisme er undersggt i afhandlingen, hviketdrt til en fremgangsmade
som har fokus pa modellens dynamik ved frosne parametre.

Design algoritmens numerik er et af de vigtigste fokusatardor at fa LPV meto-
derne til at fungere for mellem og stor-skala systemer. ¥ezhide det associerede
optimeringsproblem er det blevet konkluderet fra et nuskesiynspunkt at den bed-
ste metode bygger pa et princip hvor optimeringsprobldeess i et fintmasket net.
Derudover har undersggelser i afhandlingen vist at vailgédds realisation spiller en
vigtig rolle og en simulerings-baseret metode er blevetkléitil at veelge en god reali-
sation. For lukket-slgjfe analyse har en tilsvarende wsmigglse vist at en Gram-metode
til valget af realisation ser ud til at fungere.

Det kan veere en seerdeles udfordrende, fra en numerisk sjkagvat konstruere
regulatoren. Flere algoritmer har derfor veeret undersggted er blevet konkluderet
at den bedste metode er baseret pa et klassisk resultaf fra Denne metode kan
ikke direkte beregne en parameteriseret regulator og eeramegttode (som er i stand
til at beregne en parameteriseret regulator) er blevetficedst til at have en forbedret
numerik. Numerikken i denne modificerede algoritme er dagligtikke sa god som
i den fgrstnaevnte algoritme, hvilket betyder at valget gbatme bliver en afvejning
mellem de numeriske krav og beregning af en parameterisarelator.

Et grafisk design-veerktgj er blevet udviklet og er baseaed@humeriske resultater
i den valgte design algoritme. Dette veerktgj giver en sinpegergraenseflade hvilket
gar det muligt at designe LPV regulatorer uden at have detailskab til metoden. Dvs.
designeren behgver ikke bekymre sig om matrix ulighedgoraimer, m.m. Det eneste
designeren behgver at ggre er at specificere model, veegfiikgioner, accepteret pa-



rametervariation, og basisfunktioner for lagrings (Lyapw) funktioner. Herefter bliver
regulatoren automatisk beregnet efter tryk pa et parrtaste

Regulator design for stor-skala systemer kan veere temrkehgpliceret ud fra
en numerisk synsvinkel. For denne type systemer giver wgetket antal numeriske
tuningshandtag hvormed den numeriske ydeevne kan blisteret. Det kraever dog
en mere detaljeret indsigt i algoritmerne for at benyttselisandtag effektivt eftersom
handtagene direkte pavirker gvre/nedre begraensniogerdtrix ulighederne og design
variablerne

Design veerktgjet er blevet anvendt til at designe LPV reguéa til vindmgller. Det
er blevet demonstreret at det ikke laengere er ngdvendigifte mellem to forskellige
regulatorer for henholdsvis delvis last og fuld last. | stekian en LPV regulator de-
signes til at daekke hele arbejdsomradet og i sammenligniedjen klassisk regulator
kan denne regulator endda give en reduktion i struktureladininger for hele arbejd-
somradet.

Nar vi designer spekulerede regulatorer kan hastighetfi@arametervariationen
bliver afggrende. Klassiske metoder antager at paranmeildee kan variere i tid mens
mange LPV metoder antager vilkarligt hurtige variationedenne afhandling er det
demonstreret at for regulering af vindmgller kan man opmdetydelig forbedring i
ydeevne ved at tage denne hastighed af parametervaridgragtning.
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Nomenclature

Highlighting of variables
Syntax highlighting is used to clarify what is design valésband scheduling variables.

RED variables indicate design variables

BLUE variables indicate scheduling variables

Wind turbine specific signals

p Air density

A, Rotor swept area

R Radius of rotor swept area

v Effective wind speed

cp Aerodynamic efficiency at current operating condition

Wy Rotational speed of high speed shaft (generator side)

Wy Rotational speed of slow speed shaft (rotor side)

P active power production

I} (Collective) Pitch position of blades, i.e. rotation arduangi-
tudinal axis

Qa Torque on main shaft from aerodynamics

Qq Generator reaction torque

Symbols specific to the analysis and design method

P Storage function for closed loop system

XY Storage functions used for controller synthesis

0OP,0X,0Y  Representation used to handle derivative of storage fumciee
page33for its definition

~ Upper bound on worst case energy amplification

A Represents time derivative of scheduling variable inddpatty
on specific trajectories
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NOMENCLATURE

Dynamic models

<empty>

Represents Laplace variable for LTI systems
State vector of closed loop system

State vector of open loop system

State vector of dynamic controller

Vector of performance inputs

Vector of performance outputs

Vector of control inputs

Vector of control outputs

Vector of scheduling variables

Matrix valued scheduling function used in linear frac-
tional representations

System matrices for open loop system
System matrices for closed loop system
Matrices describing controller dynamics

Operator for time derivative, e.g.is the time deriva-
tive of z

Indicates estimated variable, eigis an estimate af
Indicates equilibrium values used for linearisation,
e.g.7 is an equilibrium point forz.

Indicates deviations from the equilibrium, exgs the
deviation ofz from the equilibrium poinbarz.

This symbol represents components of a large matrix
that will not be used in future calculations. The sym-
bol is included for notational simplicity.

This symbol represents values that are induced by
symmetry and is included to simplify notation. Con-
sider for instance symmetric matricdsandC and a
non-symmetric matrix3. Then

A+B+ () *| [A+B+BT 7T
C ol C 0
Empty fields in matrices are included for notational
simplicity to indicate zero terms. An example of this
is given below

)l

This symbol indicates comparison of matrices in
terms of definiteness, e.d. < B means thad — B
is negative definite.
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Abbreviations
avg. Average
dam. Damage
drt. Drive train
gen. Generator
GUI Graphical user interface
LFT Linear fractional transformation
LMI Linear matrix inequality
LPV Linear parameter varying
LQG Linear quadratic Gaussian
LTI Linear time invariant
NL Nonlinear
PID Proportional integral derivative
QMmI Quadratic matrix inequality
RFC Rain flow count
spd. speed
std. Standard deviation
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1.1. Background

Since ancient times the wind has been utilised as a power
source to ease labour. One way was to mount sails on ships
in order to travel further and with less effort. However sthi
was not the only use of wind as power source in the ancient
world. Heron of Alexandria described an organ which was
r———ts powered by the wind. Apparently this might indicate that
Wind organ. 56] windmills were used in ancient time, but the Romans never ex-
Renaissance reconstruction. p|ojted windmills. Probably because there was a rich amount
© Ballantine Books. of streams in the most of the empire, encouraging the use of
water mills instead.g6]

Itis said that the windmill was invented in China more thaf@@ears ago, however
the earliest actual documentation is from 1219 A.D. In Rersie use of wind energy
for grain grinding was eventually taken up around the 9thusmn Unlike the windmill
described by Heron of Alexandria these windmills used aicedrshaft with milling
stones on top of this shafts]

The idea of windmills arrived in England in 1137 and around thme the design
of the windmills changed from having the sails rotating oreetical shaft to horizontal
axis windmills with the driving force caused by lift insteafldrag. The principle is
actually very much similar to what was described by Heronleikandra, only in larger
scale and with a different applicatiorb€]

These first European windmills were denoted postmills be=m
cause they were constructed with the main body of the wird
resting on a post enabling the windmill to be rotated intovtived
field. As the windmills became larger in size the weight ilased
substantially and it became difficult to turn the windmiltarthe
wind. The design was therefore changed so that only parteof
windmill needed to be turned in order to get the rotor into t
wind field. This new type of wind mill was typically denoted @
tower mill and the main part of the mill was stationary andhwitZsssg
either wooden, thatched or masonry walls. On the top of itpa e
was placed onto which the rotor was mounted, and only the cap
with the rotor needed to be moved in order to rotate the witldnfi®st ™'

into the wind.

In several centuries the structural parts of the windmitsev
refined in order to create larger and larger facilities fa to
main purposes: milling grain or pumping water. Eventually
there was a need for easier control of the windmills in theseen
of adapting the sails to the changing wind. In 1772 a Scottish
engineer, Andrew Meikle, invented a new type of sail madmfro
a series of shutters which could be opened or closed by ansyste
of levers. Later in 1807 William Cubbit improved the design s
that the windmill did not have to stop in order to adjust thiésssa
[127

Thatched tower mill. Because the windmill needed to be manned for the milling

*Heron of Alexandria was a Mathematician, Physicist and &gy who lived in the first century AD.
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process there was no need for refining the control furthethérl 9" century steam en-
gines took over a lot of the work from the large windmills ahd tise of these windmills
declined. The exploration of wind power changed howeverttiialy new direction.

In 1888 Charles F. Brush combined a post mill with a DC geweriato what is
known as the first large scale wind turbine producing eleityri The wind turbine had
a rotor with a diameter of 17 meters and was able to producé\Lpdwer. Despite its
relative success of operation in 20 years it showed thatdpeed, high solidity rotors
were not ideal. In comparison a modern, fast-rotating winbdihe with the same rotor
diameter would produce approximately 70-100 k@7, [41]

The Danish physicist and meteorologist Poul la Cour
developed in 1891 a fast rotating wind turbine with prim-
itive airfoil shapes. One of his students, Johannes Juul,
built in the early 1950’s the 200 kW Gedser Wind Turbine
which is seen as one of the major milestones in the history
of wind turbines. In the period from 1935-70 there was in
fact a lot of research going on in United States, Denmark,
France, Germany and Great Britain and one of the major
results were the Gedser Wind Turbine. The most incred-
ible result was however the Smith Putnam wind turbine
erected in Vermont, 1941. This milestone was a 1.25 MW
wind turbine with a rotor diameter of 53 meters which was
built by famous scientists and engineers like Theodore von
Karman and Jacob Pieter den Hartog. Although the rotor
only lasted for some hundred hours of intermittent oper-
ation over several years, it showed a potential for large

The Smith Putnam wind turbine. Wind turbined. In general it can be said that the period
[9o1] from 1935-70 showed the theoretical potential in large-

scale wind turbines even though the actual practical ap-

plicable wind turbine was not create®7] 41, 26|

The next major step happened because of the major oil crisis
in 1973. This crisis started a rapid developing market (eisiiig
in California) and the rapid growth caused a lot of poor gyali
wind turbines in the first generation. These wind turbines
sulted in a poor image of the whole wind energy business 3
the market decreased extensively from the late 1980s. ddst
the markets in Europe started growing. Especially in Gegma
the market grew from the early 1990s and Denmark and Sp
followed the growth subsequently.

This growing market first in California and later in Europ
yielded larger and larger wind turbines ranging from a céapac
of around 20-60 kW machines in the early 1980s to commerg
prototypes of 5 MW wind turbines in 2004. Besides this t
global installed capacity has increased with an annual trofv
approximately 30% from 1992 to 20024]

Along with the large growth in both wind turbine size ang modern wind turbine.
market size the power generation costs have reduced byxappro

TThe blades were made of steel and broke off near the hub,agtjabecause of metal fatigue.
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imately 80% over the last 20 yea?§]. Today by combining the individual wind tur-
bines into wind farms, wind power production facilities éwday comparable in size to
conventional facilities and also the costs are close togoeimpetitive to conventional
energy production.

1.2. Control of wind turbines

The classical windmills were operated by a miller whose famiuld live in bottom
floors of the windmill. If the mean wind speed should chanige nhiller could then adapt
the area of the sails so that a reasonable torque was apptieelgrinding stone. For the
wind turbines producing electricity it would be very costtyhave an operator situated
at each wind turbine and further the control task has becomeghrharder because of
the need to dampen structural and electrical oscillatibmstead the wind turbine will
automatically adjust the input torque and determine wherotmect to and disconnect
from the grid.

The main issue when designing wind turbines is to tradehaffannual power pro-
duction with the lifetime and cost of the machine. The powet s captured from the
wind field can be described by a nonlinear function

P:%-p-AT-”UB-CP (1.2)
wherep is the air densityA,. is the rotor swept area, is the effective wind speed, and
cp is the aerodynamic efficiency of the rotor. If we assume tienhaximum efficiency
of the rotor is independent on the effective wind speed, #pwed power can grow
with the cube of the wind speed. Power electronics in theirmgigawatt scale are very
expensive and an upper limit for the power production is @efito make a trade-off
between the annual power production and the cost of the wirirte. This upper limit
is denoted the rating of the wind turbine and takes into actthat the lower and mid
wind speeds are more likely than the high wind speeds. Theipie is illustrated in
Figure1.1in which Betz limit is used as the aerodynamic efficiency, for a wind
turbine with a diameter of 90 meters.

o N b~ O
N

Power [MW]

o

5 10 15
Wind speed [m/s]

Figure 1.1: lllustration of the available (dashed
red line) and captured power (solid blue line) from
the wind.

From a power production point of view this means that a wintinhe has two op-
erational modes. In partial load the target is to capture @shrkinetic energy from the

tThe Betz limit of% is the maximum possible efficiency of a horizontal axis wintbine. Determined
by the German physicist Albert Betz in 1919.
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wind as possible and in full load the target is to keep the pgweduction as close as
possible to the rating.

The first range of commercial horizontal axis wind turbinesrevdenoted passive
stall wind turbines. These are typically operating with aisgl cage induction gener-
ator which means that the generator speed can vary only i#eyfiom the grid fre-
quency. Further the blades are mounted without any way @fedgtchanging their
orientation which means that there is no active way to cétheenergy into the wind
turbine. This means that the only way to ensure that the ppregtuction will be below
the solid line in Figurel.lis to design the airfoils in a proper manner.

To perform such an airfoil design a crucial observation &t the angle-of-attack
changes with wind speed because the wind speed and diresgt&an from the blade
segment depends on both the wind speed into the rotor sweat and the angular
speed of the rotor. Then the design of the airfoil can be madbat the blades enters
stall for large wind speeds thereby limiting the captureergy below the threshold for
the given wind speed.

This is the traditional design of wind turbines where theu®bas been on the struc-
tural and aerodynamic design and not on active control ahth&he main advantage
of this concept is that it has a low complexity in terms of thenter of considered
components, and there is no risk in controller hardwareiswé breaking down. As
a downside it is very difficult to get the power curve close poimum over the whole
region of operational wind speeds (typically from 4 m/s ta2/5). Besides this there is
no way actively to control the loads introduced to the windbine.

To increase the competitiveness with conventional powercas active control was
introduced to a new generation of wind turbines denotedvaeStall wind turbines
The extension from passive stall wind turbines to activél stend turbines is essen-
tially the introduction of pitcff actuators which means that it is now possible to actively
change the angle of attack of the blades.

With this introduction of active control of the wind turbimé¢he power curve was
improved significantly for full load operation. In partialdd operation the improvement
was however not as large because the target in this regiomisximise power produc-
tion, i.e. not to limit it. The aerodynamic efficiency can beatacterised by a concave
function of pitch angle and tip speed ratid his means that in order to maximise energy
production it is necessary to control not only the pitch argit also the rotor speed.

In the latest generation of wind turbines power electrohise been included with
which it is possible to vary the generator speed and thezefiso the rotor speed. Then
with active control of not only the blade orientation buttlse tip speed ratio the power
production in partial load operation can be increased.

In full load operation the power production must be limiteahfi above as mentioned
previously in the section. This is done by pitching the btadeay from the value
yielding maximum efficiency. When pitching in the negativeedtion this will result
in an increased angle of attack eventually leading to a s#iparin the flow, denoted
stall. Oppositely when pitching to positive degrees thd@agack is decreased and the
flow remains laminar but with a decreased efficiency. Thisteyy is denoted pitching

$1n other literature the Active Stall concept might be calfesisted Stall or CombiStall

9Rotating the blades around their longitude axis is denoitetiipg.

I The tip speed ratio is defined as the ratio between the ttiorshspeed of the blade tip and the effective
wind speed.
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to feather and the two concepts are illustrated in Figu2érom which it can further be
observed that the efficiency is a concave function havingglsioperating point with
maximum efficiency.
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Figure 1.2: lllustration of aerodynamic efficiency. It isosim how the efficiency is a concave
function of pitch angle and tip speed ratio. Further it isicated where the wind turbine will
operate in respectively stall and feather.

It has been decided in full load to pitch the blades into feathstead of into stall,
which has the main advantage that the acoustic noise agdédtvads in the blades are
reduced. Further the non-separated flow is much better stwderwhen compared with
separated flow caused by stall. The main disadvantage i ttegfuires a larger pitch
system because the necessary distance the pitch actuatty teetravel is larger when
pitching to feather as opposed to pitching to stall. As anrgda the operating area
for active stall control can be pitch angles of approximatél to —5° while for pitch
control the operating area is aroudtito 30°.

The main trend for commercial wind turbines is today to useltiest generation of
wind turbines, and especially passive stall wind turbimreswt used much anymore. In
the remainder of this thesis we will focus on this generatibmind turbines and we will
denote pitching to feather as pitching if it is not statedeottise in the specific context.

When designing wind turbines the power output is not the aielgign parameter.
The main design parameter is the outcome per kWh averagedtmvéfetime of the
wind turbine. This means that figures such as the cost of eraamice, production and
development are included. The controller design must thexr@ake both power pro-
duction and loads on individual components into accounsides this the design must
be reusable in next generation of wind turbines in order &pkibe development costs
low. There are also environmental requirements such assticawise emission and
power quality that need to be taken into account.

1.2.1. State of the art for control of wind turbines

The control of wind turbines has achieved an increasedtaiteim the past few decades
and as a result a number of survey papers have been condudtes pic [1, 72, 25,
9,19 11].
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A classical structure for the control of wind turbines isiditrated in Figurel.3,
The main loop in this structure is the “power and speed cdatfavhich has the main
purpose to track a specified power and generator speed meéefieom the “reference
generation”. Typically also a steady state optimal pitdienence is supplied to avoid
stall operation.

wind speed
estimator
blade loads
“g.0 . ‘ 3 J
reference | P, oower Bref.c |r!d|\k/1|dual Bref
eneration pitc .
g Po_ | 'and speed lNIT:)d
controller Qg,ref urbine|
A
tower
Pl lwg damper
f tower accelerations

Figure 1.3: Typical structure for a control system for windbines. The abbreviations are in-
terpreted the following wayw, is generator speed? is active powerg is pitch angle,Q, is
generator reaction torque. A subindéX,means a steady state optimal valuef means a dy-
namic reference, and..s,. means a collective pitch reference.

The classical approach to the design of the “power and spm@dotier” is to design
one controller for partial load and another controller folt foad operation. In partial
load operation the controller is typically a Pl controlletttack the generator speed ref-
erencegw, o with the generator torqué), ..y as control signal — the pitch ang|@,. .
is kept constant at the optimal valugé,. In full load operation another PI controller
is used to track the generator speed reference with pitemerete as control signal —
the generator torque is in full load kept at the nominal teqy /w, 0. A systematic
approach for tuning the PI components can be found26[51, 10]] and a discussion
of the setup is presented ihZ4].

For larger wind turbines it does not suffice to track the djetgenerator speed and
power. Modern wind turbines are lightly damped structuregtvwill start to oscillate if
no active control is performed to overcome this. One of thenssues is that the tower
will start oscillating fore-aft and sideways. However vatli much performance loss
(in terms of power quality and pitch movement) this osditlatcan be alleviated by a
feedback term on the tower acceleration in each direcdpd2]. A similar approach is
usually applied to limit structural oscillations in thewgitrain. In this case the generator
speed is fed back to the generator reaction torque with apassifilter on the drive train
eigen-frequencyq — this feedback is not illustrated in Figuie3.

Recently a lot of attention has been addressed at indivigite control [L17, 122
132 18, 65, 20, 48]. The purpose here is mainly to take into account that thelieid
is unevenly distributed over the rotor swept area, e.g. dugind shear, yaw error or
wake from other wind turbines. The principle is then usutdiguperpose the collective
pitch referenceg, ..., from the “power and speed controller” by a cyclic function i
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order to remove oscillations induced by the rotation of titen:

For the “reference generation” the three reference vasbi, o, Fy, andj, are
determined by solving a set of static equations. These insadetermine the trajec-
tory of nominal operating conditions which must be deterdia-priori to the dynamic
controller design. For the implementation of such a schesnedlculating the refer-
ences it is necessary to have a variable available from waacih operating condition
can uniquely be determined. The effective wind speed is aralathoice because with
this it requires only one variable to determine each opegatondition for both partial
load and full load. The downside is that this variable is ndiree measurable with ad-
equate precision and it must therefore be estimated. Thisually done by solving the
dynamic equations for the drive train to determine the agrathic torque which is then
used to calculate the effective wind speed by an inversicth@faerodynamic model
[81, 106 38].

With an estimate of the effective wind speed available anitiie extension of the
control scheme is to include a feed-forward term from thigreste to the two control
signals of the “power and speed controlle85] 126 62, 123. This way we get a
quicker response to variations in the large signal contétiiemeffective wind speed —
the estimators currently available are not fast and acewabugh for reacting to the
small signal content.

The observant reader would have noticed that the contrsiifacture presented in
Figurel.3can be very challenging from a design point of view becaussgiiires con-
trollers that operate in parallel. In the figure the “powed apeed controller” is illus-
trated to operate in parallel with the “tower damper”, bug game will be the case for
feed forward terms, drive train damper, etc. One way to stilieis to decouple the
different loops and an example of this is presentedri) fvhere the speed controller
is decoupled from the drive train damper. Another way is lgydke of multi-variable
controllers which can handle several inputs and outputs.

For these multi-variable controllers the starting poindiknear and time invariant
(LTI) system which means that an LTI controller is deterndif@ a model obtained by
linearisation at a given operating condition. A direct aygmh for the controller design
of LTI systems is by using pole placement algorithms astilied in [L3]] for the case
of disturbance accommodating control of wind turbines.

It can be difficult to decide where to place the closed looggaind for doing this
we typically use optimisation algorithms. For stochastistsms a usual approach is
to minimise the root-mean-square (RMS) value of a specifiggud given that the the
inputis unit intensity white noise. We denote such a proldtenmulation?{5 control (or
LQG control for a particular structure) and there are sehaplications of this method
for the control of wind turbines99, 87, 50, 118 84, 30, 49, 9]

As an alternative approach we can consider the energy gaingh a specified per-
formance channel also denotedds, control. This methodology has been proven
particular useful for guaranteeing closed loop performeandhe case of models with
associated uncertain elements. This method has beendppbeveral variations2p,
14,16, 15, 61, 102 13, 103.

Itis clear that since both thE, control and thé ., control are LTI design methods
we need a way to apply it to the whole range of operating carditand not only a single
operating condition. One way of doing this is by using préaéccontrol in which the
optimisation problem is solved online. This essentiallyamethat we can update the
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linearised wind turbine model with one for the current ogiagacondition as presented
in [88, 33, 28,105 53, 21].

This approach of using predictive controllers has, howehermain drawback that
it requires solving the optimisation problem online — whidn be a very heavy task
for industrial micro controllers. An alternative is the usfeadaptive control in which
specific model parameters are estimated and subsequeatlyaispdate the controller
parameters. This approach has been used not only for théssidapgo changes along
the nominal trajectory of operating conditiorislp, 138 23] but also for adaptation to
varying aerodynamic coefficients in order to maximise epeapture in partial load
operation 3, 59, 58, 80.

A similar but more straight forward approach is the use ohgaheduling. Instead
of determining the controller variables online from theirasted parameters, the con-
troller is specified offline as a function of the operatingdition. Then it only remains
to choose the controller online as a function of the curr@etrating condition. Classi-
cally the gain scheduling is obtained by varying only a feuwngan the controller as in
[73, 64, 66, 67, 125 12(. Alternatively the gain scheduling can be obtained by con-
necting LTI controllers from for exampl¥, or H, design. The interconnection can be
done in many ways with examples like switching, interpolatf the state space matri-
ces, and interpolation of the output of parallel contralles presented il68, 57, 32].

All the methods presented above to extend the LTI designoastto nonlinear ap-
proaches have a significant drawback. They do not take irttowent that the operating
condition can change in time. In fact they assume that vaniain operating conditions
happen so slowly that they have no effect on the wind turbymerhics. It is not clear
what effect this assumption has on the operation of winde In Figurel.4a mea-
surement of the wind speed is presented. This measurenmarfemed at Hovsgté,
Denmark, by a meteorology mast at an altitude of 80 metergeafpmund and it can be
observed that most of the time the large signal variatioeskw. On the other hand we
observe occasional rapid variations in mean wind speedasgitoi the one around 210-
220 seconds in the plot. As a result of this observation weifingportant to understand
what impact fast variations in operating conditions havéheclosed loop performance.
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Figure 1.4: Measurement of point wind speeds. Note thatdkeffuctuations are due to local
phenomena which will be filtered out by the spatial averaginiipe rotor.

A systematic method to take into account that operatingtpzin change in time
is a method denoted linear parameter varying (LPV) contiothis methodology the
nonlinearity in the model is characterised by a set of patare@pdating the state space

**Several wind turbine manufacturers use the Havsgre siferédotype tests.
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formulation. With this model characterisation a controtleat depends on these param-
eters can be formulated by solving a convex optimisatiotblgra involving a number
of linear matrix inequalities (LMIs). Compared with the alalescribed methods this
approachis new but it has already achieved a significanttaitefor the control of wind
turbines L2, 92, 76, 78, 75].

1.3. Obijectives

The main focus of this project is to investigate a new mettosdtfe nomindlt control
of wind turbines with which it is possible to increase the liilme availability and reduce
the time to market for new controllers.

In Section1.3.1we elaborate on these main objectives and present the wkgct
of the project from a commercial point of view. Then in Sewtio3.2we discuss the
method that will be applied to meet the commercial objestiviéene shortcomings in the
available methods will be illustrated followed by a presgion of the scientific objec-
tives required in order to fulfil the commercial objectiveishithe chosen methodology.

1.3.1. Commercial objectives

The main objective when designing controllers for the nahaperation of wind tur-
bines is to minimise the induced fatigue loads while maxiingishe annual energy pro-
duction. Further it is very important that critical variablare kept within their limits
to avoid stopping the wind turbine in standard weather doomis, e.g. because of gen-
erator over-speed or overheating of electrical componeBé&sed on these broad ob-
jectives a number of specific objectives are presented ifioll@ving with which the
cost-effectiveness of wind turbines can be improved.

Reduction of loads with power curve kept constant

In order to make wind energy more competitive with convemdi@nergy sources a key
issue is to make them more cost effective. From a controltpdiview an important is-
sue to do this is to reduce the fatigue loads — increase therik of critical components
— while keeping or even increasing the annual power prodocti

One controller for the entire operating region

Because of different requirements for the operation iniplaldad and full load, two
different controllers are traditionally developed forsheperational modes. The transi-
tion between these two operational modes is often done byisiswitching which can
introduce structural loads because of a rapid change inghaviour of the controller.
Further there is an increased risk for over-speeds in themegose to the switching
because of the different requirements for tracking peréoroe in the two regions.

To reduce the risk of over-speeds and remove the loads inteatby the switching
we aim at a method with which the switching can be avoided.s Théans it must

TTwith “nominal” we mean that we deal only with nominal opesatii.e. no faults or failures are taken into
account.
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be possible with the method to design one controller for thi&erange of operating
conditions.

Robustness towards under-modelling

The physical components for construction of the wind tueldne manufactured by a
number of sub-suppliers — typically with more than one sigpgbr each component.
This together with variations in the manufacturing procles&ls to variations in the
components and in the end this means that there are disciepd&etween models used
for the design and the dynamics of the physical wind turbinather we typically apply
model simplifications in order to get a model order of reaisize. In the end this means
that the model is associated with an uncertainty which iugthbe possible to take into
account.

Simplified tuning process

Today the controller design is usually done by manually tipdahe variables of PID
components for the speed controller, tower damping, dma tdamping, etc. The
update is then followed by an analysis of the controller @anfance (typically through
simulation studies) and the process is iterated until afsatiory level of performance is
obtained.

This approach for the design of dynamic controllers becoveeg complicated for
large systems with conflicting requirements, e.g. the t@ffibetween tower movement
and tracking of generator speed reference. The objectiheisin broad terms that the
method must provide tuning handles that relate to the phlysécuirements.

1.3.2. Scientific objectives

The design of LTI controllers is well-understood for manifetient applications includ-
ing wind turbines which means that many tools are availain¢hfe design of LTI con-
trollers. Unfortunately the wind turbine is a nonlineartgys for which it is not possible
to get satisfactory performance with LTI controllers whemsidered larger regions of
operating conditions. As presented in Sectlo.1an intuitive extension is the use of
gain-scheduling where we design LTI controllers for difier operating conditions and
afterwards interconnect them in a clever way. Further with [tPV methodology we
get a systematic method for designing gain-scheduled aiteris where it is possible
take into account that the operating condition varies iretiffhis essentially means that
the method provides controllers that are similar to the Lditcollers at each operating
condition and that the performance level is guaranteed fpegified rate of variation
of the scheduling parameter. Because of these strong adyemit has been decided to
focus on the design of LPV controllers for wind turbines.

Investigation of numerical properties of LPV design method

The LPV methodology is still new (initially proposed in 198y prof. Andrew Packard).
This means that there are a number of different algorithragable dependent on the
type of parameter dependency (affine, polynomial, ratioet.) and the underlying
assumption of rate of variation on the scheduling variable.
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It appears that the different algorithms have very difféproperties from a numeri-
cal point of view. For the application to the control of windlines it is very important
to determine a method which provides good numerical stgilithe algorithm in order
to get a method with practical applicability.

Understand influence on rate-of-variation of scheduling pesameter on obtainable
performance level

The classical gain-scheduled control methods assumehnatheduling parameter can
not change in time and some of the LPV methods assume thathieelgling param-
eter can change arbitrarily fast. With other LPV methods ipossible to specify an
upper bound on the rate-of-variation, but these methodsnare computationally de-
manding. Because of this it is important to get an undergtanaf the impact of the
rate-of-variation on the obtainable performance in ordedécide which approach is
most relevant for the control of wind turbines.

Application of theory of linear parameter varying systems

The application of LPV methods for control of wind turbinesirelatively new field. A
few investigations have been done for the control of winBitgs, however mostly with
the most simplistic approach which is to assume affine paemdependency. Such a
parameter dependency is not deemed appropriate for theotohtvind turbines when
taking into account that the requirements for performahoelsl also be scheduled. It is
therefore necessary to investigate the applicability efitRV methods for higher order
parameter dependent wind turbine models.

Adaption of modern estimation theory to wind turbines

An intuitive choice for the scheduling function is the efiee wind speed which is not
online measurable with adequate precision. Itis therefxaired to establish a method
by which the variable can be online estimated with adequateigion.

1.4. Thesis outline

The main contributions of the thesis are given in ChaBtehich has three main focus
areas: modelling of LPV systems, making LPV tools applieablpractical applications,
and applying the LPV method to control of wind turbines. Tcaléde to keep the focus
on the contributions in Chapt8ra general introduction to LPV systems and control is
given in ChapteR. Then conclusions and perspectives are given in Chdpter

The main purpose of Chapt@is to give an overview of the investigations performed
throughout the study. For further details it is suggestezbtwsult the papers and techni-
cal reports conducted throughout the study. These aregwdt the end of the thesis
and an overview is given below.

Paper A: Estimation of effective wind speed

The effective wind speed is often used as a variable in théraiter design, e.g. for
reference generation, feed forward, and as gain-schepwuéiriable. Measurement of
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this variable with adequate precision is not possible anthisipaper a new approach
to the estimation of effective wind speed is provided togethith a comparison with a
classical result.

PaperB: Gain-scheduling LQ control of wind turbines

In this paper a classical approach to gain scheduling istigeted. A state estimator for
the wind turbine model is designed together with a gain-dolesl LQ state-feedback
controller. On the basis of simulation studies it is coneldidhat gain-scheduling is
applicable to the control of wind turbines. This means thRYLcontrol should be able
to provide a good result on both local as well as global scale.

Paper C: LPV control of wind turbines for PLC and FLC

A usual problem for the implementation of wind turbine coliars is that there is a need
for switching between a partial load controller (PLC) anditIbad controller (FLC).
In this paper a gain-scheduled approach is applied in timedwaork of linear parameter
varying (LPV) systems. With this approach a smooth tramsitietween partial load
operation and full load operation can be observed, and siouk results show that
fatigue load in structural components can be reduced whewpaadng with a classical
control strategy.

PaperD: Rate bounded LPV control of a wind turbine in full load

In gain-scheduling control a critical variable is the gagheduling parameter. In clas-
sical gain-scheduling this parameter is assumed constaeteas some LPV methods
assume that it can vary arbitrary fast. In this paper it isytbthat the obtainable perfor-
mance level is indeed dependent on the assumptions on paramate of variation. A
controller has been designed with rate bounded parametiatias to give local per-
formance close to local LTI controllers. By the applied desinethod this performance
level is then guaranteed globally.

Report E: Quasi-LPV control of wind turbines using LFTs

A direct way for performing LPV control of nonlinear systemmghrough a transforma-
tion from the nonlinear dynamic equations to a quasi-LPVhfalation. This formulation
takes the form of a LPV but with exact matching of the nonlirdgaamics through the
parameter variation. This approach might at first appear advantageous, but in this
technical report it is pointed out that the designer mustdrg eareful with the choice
of representation in order to get satisfactory results.

Report F: LPV control of wind turbines using LFTs

The control of wind turbines involves not only nonlinear dymc models but also per-
formance requirements that vary with operating conditibhis means that a weighted
LPV system capturing the nonlinear dynamics and varyingirements cannot be de-
scribed by affine parameter dependency. As an alternatpraph this report inves-
tigates an LPV method for rational parameter dependencytandoncluded that this
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method suffers from a number of numerical difficulties thaistrbe handled in order to
get a practical design method.

Report G: Manual for LPV design tool

The proposed design method in this thesis is based on ggdd@eparameter space. A
tool has been developed to simplify the process of desidrigcontrollers for systems
with a single parameter dependency. This report providearsuiad for the tool.
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This chapter is included to provide an overview of the awdédanethods for designing
LPV controllers and thereby give a starting point for thetdbutions of this thesis.

In Section2.1 the main concept of LPV control is presented and an overview o
the most common design algorithms is given. This generahatkstrequires solving an
optimisation problem with an infinite number of LMIs and incBen 2.2it is presented
how to reduce this problem to a finite dimensional optim@aproblem.

2.1. Control of linear parameter varying systems

A classical approach to the control of nonlinear systems igse gain scheduling in
which LTI methods are used to design controllers at eachatipgrconditions. The gain
scheduled controller is then obtained from the designectbhitrollers by interpolation
or switching and an overview of available approaches isring69, 104.

This approach of designing a number of LTI controllers tisfatocal requirements
has the advantage that there are many design methods évaifaich are well under-
stood from both a theoretical point of view and a practicahpof view. The main
disadvantage of this approach is that the variations inaipey condition is not taken
into account, i.e. it is assumed that the operating conditivanges so slowly that it
has no impact on the closed loop performance as discusséd4h LPV control is a
methodology that in many ways resemble the classical gaieeuling, but there is a
main difference in that the entire controller is designedrie shot and the methodology
can take the rate of variation of the scheduling variablesaccount.

An LPV system is in 113 defined as a specific class of nonlinear systems that can
be described as

G-l mal e

where¢ is the state vectorny and z are inputs and outputs, andis an exogenous
scheduling parameter. This representation means thaaébrfeozen parameted?((t) =

0) the system is LTI, and with a time-varying parameter théesyslynamics will change
depending on the parameter variations. In LPV analysis anttal there are no a-priori
assumptions about the trajectory @f), however the possible parameter values and
associated rate of variations must be contained in a spe¢siéie An example of such

a set of possible parameter values and rates of variatioresepted in Figur@.1for a
2-D parameter dependency.

Remarkl. In this context it should be noted the parameter is ass@xegenous which
means that it is sufficient only to include assumptions alaosét possible parameter
values and a set of parameter rates of variation. The methodlso be applied for
systems where the parameter is a function of state vectap{de quasi-LPV systems).
In this case the LPV analysis and design can be conservativaulse the number of
possible parameter trajectories is limited in the quasi kgt mulation when comparing
with the LPV formulation. %

Within the last decade tools have been developed for amgyseérformance and
designing controllers using two different methods for nueewg) performance. Mainly
the focus has been on a generalisatioriof control which is particularly useful for
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Figure 2.1: Example of illustration of a parameter rangea@-D parameter dependency. The
red figure shows the possible parameter values and the gmper hows the possible rates of
variation. The two curves illustrate one possible parantea@ctory.

minimising closed loop oscillation®4, 10, 3, 4, 2, 110 134, 140. An LTI interpre-
tation of this approach is that a frequency dependent uppendis specified on the
frequency response. The alternative method is a gendiatisa 7> control for which
an LTl interpretation is that it is measures the variancéefderformance output given
a Gaussian unity variance inpuidg 31, 35, 137, 34].

For the control of wind turbines each of the two approachesadvantageous de-
pending on the performance criterion considered. The misfarthance, the wind speed,
is most accurately described by a stochastic process winilitates that the generalised
‘H2> methodology is best suited for the tracking problem of gatwerspeed and power
references. On the other hand the structural oscillatioeshaghly related to the fre-
guency response of the closed loop system which indicatgstile generalise@® .,
approach is best suited for minimising structural osddlas. Further thé{., approach
is well-suited for handling model uncertainty and is the tiussial approach for design-
ing robust controllers.

Itis possible to combine the two methods in a multi-chanpptaach as presented in
[107, 111, 5], however for the controller design this approach is pasdigtconservative
and significantly more demanding from a numerical point efwilt has has therefore
been decided to focus only on single channel controllergreisi the generalise# ..
approach.

The considered performance specification originates ftemperformance measure
of dissipative systems described 2P, 13(. This formulation considers a very general
class of nonlinear systems which in this thesis will be mef@ito in a simplified form

&= f(z,w) (2.2)
z = g(z,w) (2.3)

with x as the state vectowy andz are inputs and outputs, arfdandg are deterministic
functions. A system of the forn2(2) is then said to be dissipative with a supply rate
s(t) = s(w(t), z(t)) if there is a nonnegative storage functje(:(¢)) to satisfy

t+T
p(a(t)) +/t s(t)dt > p(x(t+T)) , forallT >0

for every possible trajectory of the system. This perforagespecification is a general-
isation of Lyapunov theory in the sense that if wed@t) = 0 we get a characterisation
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of stability of the system withy(z(¢)) as the Lyapunov function. This means that with
a negative supply rate, the system is assured stablg(@hdan be used as a Lyapunov
function. Because of this the storage functipft,, is often denoted the Lyapunov func-
tion.

For the control of LPV systems of the forr.() a quadratic supply rate

__|w®] [Q S| jw()
s =~ [z(t)} {ST R} [z(t)} @4
will be used and we search for a quadratic storage fungpign,= =(t)” P(5(t)) z(t).

This storage function is differentiable which means thatgpkrformance measure sim-
plifies to & p(x(t)) < s(t) which can be written explicitly as

IR RS AL e

for all time instances along every possible trajectory & slystem. Now recall that
p(t) must be non-negative which is equivalent¢i(¢)) = 0 for all time instances
along every trajectory of the scheduling parameter. In LPYtol this constraint is
typically tightened toP((¢)) > 0 because this requires the search for exponentially
stable solutions.

2.1.1. Analysis and synthesis with general parameter depdancy

In this thesis the performance measure in focus igthenorm generalised to LPV sys-
tems. This performance measure is denoted the inddggd, norm which essentially
measures the energy gain from the inpugtfo the outputz, for all possible trajectories
of the system. The system if.Q) has induced’, /£, gain lower thany if

/ T T dt < A2 / T )T w(t) dt

=0 t=0

for all non-zero inputsv with finite energy (i.e. for altv € £2\{0}) under the assump-
tion that the system is initially at rest.

By applying Parseval’s theorem the time domain specificatan for LTI systems
be translated into the frequency domain specification

sup 7(G(jw)) = [|Glln., <7 & Gw)'G(jw) <7’ , YweRU{oo}

whereG(s) represents the closed loop dynamics franto z. A solution to the LTI
design problem has been developed through a set of Ricastieqs #0]. The analysis
and synthesis formulation will here be based on an LMI foatiah which is highly
related but more generdd4, 45, 141] and which has been possible due to the advances
in convex optimisation algorithm89, 47).

It can be shown that this frequency domain specificationusadient to the quadratic
performance specification ir26) with Q = —+21, S = 0, R = I, by applying the
Kalman-Yakubovich-Popov (KYP) lemma&(@, 139, 98, 100J. Then by inserting the
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system equations int@(5) an induced’, /L, gain less than is guaranteed if there exist
a matrix functionP(4(t)) which is positive definite for all possible parameter valaes

77T Pew) P(é(t))‘ I 0
H * PO@®) 0 A(() B(5(t)) [w(t)}d)
| —?T 0 0 T w(t)
* ‘ 0 I ][ cO®) D)

M(5(t))
(2.6)

for all possible trajectories a#, =, andd. This is equivalentto requiring 4 (¢)) < 0 for
all possible parameter trajectories. To make the perfocmanalysis computationally
tractable it is necessary to mak& ) independent of specific trajectories. To do so we
define a function

, N

OP(p,q) =Y 4 5—P(p)

=0

for which it can be observed thadt(’) = dP(d,5). This means that if we plug in
dP(s, )\) instead of?(¢) and solve the inequality for all possible valuesiaind \ in
respectively the set of parameter values and the set ofoftesiation it is ensured that
also @.6) is satisfied.

Then on an assumption that every possible combination aipeter value and rate
of variation will be experienced by some trajectory, thefpenance specification is
given in Theoren2 through a set of LMIs that are independent of time.

Theorem 2. Let an LPV systen®;, be given byZ.1) with all possible parameter tra-
jectories contained in\ and all possible parameter rates of variation contained\in
ThenX is exponentially stable and has an induc&g/ £, gain less thany if there exist
a symmetric matrix functiorf; (¢), for which

P(6) >0 (2.7a)
I 0 17T oPw,N P(é‘)‘ I 0
A(9)_B(©) PE) 0 AG) BO) |
0 T 2T 0 0 T
c(s) Do) ‘ 0 I co Do)
(2.7b)

forall (6,\) € A x A.

Remark3. Note that the parameter valtieand rate of variation\ are included in the
formulation as two independent variables. Doing this isblam the assumption that all
combinations of parameter values and rates of variatioaceuntered along at least
one trajectory for the system. O

From Theoren?® it is now possible to measure the closed loop performance of a
LPV system by solving a set of linear matrix inequalities (IsM Regarding the de-
sign of LPV dynamic output feedback controllers the synthissbased on the analysis
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problem in Theoren2 with the interconnection of the open loop system with the-con
troller inserted as the closed loop matrices. In this cardex_ PV open loop system is
considered of the form

a(t) A1) By(o(t)) B((1))| [=(t)
z(t)| = [Gp(0@)  DO@)  EQG()| |w(t) (2.8)
y() @) FO(@1) 0 u(t)

with x as the state vectow andz as the inputs and outputs of the performance channel,
andu andy as the inputs and outputs of the control channel. The obgiithen to
find a controller of the form

[j:c(t)} N [Ac(ri(t),r?(t)) Bc<6<t>,£§(t>>} {xc(ﬂ} (2.9)
u(t) Ce(0(t),0(t))  De(8(t),0(t))] Ly(?)
with z. as the controller state so that the closed loop intercoiorestll satisfy a per-
formance specification according to Theorer. Along standard lines for the intercon-
nection of systems the closed loop system can be describée iparameter dependent
system matrices ir2(10 from which it is observed that the closed loop system measric
are affine in the controller variables.

A((t)) 0] By(0(t))

0 0 0

Cp(0(t)) 0] D(o(t))

Ac6(t),5(2)) Bc<<s<t>76<jt>>H 0 I‘ 0 }
Co(8(t),6())  De(5(t),8(t))| | C6(t) 0] F(5(t))

When inserting this into2.70) it can be observed that the matrix inequality is
quadratic in the controller variables due to the term

(3,0 D@ N]" [€(6,)) DO,N)]

This is not critical and can be resolved by a Schur complem&fhiat is critical on the
other hand is that the matrix inequality is bilineat/tgd) and the controller variables as
a consequence of the term

P(8) [A(6,2)  B(5,))]

Essentially this bi-linearity means that determining atoalter to satisfy the perfor-
mance level is a non-convex optimisation problem in thiso$efariables. Fortunately
the formulation can be transformed into another formutatidnich is convex in its vari-
ables. One method to convexify the design problem is to uss afsprojections to
eliminate the controller variables from the formulationilasstrated in B5, 52]. The
resulting synthesis formulation is given in Theordrfrom which it can be determined
if a controller exists to satisfy the performance specifrat

The LMI (2.11b is obtained by a projection o2(7b) onto a domain of what is not
directly measurable and the LM2(119 is obtained by a projection of the dual version
of (2.7b) onto what is not directly affected by control. The two vates X (§) andY (9)
are related ta”(9) as

Py = X0 e =0

wheree represents fields that will not be used in the derivation.

+ (2.10)
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Theorem 4. There exists a controller on the forr2.0) for an LPV open loop system
described byZ.8) if there exist symmetric matrix functiod§(¢) andY () for which
the following set of LMIs are satisfied for all possible paggter valuesy, and rates of
of variation, \.

{Yf,) X{ 5)} =0 (2.11a)
« 17 [ 0x(5,) X(é)‘ 17 1 0
ur | X0) 0 =75 Aéé) BPI(") V<0 (2.11b)
] L ‘ 0 I ]| G DG
«177 0 Y() ‘ 1T =A@  —Cp(6)T
o |- e _17T —BI((S)T —D(zé)T ¢ -0
*1 L ‘ o 11 0 I
(2.11¢)

whereV is a basis for the null space ¢€(5) F(5)] and® forms a basis for the null
space of B(6)"  E(6)"].

It should be noted that Theorefnonly provides a direct method to determine if a
controller exists or not. It is however a well-known resbit”(5) can be determined
from X () andY (9) [45, 4]. This means thaP(d) can be considered an available vari-
able in .7b and the matrix inequality is therefore now a quadratic matequality in
the controller variables. As mentioned above such a quadaam can be transformed
into an LMI by a Schur complement and the controller can thendzonstructed from
solving this LMI.

An alternative approach to transfor2.7) for synthesis problems into a convex op-
timisation problem is to perform a congruence transforomatollowed by a change of
variables 111]. Again the storage functiof?(¢) is partitioned as

P(5) = {)(((5) Uﬂ L PO)t = [ ((‘;)T Vﬂ (2.12)

Ut
and by performing a congruence transformation2o7) with

() = [Vy(f;;)T ﬂ (2.13)

which results in
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[ OP(5,\) P(é)‘ I 0
[*} x P(6) 0 A(5)  B(5) [y(o) 0} ~0
* * —2I 0 0 I 0 I

. ‘ 0 I|]cwe Do)
(3

«1"T0 310 V(&TOP(S, \)Y(5) 0
* I 0 I I 0
{J {0 I 0 Y(O)TP)AW0)Y() Y(O)TP()B(G) | <0
* 7T 0 0 T
{*J { ‘ 0o I C(9)Y(9) D(5)

(2.14)

It is at this point not clear how this transformation is goitmghelp in getting a
synthesis formulation in terms of LMIs. To clarify this it fgst of all necessary to
observe that

, i _OY(5,\) _OY (5, 0) X(8) — OV (5, \) U(5)T
V()T OP(G, MY () = {aX(m)Y((S) LU, V)T 9X(5,\) }
and further that

Srp_ [YO) VO[X6) U@ _[ 1 0
YOV PO =1"17 o' o™ e | T |x06) U6

and on the basis of these two observations a variable sutixstitan be performed with

K(9, i) L(6,)\)} _ [U(é) X((S)B((S)} [Ac(",i BCEQ,)\%} { (()(2?0) ﬂ
0

NN

0
M(5,\) N@GN| T o I C.(6,

. [X((S)A(é)Y(é)+%8X(6,)\)Y(6) LU@E N VET 0
0 0
(2.15)
and with the abbreviations
\ _OY(5,)) 0
Z(0,0) = 0 8X(6,)\)}
At _ [AGM(.X) + BGM,X) AG) + BEN (G, NO()
02 = K(6,) X(0)A(D) + L(5, \)C(8 )}
B, (5) + BO)N(5, \)F(5)
BON = X(5)B, () + L(s, )\)F(é‘)}
" i

the matrix inequality 2.14) can be transformed into an LMI in the new set of variable
which leads to the alternative synthesis specification iaorems.
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Theorem 5. There exist a controller on the forn2.Q) for an LPV system described by
(2.8) to satisfy a performance levelif there exist variablesX, Y, K, L, M, and N

so that .16 is satisfied for alh and X in the range of parameter values and range of
parameter variation rates. Further the controller can benstructed by inversion of the
variable substitution inZ.15).

{Yf, ) X{ 5)} =0 (2.16a)
z(6,) o 1'[ o0 ir o Z(5,\) 0
I 0 310 I I 0
A(5,\) B(3,)) 0 I 0 A(G,\) B(5,)) | <0
0 T T 0 0 ]
C(5,\) D(5,\) ‘ 0 I||C@N DG

(2.16b)

2.2. Frominfinite to finite dimensional analysis and syn-
thesis formulations

The algorithms for assessing closed loop performance asigrdag controllers in The-
orem2, 4, and5 requires the solution of a set of LMIs for all possible conations
of parameter values and parameter rates of variation. Teansithat it is required to
solve an infinite number of LMIs for both the analysis and thetisesis problem. For
practical implementation this is not possible and a remedstrne determined.

Concerning the parameter rate of variation it can be obdgehat \ enters affinely in
the parameter dependent LMIs. This means that under thenasism that the region of
parameter rates of variation is polytopic, it suffices tad tike vertices of this polytope.

If no assumption is imposed on the structure of the parandejgendency there are
two different approaches. The direct approach is to chodsase function forP(9)
and grid the parameter range as suggestedlBg [and with an illustrative example
in [8]. By gridding the parameter space the set of LMIs are onlietefor a selected
number of operating conditions which means that no guagaistgiven for the entire
operating region — only the selected points. The assumpiitinis approach is that the
inter-grid behaviour can be investigated by using difféignd sizes and checking the
convergence.

An alternative approach is to use probabilistic approatisslve the LMIs as pro-
posed by 119 24, 93, 43]. Instead of solving the set of parameter dependent LMIs
in one optimisation problem, a randomised iterative atfamiis used which in a finite
number of steps will converge to a solution for all possitdegmeter values. This ap-
proach has the major advantage that the solution is gu@chide the original problem
whereas the grid-based method only provides a guaranteedianset, i.e. the selected
operating conditions. The disadvantage of the probaiciidgorithm is that it requires
a very large number of iterations and even though each stigstisvhen comparing
with the grid-based method the number of steps is very largarder to provide the
guarantee.

If it is possible to impose a specific structure of the par@meéependency and the
parameter range can be described by a polytope, the infinitebar of LMIs can be
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verified by testing only the vertices of this polytope. Thigpeoach is in many cases
based on a few (possible conservative) restrictions on ffleproblem discussed irg].

2.2.1. Affine parameter dependency

The most simple case of parameter dependency is where theegar enters affinely in
the system matrices, i.e.

A B0 - [l &)+ $oafd 8]

For the analysis and/or design it is decided to search fooragé function of similar
form, i.e.

P@) =P+ Y 6P
i=1

Then by inserting this special case into the analy2ighj it can be observed that the
LMI depends quadratically on the parameters. Under thengson that the range of
parameter values is polytopic it is required only to testibrtices if the following extra

constraint is enforced4p, 1, 116

Al P+ PA;  PiB;
B.P, 0o |="
This extra restriction can introduce conservatism and #pesiould be investigated

by an optimistic approach, e.g. gridding. Note that in thecigl case of arbitrary fast
variations we have that, = 0 for i # 0 and the approach is in this special case not con-
servative. For the controller synthesis the approach itognas and will therefore not
be discussed here. Concerning the control of wind turbineetare several examples
of the application of this approacB?, 12, 82, 76, 128 78, 75].

The approach has further been extended to piecewise affraenpter dependency
in [79] by imposing a similar restriction. An example of this apgpech applied to the
control of wind turbines is recently presented #7].

It should be noted that the choice of an affine parameter dkgpay in the stor-
age functionP(d) can be restrictive and recently the results have been desserdo
polynomial storage functions to provide less conservafzmae.

2.2.2. Rational parameter dependency

Concerning a more general parameter dependency the maostlias been on rational
parameter dependency because of its relation to linedrdred transformations (LFTS).
It should on the other hand also be noted that results havedigained for polynomial
parameter dependency with either extensions of the affinenmpeter dependency ap-
proach or through the use of the sum-of-squares (SOS) aqipfdeb5, 135.

A starting point for the LPV design with rational parametepdndency was to use
an LFT of the LPV system, i.e. to separate the dynamics intoTa&tomponent and a
component only containing the scheduling parameters. Aeduing block identical
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to that of the open loop system would then be used as a schgduinction of the
controller. Then the LTI based robust control method with&ured uncertainty would
be used to design the LTI part of the controllgt 95, 97, 94, 3].

This approach has the same disadvantage as the classicalchaduling approach
that it does not take the rate-of-variation into accountaiarnative approach based on
the S-procedure is given iiQ9 110 for arbitrary fast parameter rates and ¥8f for
rate bounded parameter variations. The analysis and sistiseessentially split into
a set of LMIs for the parameter dependency which shall beesbat each vertex of a
polytope covering the parameter range. The other part is@f §Is to be solved for
the LTI part of the formulation as presented in Theogfar the performance analysis.

Theorem 6. Consider an LPV system described Byl(?) with the parameter block ()
having trajectories in a bounded sAt.

)

t) s wy(t) = A(t) 2 (1) (2.17)

{ £(t) A B, p] {s(t
zp(t) (t)

Cp Dpu Dpp| |wp
This system is exponentially stable and has an indutgd’, gain less than gamma if
there exists a positive definite storage functiorsymmetric multipliers) and R and a
multiplier S for which

[? [ST f?} [ﬂ =0 , forall AecA
I 0o o010 P I 0 0
A B, B,| |P o0 A B, B,
o I 0 Q S 0 I 0],
Cu Duu Dup S T R Cu Duu Dup
o o0 I 2 ol |o
Cp Dpu Dpp_ 0 Il 1€y Dpu Dpp

Further if the analysis is restricted by < 0 it suffices to test only the vertices of a
polytope containing\.

The assumption of arbitrary fast parameter rates can bespative and in 134
the method has recently been generalised to rate boundachetar variations. An
alternative approach through duality and conjugate stofagctions has been proposed
in [39].

Recently also an alternative approach has been proposehiah whe rational pa-
rameter dependent system is transformed to a descriptansysgith affine parameter
dependencydZ].

2.3. Summary

To conclude, an LMI formulation for the performance anayafiLPV systems has been
described. The presented algorithm requires solving anfol#ach possible parameter
value in a pre-specified region of parameter values.
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Further two different approaches for controller designehbeen presented. The
main difference between the two algorithms is that the netthd'heoremd is an effi-
cient algorithm to establish if a controller exists due te kbw number of variables for
the optimisation problem. The method in Theorgimas a significantly higher number
of variables and is therefore more demanding from a comiput@tpoint of view — as
well as regarding numerical conditioning. On the other hiwectonstruction of the con-
troller in this method is relatively simple requiring onlyeav computations whereas the
method in TheoreM requires the solution of an additional set of LMIs — whichubb
can be solved analytically.

This solution of the analysis and design problem requirespimisation problem
constrained by infinitely many LMIs which is not practicah the case of general pa-
rameter dependency the available methods are computifiexpensive and the ap-
proximative gridding approach seems as the best choickelggecial cases of affine or
rational parameter dependency there are available metbotlansforming the analysis
and design problems into finite dimensional optimisatiarbgms. These methods can
introduce conservatism which should be investigated by.galculating a lower bound
on~ through gridding.
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This chapter contains the main contributions of the theEise following sections will
describe the main ideas and conclusions on a number of@liffsubjects. This means
that for the technical details the reader should consulatteehed papers and technical
reports.

In Section3.1 a method will be presented for the modelling of LPV systenis fo
lowed by an investigation of the applicability of LPV methsoi quasi-LPV models in
Section3.2

For large scale systems the numerics play an importantnaeritroller design with
LPV models and a number of numerical issues are discusse@soisted in Sectio.3.
This discussion is followed by a presentation of a novel lm&ection3.4 for automat-
ing the synthesis and construction process.

For the control of wind turbines it is in Sectidh5 presented how it is possible to
avoid the need for switching between partial load contrslend full load controllers.
It has been observed that the rate of variation should bedsslifrom above in order
to minimise conservatism and a full load controller has baesigned in SectioB.6to
conform with such parameter rate bounds.

3.1. Modelling of LPV systems

The modelling of dynamics systems in an LPV framework can beallenge because
the nonlinearities entering the dynamics are not necdgsarilable in an algebraic
form, e.g. only available through look-up tables. Furtliemight not necessarily be
clear how to choose the transformation from nonlinear motiebn LPV formulation
or even how to choose the scheduling variables. In this@eetimodularised approach
to the modelling of LPV systems is presented.

3.1.1. Proposed modelling approach

The main idea is based on an observation that many physist@mg can be represented
by the interconnection of static nonlinearities with dynabT’| models. An example of
such an interconnection of sub-models is presented in Egurin which three static
nonlinearities interact with four LTI components. Somelwte components will typ-
ically be known a-priori through first principles whereakatcomponents need to be
identified. Then a modularised approach can provide a goedsw of which signals
can be considered available for system identification ofespstem.

It is assumed that each component can be determined by finsigdes or through
a sequential procedure identifying components where éhaatl outputs are available,
potentially through already known subsystems. When thistanlinearities have been
determined they must be rewritten in an LPV form to obtain &Vlrepresentation of
the plant.

There are two ways of transforming the static nonlineagiiito an LPV form. An
appealing way is to use the quasi-LPV approach which usesjainagent transforma-
tion and the alternative way is to use Jacobian-based Isatam along a trajectory of
operating conditions. Which method to use depends on thectea of the nonlinear-
ity and in SectiorB8.2 the two methods will be discussed in the case of LPV controlle
design. The modelling in this section is independent on Wwhbicthe two methods are
used and it will be assumed that an LPV form has been detetmine
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L d
NL LTI
] LTI
LTI NL
u NL Y

Figure 3.1: Block diagram of a nonlinear model presenteti@snterconnection of static nonlin-
earities with dynamic LTI models. All signals can be vectalued

It is assumed that the nonlinearity is determined as a raltfoimction which means
that the LPV model of it can be represented by the intercaimeof a constant matrix
with a matrix function linear in the scheduling variabless & example consider the
LPV model

0% 4+20+3
- 5+4
This model is simply rewritten as
1,y o 1.
=—(0 20 — =94
Y 1 ( + 20 + 3) U 1 y

which can be described by interconnection of

1 5
zZ1 -z 1 I w1
Z9 = 0 0 1 wa Wlth |:’LU1:| = |:(S Q:| |:21:|
T 0 | 3 P wo 0 o zZ9
Yy 1 1 N——
A(6)

denoted a linear fractional transformation (LFT).

The advantage of the method is that it is usually simpler tdehand verify smaller
components than the whole plant. Then since the intercdiomesf several LFTs will
resultin a single LFT the method only requires very littlerlwafter the individual com-
ponents have been identified. The proposed method has bpkedaie the modelling
of wind turbines in ReporE andF for respectively a quasi-LPV formulation and the
linearisation based approach.

In Section3.3.2it will be found that the state space representation shoeldased
on an experimental method. In this method the state vasakescaled so that all states
have similar variance for the considered operating comdlitiThis scaling is simple to
do for each LTI component separately and it is therefore ssiggl to do this scaling
before the components are interconnected.

To summarise, the following procedure has been proposdtdéanodelling of non-
linear systems in the LPV framework

1. Identify model structure (Separate static nonlinesgitrom LTI dynamics)
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2. Choose scheduling variables
3. Determine range of scheduling variables (experimgntall desired behaviour)

4. Identify components
LTI components: First principles vs. system identification
Static nonlinearities:  First principles vs. line fit

5. Scale states of LTI components by experiments. Scalemyisiputs/outputs sim-
ilarly

6. Make rational approximation of each nonlinearity andcdés them by LFTs.

7. Interconnect components by standard LFT operations

3.1.2. Determination of operating condition

To obtain a high numerical performance it is necessary thatrational form of the
nonlinearity has as low order as possible and in partichiar the block A(¢), has a
minimal size. There is no general recipe for any of these 88aaés, but it is clear that
the choice of operating range plays an important role. Feuarthe choice of operating
range is in general very important for the obtainable pengorce level.

Two different methods will be proposed for determining thege of operating con-
ditions depending on if the scheduling parameter is endmggar exogenous. For many
control applications there exist already controllers witherformance that will be com-
parable to the LPV controller to be designed — at least lgchdlthis case it is suggested
to perform experimental/simulation studies similar to wisalone in ReporE in order
to determine the correlation between scheduling variataed ultimately such a study
will result in for example a polytope containing the obsergeheduling variables.

This approach is particularly interesting for quasi-LPYhfwlations where the sche-
duling variable depends on the dynamics of the system. $ctise it can be difficult to
determine the range by analytical means. However it shauftbied that if the statistical
properties of the input is known it might be possible to pigata these analytically, e.g.
if the input is Gaussian the variance of the process can leerdated.

In this context it is very important to stress that the aboestioned investigations
are based on an expected behaviour of the closed loop sysigih should always be
investigated a-posteriori if the assumptions are met byl#sgned controller.

For “true” LPV systems where the scheduling variable is 1 é&xogenous the above
approach is usually not interesting because the paranieterany cases will be uncor-
related. Alternatively the range of operating conditioas be described through desired
behaviour. If for instance the scheduling variables areregfces and disturbances the
operating range can be determined through the algorithmeference generation. An
example of this approach can be found in Regowhere the nominal trajectory of
operating conditions is determined.

To illustrate the two different methods let us consider dbstg the operating con-
dition for wind speed and pitch angle. A simulation has beaniggmed with a classical
controller and the correlation is plotted in FiguBe as the blue dots. This means that
the blue points in the figure mark experienced operating itiond which should be
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included in the design. A polytope with four vertices is ifstexample considered ap-
propriate and the location of the vertices have been fitteghitomise the size of the
polytope while having all experienced operating condgiorside.

201

15}

10t

pitch angle [deg]

12 14 16 18 20 22 24
wind speed [m/s]

Figure 3.2: lllustration of determination of operatingimy Blue dots show simulated data. Red
polytope bounds simulated data. Green line shows nomiajaictiory.

In the alternative approach we wish to describe the targgdtory on the basis of
desired behaviour in contrast to observed behaviour. Bliserve that the described
region is full load which means that the active power refeeet,.., and generator
speed referencey, ..f, is constant. From the steady state point of view this means
that the only variables inl(1) on pagel8 are wind speed and pitch reference. Then by
using that we wish the wind turbine to operate in feather gmeed to stall, a unique
mapping between pitch angle and wind speed can be obtaihésirelation is shown as
the green line in Figur8.2and the designer can then use this relation as an alternative
representation for the operating region — the “width” of theve can potentially be
specified by the expected tracking performance.

3.1.3. Summary

A modularised method has been proposed for the modelling>df systems with ra-
tional parameter dependency. The main idea is to split theraénation of the model
into smaller components that are easier to identify. Inipaldr it is suggested to sepa-
rate nonlinear static components from dynamic componétis.nonlinearities should
be represented in a linear fractional way which makes thieesymterconnections very
simple.

Further, two methods have been proposed for the determimafi the operating
region. For quasi-LPV systems with endogenous schedulamigbvles it is suggested
to use an experimental method for the identification of therafing region. On the
other hand for LPV systems with exogenous parameter depepdtes recommended
to use an analytic method to determine for example a nomiagdtory of operating
conditions. This can be done by analysing the referencergéoe.
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3.2. Formulation for feasible control of quasi-LPV sys-
tems

The LPV design method is often applied to the design of cdetofor quasi-LPV
systems, and in this section the applicability of the LP\igieframework is investigated
for this special class of nonlinear systems. Traditionajlasi-LPV systems are defined
as LPV systems for which the scheduling parameter is not agemnous function but
instead a function of the state vect®€]. In this formulation a slightly more general
formulation is investigated in which the scheduling partenes dependent on not only
the state vector but also the input vector. Further, in @stto what is presented i6§)|
we consider quasi-LPV models that are obtained by a tramsfton of the nonlinear
dynamic equations and not through linearisation.

3.2.1. Quasi-LPV model definition

We consider a nonlinear dynamic model of the form

o(t) = fla(t), w(t), u(t)]
2(t) = glz(t), w(t), u(t)]
y(t) = hlz(t), w(t), u(t)]
wherez is the state vectorpy and z are inputs and outputs of a performance channel,

andu andy are inputs and outputs of a control channel. The target istineletermine
a transformation into a quasi-LPV model of the form

(t) = A(9) x(t) + B1(0) w(t) + Ba(0) u(t)
z(t) = C1(0) 2(t) + D11(0) w(t) + D12(0) u(t)
y(t) = C2(0) z(t) + D21(0) w(t) + D22(0) u(t)

where the scheduling parametéfz(t), w(t), u(t)], is a function of both state vector
and inputs.

3.2.2. Control problem for quasi-LPV systems

The considered control formulation is presented in Chapéerd the main idea is to find
a matrix functionP(9) to satisfy the set of LMIs in Theorerhon page 3%r Theorenb
on page 37or each possible parameter value and rate of variation.

Itis clear that if the LMIs must be satisfied for all possibrameter rates of vari-
ation it must also be satisfied for no parameter rate of variatThis means that the
performance level of an LPV controller is bounded by the granance that can be ob-
tained locally by LTI controllers.

For LPV systems with exogenous parameters this is intiytigkear and does not
pose restrictions, however for the case of quasi-LPV systénis can be very restric-
tive. The reason for this conservatism is that quasi-LPVnidations are in general
not unique and the different formulations will lead to frozearameter dynamics that
depend heavily on the choice of formulation.
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In ReportE a study has been performed for the LPV control of wind turbtheough
quasi-LPV models. This study concludes that it is cruciathoose the quasi-LPV
representation to have two conditions satisfied:

- Good performance level for frozen parameters
- Embed as little dynamics as possible in scheduling vagiabl

To illustrate this a simple example is given in the following

3.2.3. Example

Consider a nonlinear system described by

r=—-cr4+wr+ur+uw

z=y=2x

which can be described by the quasi-LPV formulation

& —l+kwtku I-k)r+ku (1—k)ae+1—-k)w| |z
z| = 1 0 0 w
y 1 0 0 U

wherek,, ko andks are design variables which choose the specific quasi-LPkésep-
tation of the nonlinear model. The target is then to desighR¥i controller,u = Ky
to minimise the induced- /£, gain fromw to z.

From the point of view of frozen parameter dynamics a fewrggtng observations
can be made. If for instance we seléct= ky = k3 = 1 the frozen parameter dynamics
are not controllable and the frozen parameter closed loaamiycs will be unstable
wherew > 1 for any controller.

This is clearly conservative from a nonlinear control paifhitiew since a controller
gain

—w

u=Kux=
T+ w

will give a closed loop systeni; = —ax, which is stable. Also the linearised dynamics

r=(—14+w)z+ (z+a)w+ (T + 0)u

can be stabilised by state feedback for all operating cmmditwherez # —w and
w > 1 which is a sufficiently larger region of stabilisable opargtconditions when
compared with the quasi-LPV formulation.

If we on the other hand chooge = k; = 0 the open loop system is stable for all
frozen parameters dr, andks; can be chosen so that the control will affect the plant
for all frozen parameters. Another interesting observaahat ifk; = 1 andks = 0
the disturbance input will have no impact on the open loopaglyics from the frozen
parameter point of view. This essentially means that thelpm formulation would not
make sense from a frozen parameter point view.
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3.2.4. Summary

When using LPV methods for quasi-LPV models a key requirdrigeto choose the

formulation to obtain good performance level with frozemgmaeters. Further, the rep-
resentation should be chosen to embed a minimum amount afigs by the dynamics
of the scheduling variable. Otherwise the performance trdghrade when increasing
tolerated parameter rate of variation.

Unfortunately the issue is very complicated and no gené¢a#ient can be made
towards which representation to choose. It is suggestedtermine a general formu-
lation that encaptures all possible quasi-LPV models. Thidone by introducing a
number of design variables with which the quasi-LPV repnésigons can be chosen.

The control engineer shall then seek to understand operstabpity, controllability
and observability and how the choice of representatiorctfftaese properties. Often all
of these properties can vary with the choice of represemdg¢iading to very different
synthesis results for the frozen parameters.

3.3. Numerical conditioning of LPV design algorithms

In Chapter2 an overview was given for the analysis and synthesis of LPMroders.

In particular for the synthesis it was shown that for genpaaimeter dependency there
are two methods which are applicable. One has a low numbearadhles in the opti-
misation problem but the associated controller consionds quite complicated. The
other method has a significantly higher number of desigratstes for the optimisation
problem whereas the controller construction is much simptehe following, different
algorithms for the controller construction will be invegtted from a numerical point
of view and it will be investigated how the state space ratiti; influences obtainable
performance.

3.3.1. Conditioning of construction algorithm

For real-life applications with large state space modéssiihportant to have a fast and
reliable design algorithm, because the controller desgoiten a tuning process with
several iterations to find for example the desired weighfiimgtions. Because of this it
has been decided to focus on the first presented method ilwiecontroller variables
are eliminated from the synthesis LMIs. The focus of thisgrdp then to determine a
numerically reliable method for construction of the dynewontroller.

To understand the numerical difficulties of controller domstion in the LPV control
formulation, the construction algorithm is summarisechia following. For numerical
simplicity the algorithms are first investigated for paraenéndependent storage func-
tions X andY. From the optimisation problem in Theorefrthe variablesX andY
have been determined to satisfy a performance levelhe target is then on the basis
of these variables to determine a set of controller vargble(0), B.(0), C.(J), and
D.(0) to satisfy the performance specification.
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This is done by solving the set of LMIs ir8(1) for P, where the closed system
matricesA(0), B(0), C(0), andD(d) are affine functions of the controller variables as
expressed in2.10 on page34. The empty fields in3.1) represent zero terms and is
included to simplify notation.

I o 1T o P‘ I 0
A(6)  B() P 0 A()  B()
0 I 7T 0 o 1 |0 (3.1)
c(s) D) ‘ 0 I c(s) D)

From the synthesis equations the variablés not directly available, but the two
variablesX andY are strongly related to it as expressed 2nl@) on page35. This
means thaf” can be calculated from solving

y v, [I o r_ g
[1 O}P—[X U} , UVl =1-XY (3.2)

Then with P available the controller construction fror8.1) is a quadratic matrix
inequality (QMI) which can be solved analytically in seMerays [54, 45, 52]. From
a computational point of view these methods are advantagamd it has been the au-
thor's experience that the following approach for solvihg QMI proposed by121] is
advantageous.

The matrix inequality §.1) for closed loop analysis can be rewritten in a synthesis
framework as

. 0 0 ‘P 0
L(é)TK(é)]Ii’(rS)—#M((S)} Jg _gl 8 8 [L((S)TK((S)}I%((S)+M(6)}<O
0 0 ‘0 L
! (3.3)
with
0 B() o I o
wolp o] mo=[chy § )
A(6) 0 B,(0)
A(8)  B.(0) . P

and the idea is then to find a controlléf(d), and a storage functioR, to satisfy the
performance levely.
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If we define the following set of matrices

A (6) A12(0)] _ 5
A@) = [A;() AZ(&)}J“)TM(O)W)
I 0 0
) 0 0 I
TO=1 o | O=1]y05
A (6) 0 A2 (9)
., 0 0 ‘ P 0
e o 0 —yI|0 0 |[e®) o
0 0 0 =

with L(6) ®(6) = [L1(6) 0] andR(5) ¥(6) = [R1(6) 0] inwhichLy(6) andRy ()
are full rank for all parameter values. Théfi{J) can be chosen as

K(6) = L1(0)" T (02(6)01(0) " — A11(0)) R (0) ™"

where© (¢) and©-(¢) are chosen to satisfy the QMI

T
(—')] T T T -1 7 (‘)]
L_)J (x*mr - r*ne (9'ne) ' ornr) [()J <0

for all parameter values which in theory is always possiblg, from an eigenvalue
decomposition. Note that the dependency on the scheduiragietery, has been left
out in the above inequality for notational simplicity. Theoposal in 1217 is then to
choose¥ (9) in a specific way to make(5)TTI(5)2(5) well-conditioned and thereby
make the inversion possible from a numerical point of view.

Still the QMI can be ill-conditioned if for example there degge entries in the
system matrices oP, or if v is far from unity. It is expected that issues related to
the entries in the system matrices and performance levebearsolved by a proper
choice of state space realisation and performance spdidficaThis means that the
conditioning of the algorithm for controller constructiendetermined mainly from the
conditioning of the extended storage functién,

Unfortunately the constructed varialifeis often very ill-conditioned, e.g. as a con-
sequence of the full order controller being close to noniméh. One option is to apply
methods for reduced order design, but since this approaadunces a non-convex con-
straint in the optimisation problem it has not been congidén this thesis. It has there-
fore been chosen to focus on how to enhance numerical peafareof the construction
of full order controllers.

As a consequence the main cause of the ill-conditioningeatborithm is thafl (o)
is ill-conditioned. From the investigations in Pajit has then been experienced that
conditioning of the construction algorithm can be improbgdearranging3.3) so that
the inner and outer terms have similar conditioning, i.erowving conditioning of the
inner term while worsening the conditioning of the outemtsr This means that the
objective is to find a transformation of the QMI to minimises tthaximum condition
number of the inner and outer term in the QMI.
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From @3.2) it is observed thaP can be formulated as
P=P'P=PTP" T

and the numerical performance can be enhanced by movirey éith! or P, from the
inner term to the outer term. Alternatively a congruencegfarmation has been applied

with
P 0 or P271 0
0 I 0 I
which will eliminate respectively?, or P, from the inner terms. The numerical study

in PaperC indicates that the best numerical performance among thepf@sented ap-
proaches is obtained by movirg or P, from the inner to the outer LMI and with

N T N-1 0
h= [Ml 0} 2= { M S}
MTM =X NN =Y

3

STT = (NMT) ™' = MNT

It appears that the approach with a congruence transfasmatithe QMI can make
the QMI as a whole worse conditioned whereas the other matbed not change the
QMI. On the other hand some interesting observations candmermegarding the ap-
proach with a congruence transformation with When applying this congruence trans-
formation to the QMI we end up with the formulation iB.14) on page36. Now with
X, Y, U, andV available the variable substitution used for Theor®is no longer
necessary. A classical result in L'H., synthesis in 44] reveals that with a simple
transformation of this QMI the three controller variableg¢), C.(0), andD.(9) can
be calculated from individual and smaller sized LMIs. Thathwl.(J) chosen to zero
out off-diagonal terms between the LMIs (which is alwaysgiole) the controller is
constructed to satisfy the performance criterion.

A careful investigation reveals that the method is applieab LPV systems, even
with parameter dependent storage functions. This is désclm P] for a class of LPV
systems and in Papé@r the method is presented in more detail for a more general for-
mulation of LPV system with an example regarding the cordfalind turbines.

A comparison of the numerical performance in the methodfiegpppm PapeiC and
Papem indicates that the latter method is advantageous from a ricahpoint of view.
In order to get good numerical performance it is still neaeg$o perform conditioning
similar to what is described above for the alternative atbor. In this case the choices
for factorisation are a bit different with the basic ideasganted in44).

The conclusion of this investigation is that a generalisatif a classical construction
algorithm fromH, control provides superior numerical performance compavitad
the alternative algorithm. The downside of this method & ih must be solved for
each possible parameter in the set. This essentially meansither the controller must
be constructed online as a function of the current paranvedee or alternatively the
controller must be constructed offline for a finite number afgmeter values. There
are advantages and disadvantages of both approaches. Byumimg the controller
online it is in theory ensured that the controller is constied correctly to meet the
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performance specification, but if the numerics fail in thidime computation it can have
fatal consequences. With the offline computation of the radlet it is known before
implementation how the controller will behave, however peeformance level is not
guaranteed in between grid points.

This discussion of offline versus online computation of tbatmller is not as rel-
evant for the first described construction algorithm beeahe ideas can be directly
translated to the construction algorithm Iri[j. With this algorithm it is possible to cal-
culate a parameterised controller directly which mearisthigecontroller and scheduling
function can be calculated offline to satisfy all parametdu®s in the set. It should be
noted that the algorithm requires an assumption of arliti@st parameter variations
which can be very restrictive.

It is therefore not possible to provide a recommendatioratd one algorithm that
is superior for any LPV design problem. The general recontagaon is to use the LFT
algorithm in [L1Q if two requirements are satisfied. First of all it must notrbstric-
tive to assume that the scheduling variables can vary arijtfast and furthermore the
problem size must be small enough so that the constructguritim is numerically
stable. In the more general cases it is recommended to atdcihle controller offline
in a number of grid points similar to what is done in PaperThen the parameterised
controller can in many applications be determined from stigations of frequency re-
sponses at each grid point.

3.3.2. Influence of state space realisation on numerical pirmance

Concerning the numerical issues related to the LPV methiosisould be noted that
the choice of state space realisation can have a great infumnthe obtainable perfor-
mance.

To get an indication of this numerical issue an investigalias been performed with
a controller which is known to perform well for the particufgoblem. The considered
control problem is the tracking of generator speed whileimiising drive train oscilla-
tions and control activity in pitch actuator. The considkcentroller is a gain scheduled
PI controller tracking generator speed by applying a piflerence. For dampening
drive train oscillations, an LTI band pass filter from generapeed to active power
used. This controller structure has shown good performanceal-life applications
both from a local point of view and for the whole full load opgon.

Weighting functions have been designed to trade-off tragkif generator speed with
power fluctuations, and damage in drive train and pitch systEurther, the weights
have been scaled to give a performance leyel, 1, over the whole operating region in
consideration which is the interval 14-24 m/s. An LFT foratidn of the gain scheduled
controller is then connected to an LFT representation ofreadyic model of the wind
turbine for use in LPV performance analysis.

The closed loop analysis is performed by solving the set old.M Theorem6
for three different realisations. The first choice is to use model as is, i.e. no bal-
ancing. The second choice is to use a numerical algorithnal@nice the control and
observability Gramians (done withal r eal ), and the last method is to use a diago-
nal similarity transformation to make the system matricagehsimilar row and column
norm (done witrssbal ). Note that it is important when balancing LPV models to keep
the global coordinate system which means that the realiséionly balanced exactly
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for one operating condition. It is then expected that by wipglthe same coordinate
transformation to the other operating conditions theseafsodill be close to balanced.
When performing the analysis it is expected that for a verglsoonsidered operating
region the performance level should be close to the LTI namngclose to unity. Then
for larger ranges of operating conditions the guarantegdpaance level will degrade,
i.e. the gamma value will be larger.

The analysis is therefore performed for various sizes obferating condition to
understand the degradation and the result is illustratdedgare 3.3. The leftmost il-
lustration shows the scaling of the operating conditiog, &r a scaling of 0.5 the
considered wind speed range is 16-21 m/s. The rightmostefigsiiow the guaranteed
performance as a function of scaling for the three differeatisations at it can be ob-
served that the three realisations result in significanffgient performance levels. In
particular observe that with no balancing the obtainabléopmance level is almost
constant aty = 34 which does not fit with the expectation of a performance ctose
unity for very small scalings. The rightmost plot with a diagl similarity transforma-
tion shows a result in which the optimisation problem appeeary difficult to solve —
leading to large variations in guaranteed performance.

operating region no balancing Gramian—-based Diagonal similarity
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Figure 3.3: Guaranteed performance level for differentigadons. Observe how the pattern
changes significantly with choice of realisation.

On the basis of the study in FiguBe3it can be observed that it is indeed possible
to analyse the performance bound of an LPV system using thieotién Theoren®,
however the method seems very sensitive to the choice aéatiah. The conclusion
from this is that when using the method there must be a foctiseochoice of realisation,
however it can on the basis of this study alone not be condltitd the Gramian-based
balancing is superior to the other two in general.

Regarding controller synthesis a difference in obtainpbléormance level has been
observed depending on the choice of design method. Twaeliffelesign methods have
been applied to the same plant model with identical weigfftimctions. In Reporf the
LFT approach has been applied and in Pdpéhme grid based method has been applied.
To understand the numerics, various state space reatisdiamve been applied for both
design techniques and it is observed that with the LFT methederformance level
varies in the interval 33-38 and with the grid method with stant storage function the
performance level varies between 1.9 and 850 dependingtnstace realisation.
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Two main points can be concluded from this. First of all it c@nnoted that the
performance level of the LFT approach does not vary much thighchoice of state
space realisation whereas the grid based method varieficigily. This was not ex-
pected a-priori because the optimisation problem in the irféthod has a significantly
larger number of variables. On the basis of this it is expktitat the performance level
of the LFT method is limited by some other factor like non-imality in the choice
of scheduling function. It is difficult for many applicatisrio investigate minimality
for LPV systems because of the coupling between frozen pateardynamics and the
dynamics of the scheduling parameter. As a consequencesaff ihimportant to inves-
tigate further the impact of non-minimality on the optintisa problem for controller
synthesis.

Another observation is the large difference in the bestinbthperformance for the
LFT method and the grid-based method. A reason for this cahdtethe grid-based
method is too optimistic, however this is not expected toHmrhain cause for two
reasons. First of all it can be observed that the performivetonly decreases biy%
from a grid size of 4 points to 25 points and further by gridgiimthe LFT method there
is only an insignificant difference in performance. Finaflimulation results with the
constructed controller with the grid-based method in@ieaperformance level which is
similar to what can be calculated with the grid-based method

Itis on the basis of the above observations concluded teate¢khigner must be aware
that different state space realisations can lead to vefgrdifit results for both analysis
and synthesis. Further, the obtainable performance levetdntroller synthesis can
vary much between design methods which are identical inryhebhis indicates that
the numerics play a crucial role for the use of the LPV analgsid design methods for
practical applications and further research is necessamder to determine what drives
the numerical performance and how to make the optimisatiohlem reliable from a
numerical point of view.

3.3.3. Summary

Two methods have been proposed for the construction of LRifalters. One is based
on the construction of extended storage functions andrsgplvguadratic matrix inequal-
ity and the other is based on computing the controller megricom different LMIs. The
first method should be used for small problems where the niamare not too difficult
and where it is not restrictive to assume arbitrary fast patar variations. The latter
can be applied to more general problems, but in contrasetdirst method it does not
provide a parameterised controller which means that iotatjon is required.

It has also been investigated how the choice of realisatifatta the obtainable
performance level. From this study it has been experierdw@dhe choice of realisation
can have a great influence on the convergence of the optiorigatioblem. This means
that it can be very important to choose an appropriate agais. Unfortunately no
general statement can be made towards the choice of realisaut it appears that
Gramian-based balancing is good for closed loop analysis.céntroller synthesis a
good method seems to be balancing the amplitude of inpugsitaithrough simulation
studies.
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3.4. Design tool for LPV control

The design formulation can appear very complicated forreggyis that are not famil-
iar with LMIs in control. When designing controllers for jgtecal applications, many

engineers do not want to spend time on fine tuning the algostto give a reliable

computation of the controller. Instead the main focus isgdate tuning handles related
to the performance specification and let a design tool do ¢heecomputation of the

controller.

3.4.1. Presentation of design tool

A design tool has been developge reflect many of the needs for the design of LPV
controllers from a practical point of view. The main idealie tool is to hide as much
as possible the technical details which has resulted inghiggal user interface as illus-
trated in Figures.4.

Design specifications

Numerical tuning handles Presentation of synthesis results
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Figure 3.4: lllustration of main window of developed gragdiiused interface.

For many practical control applications it can be difficaltttanslate the physical
performance specification into an inducég/ L, gain through a performance channel.
As a consequence the design weights are often used as tuamdgebk that are updated
on the basis of simulation/experimental studies.

A large effort has been put into the design tool to reflect thésie. First of all a
panel has been included in which it is simple to update thispaance weight for each
performance input/output — note that the performance weigte specified in symbolic
notation which gives a nice overview. Further, check-bdwas been included to make
it simple to test different combinations of design points.

*The design tool is not public domain.
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Within each iteration of tuning the performance weightsidtide simple to analyse
the resulting controller. As argued above this is often dibmeugh simulation studies
and to make the controller design a unified process in oneddiolk to a set of Simulink
models can be made and simulation studies can then be mad#ydfrom the tool by
pressing a button. It is well-known that tit¢,, approach often leads to fast modes that
are not implementable in practice, and to deal with this shoethas been included to
remove these fast modes.

From a technical point of view a bound on the rate of variatimmst be specified
and on the basis of this choice the tool will automaticalljtsivbetween three different
algorithms: one for zero rate of variation, another for baeoh parameter variations,
and a third for arbitrary fast parameter variations. Thé fin® algorithms are based
on parameter dependent storage functions for which a setsi$ functions need to be
specified manually — only polynomial parameter dependensypported. This way it
is easy to test obtainable performance as a function of #eecdipolynomial expansion.

The design algorithms implemented in the tool show good nig@leperformance
for small and medium sized control problems. Controlleiigiefor large scale systems
can be very challenging from a numerical point of view and e¢aldwvith this critical
class systems a number of numerical tuning handles havamemented. Essentially
the tool provides means for bounding specific design vaggbhd/or LMIs which can
enhance numerical performance of the construction alyarit

These numerical tuning handles are meant for advanced wéerdrave detailed
knowledge about the implemented algorithm. To guide suehnsysnformation about
the numerical results of the algorithm are presented in abewof windows to the right
of Figure3.4. The illustrated window shows an example of the results efs$ynthesis
LMIs from where it can be observed that all LMIs are satisfiedpending on the choice
of optimiser the LMIs can be only approximatively satisfiethen for example if the
primal LMIs have positive eigenvalues, an offset can beuidet to enforce negative
definiteness.

3.4.2. Example

An example is provided to give a basic idea of the applicgbdf the design tool. It
considers the design of an LPV tracking controller for a deutegrator and the tar-
get is to have an aggressive response for large trackingsearal a relaxed response
for smaller errors. A block diagram of the considered cdrroblem is presented in
Figure3.5and the performance criterion will be the trade-off betwsensitivity and
complementary sensitivity with the trade-off varying withcking error.

trv| u 1] y
r € E & ctrl 2

Figure 3.5: Block diagram of interconnection of LTI openpgaant with LPV controller.

The performance weights are illustrated in the bottom Iéftigure 3.4 for three
values of the scheduling functiof| = 0, |e| = 0.05, and|e| = 1. These performance
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functions have a structure given by

o\ s+b1(9)
Wout(sgé) - Kl (O)s+a11(6) 0 bo (S
0 Ka(5)Hed

for each operating condition with the gains and time corstaring gain-scheduled.
A rate-of-variation ofl00 has been chosen and a polynomial expansion of the storage
functions have been chosen as

X =Xo+0X1+6%Xy , Y=Yy

On the basis of this formulation, the weighted model can bated by pushinlypdel

and the controller is created by pushignt hesi s followed by Const r uct . The
designed controller behaviour is demonstrated by a stegwnse of the LPV controller
in a comparison with local LTI controllers for each grid poi\ simulation result is
presented in Figurd.6from which it can be observed that the LPV controller respgond
aggressively for large tracking errors whereas it has xeelbehaviour for small track-
ing errors.

1.2 T

—LPV

«voro LTI param = 0.00

«voro LTI param = 0.05
+ LTI: param = 0.10[|

— — — Parameter region

o
©
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o
(o]
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~
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Figure 3.6: lllustration of tracking error for a step resperwith designed LPV controller and
frozen parameter controllers. It can be observed how the édt¥trollers resemble the aggressive
LTI controller for larger errors whereas it is relaxed ansemable the slow LTI controller for small
tracking errors.
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3.4.3. Summary

A design tool has been developed for the design of LPV cdetolising the grid-based
method. The user interface provides a simple interface iichwthe user can input
weighting functions for each considered operating cooditogether with the desired
bound on rate of variation and basis function for the stofagetion. Then the optimal
performance level and the controller can be constructegigiby pushing three buttons.
For more advanced users it is further possible to limit beuoid critical variables in
order to make the numerical conditioning better for the atbm used in controller
construction.

The applicability of the tool is illustrated by an exampleigthdemonstrates the
simplicity in its use. The tool has further been verified for targer problems considered
in PapeIC andD.

3.5. A unified wind turbine controller for the entire op-
erating region

This section is intended to illustrate one of the main acsges of the LPV design
framework for the control of wind turbines. Through gain edhling it is possible to
design one controller for the entire operating region ofdviarbines which will be
illustrated on the basis of the investigation performedapé&iC.

3.5.1. Preliminaries

For the range of operating conditions it has been decideddasf only on nominal
operation which means that we do not take special operatoaesinto account, e.g.
derating of power or generator speed. Because of this, tiggeraf operating conditions
can be determined from one exogenous variable, the windispad in Figure3.7some
of the main variables are illustrated as a function of thedvéipeed.

25 __ 16 3
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i 20 g E
2 15 5 14 S 2
£ 10 2 3
£ 5 2 12 g1
2 e a
g 5 5

5 10 15 20 25 5 10 15 20 25 5 10 15 20 25
wind speed [m/s] wind speed [m/s] wind speed [m/s]

Figure 3.7: lllustration of main variables for operatingim of wind turbines.

It is important to note that by choosing the wind speed asdudireg variable the
scheduling variable is not directly measurable. There asm®meters mounted on
most wind turbines, but the quality of these measurementstiggood enough for use
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in a high performance controller design. The reason isy#rtt the measurement is
disturbed by the rotor and partly because the measuremapidst wind measurement
and not the measurement of the spatial mean of the freefwifmhandle this a wind
speed estimator has been developed in PApghich shows an improved performance
in comparison with a typical approach.

The main nonlinearity in the considered model origins frém &erodynamics and
is a smooth function of wind speed, pitch angle, and rotoedpdt has therefore been
decided to use the linearisation-based method in Se8tihmnd to handle the constant
terms from the linearisation the controller structure préed in Figure3.8 has been
applied. The symbols should be interpreted as wind speedw, is generator speed,
we Is tracking error 3, s is pitch reference), ..r is generator torque referende,.
is power referencey is tower top movement (fore-aft), argl,;, is torque between low
speed shaft and high speed shaft. A dot over a synmipoidans first derivative, and a
hat () means an estimate.

l l wind estimato
/ 7/ U
, ]
/ Bres wind turbine |, Qun
LPV Qg.ref 7| Pros
g ﬂ
|

Figure 3.8: Implementation structure for an LPV controlb@sed on linearisation along a tra-
jectory of equilibrium points. Green marks input of perfamee channel and red marks output
of performance channel. The block diagram is simplified apelsdhot illustrate integrators for

asymptotic tracking.

3.5.2. LPV controller design

The main performance objective is to trade-off the traclohthe reference trajectory
with noise on power and fatigue loads in tower, drive traimg pitch system. The fatigue
loads are typically measured by a simulation based methtetiaain-flow count 83].
For the tower and drive train this can be approximated fandyl by choosing; and@ s,
as output signals because they have a peak at respectigdbyibr eigen-frequency and
the drive train eigen-frequency. The fatigue in the pitcktegn can be minimised by
a frequency dependent weight on the pitch reference pungstigh frequency compo-
nents. Lastly the noise on active power can be minimised bymising the generator
torque because the generator speed will change slowly ipadson. By choosing the
performance outputs this way the performance channel withraatically have a peak
where we want emphasis in the design formulation which m#wtdow order weights
can be used. In fact this choice of performance outputs mibatsn LPV controller

TThe free wind is defined as the wind if the wind turbines wastiete.
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can be designed by minimising the induagg/ £, gain fromw to z with

Ky (0) 0 0 0 0 §
0 Kg,(0) 0 0 0 Oun
=1 0 0 K, (D) 0 0 We . w=v
0 0 e L Bres
0 0 0 0 Kq, ()] [Qores

where K (v) is a nonlinear function of, i.e. the output weight is gain scheduled with
wind speed to make the trade-off between tracking and cbeffiart depend on operat-
ing condition. Note that the only output signal with a fregogdependent weight is the
pitch angle. The main reason for having gain scheduled vieigfunctions is that the
performance requirements for partial load is very difféfeam the specifications for
full load. In PapecC this issue is discussed in detail and the main conclusidraisten-
erator torque should be used as the main control signal iraplarad whereas the pitch
should be used mainly for full load operation. Also the reguients regarding track-
ing and fatigue load reduction changes with mean wind speeduse the amplitude of
the disturbance (wind speed) varies in with mean wind spé&ate that the physical
requirements are described in absolute numbers and not &yplification.

The gainsK (0) and the time constarff have been determined through an itera-
tive procedure where the resulting controller has beeruatadl through simulations to
measure actual fatigue and deviations from referencectaaje

The resulting controller has been compared to a classisagd¢hrough simulation
studies and in Tabld.1a summary of a simulation is presented. It can be observéd tha
the tower movement is slightly increased when comparing tie classical controller.
In this wind speed range tower oscillations are not very ligabsolute numbers and
the slight increase is therefore not expected to have afigni impact on the life time
of the tower. A more interesting observation is that driadérttoads are reduced and that
the travel of the pitch system is almost halved without réulyithe power production.

Table 3.1: Comparison of an LPV controller and a classicatrotier at low wind speeds. Damage
is normalised according to level of classical controlleneTincreased tower damage during low
wind speeds is not critical because the absolute level idl amthis operating range.
Tower damage Drive train damage  Pitch travel  avg. Power
LPV 1.13 0.80 13- 10° deg 918 kW
Classic 1.00 1.00 23-10°deg 906 kW

A similar result is presented in Tab&2 for the mid wind speed range where the
generator speed is kept close to rated speed but where @text bas not been reached.
In this range a significant reduction can be observed in thertéatigue damage together
with a slight reduction in drive train fatigue and pitch tehv Further, this is obtained
without increasing the variations in tracking of generapeed reference or reducing
the power production.

For full load operation a summary is presented in Tah&from which it can be
observed that drive train oscillations are significantigueed with a slight reduction in
pitch travel and fatigue damage on tower. Also the genespeed variations and power
fluctuations are reduced significantly.
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Table 3.2: Comparison of an LPV controller and a classicatroiier at medium wind speeds.
Damage is normalised according to level of classical ctletro
Tower dam.  Drive train dam. Pitch travel Speed peak-peak . poager
LPV 0.52 0.90 288 - 10° deg 218 rpm 2419 kW
Classic 1.00 1.00 310 - 10° deg 221 rpm 2416 kW

Table 3.3: Comparison of an LPV controller and a classicatrafier at high wind speeds. Dam-
age is normalised according to level of classical controlle
Tower dam.  Drive train dam. Pitch travel Speed peak-peak ePetu.
LPV 0.81 0.57 603 - 10” deg 188 rpm 17.3 MW
Classic 1.00 1.00 558 - 10° deg 293 rpm 23.2 MW

3.5.3. Conclusions

In conclusion it can be observed that local simulations skt the LPV controller
increases the performance for all three ranges of operatinditions when comparing
with a controller designed by classical methods. Most irtgoly it should be noted
that pitch travel is decreased in low wind speeds, towellations are decreased in mid
wind speeds and drive train loads and generator speedivagadre reduced at high
wind speeds.

Concerning the behaviour for operating conditions varyiatyveen the three operat-
ing conditions a simulation is illustrated in Fig3@which traverses all three operating
conditions. From the graphs it can be seen that for exampl&ansition between par-
tial load and full load is smooth as a consequence of the gaiadiulling as opposed to
switching, i.e. no transients are observed in the simuiatio

3.6. Influence of parameter rate bounds on gain sched-
uled control of wind turbines

The design performed in Secti@5 was done with a method assuming arbitrary fast
parameter variations. During this design it was experigticat the underlying assump-
tion of arbitrary fast parameter variations is restrictivethis particular application and
this section is provided to investigate if the use of finitee f@ounds will enhance closed
loop performance.

3.6.1. Preliminaries

A first observation in the design presented in the previoamewas that the perfor-
mance levels differ significantly between local LTI conkeoldesign and the LPV design
over the range of operating conditions. This large diffeeeis either because the prob-
lem is intrinsically difficult when taking parameter vai@ts into account, or caused by
conservatism introduced by the underlying assumptionsiorarics. In the following it
is investigated how the assumption of arbitrary fast patameriations influences the
obtainable performance level.
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Figure 3.9: Example of simulation with stochastic wind inpua ramp form. Dashed black:
reference trajectory, full grey: simulated response. iitfoa observed how the closed loop tracks
the reference trajectory smoothly with only small fluctaas on power in full load operation.
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In Figure3.10a set of local LTI controllers are illustrated in red for thadking of a
generator speed reference. In the same figure the LPV clemtiobampled at the same
operating conditions and it can be observed that there jsaminsignificant difference
between these local samples of the LPV controller wheread.Th controllers differ
significantly. This large coupling between the local colirs with the LPV method
is the reason for the local performance degradation anduisechby the assumption of
constant storage functions.

Full load controller

60 =

— 40 S .

% <= - - — =
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Figure 3.10: lllustration of difference between optimahtrollers designed by LTI methods and
an LPV method with arbitrary fast parameter variations.

It has been observed that it is possible to separate thedoo#lollers obtained by
the LPV method by exaggerating the performance weightsriisdly this means that it
is possible to obtain LPV controllers which satisfy the riegonents from a simulations
point of view. The downside is that weighting functions dolainger make sense from
an LTI point of view which makes it even harder to translatggital requirements into
weighting functions. Further, with the large differencevien LTI performance and
LPV performance the well known LTI tools for analysing thesed loop performance
no longer applied.

To investigate this difference, a gain scheduled contrelies designed in Pap&
using the classical method of interpolation of LTI conteodl in equivalent coordinate
systems. This investigation showed good performance freimalations point of view
and this indicates that the assumption of arbitrary fasamater variations might be
conservative.

3.6.2. LPV design with rate bounds

As a consequence of the preliminary studies described aboaa be concluded that
the gap between the LTI and LPV designs should be investigatther. One way to
do this is using rate bounded parameter variations for théralter design. To simplify
the investigation the design will only focus on full load ¢@hand the tracking of gen-
erator speed and active power while minimising the drivnti@ads. The details of the
investigation is presented in Pag2iand in the following an introduction will be given
to the main idea and the obtained results.

When comparing with classical approaches it can be condlérden the study in
PaperC that no significant benefit could be obtained regarding drsi@ damage at the
drive train eigen-frequency. This conclusion was basedimilation studies and the
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reason is mainly that the pitch actuator can not be used drtiase high frequencies
because it would wear out the actuator too quickly. It hasefioee been chosen to use
a classical approach for the drive train damper similar t@aws done in 17]. The
main idea is to feed the generator speed to the generataradhgough a band pass
filter around the drive train eigen-frequency. When thealtiain starts oscillating at
the lightly damped eigen-frequency, the generator torgjlideupdated to counter the
oscillations.

With this drive train damper the controller structure beegras illustrated in Fig-
ure3.11and the objective for the LPV controller simplifies to a traafEbetween pitch
travel and tracking of the generator speed. Further, theedrain model can be de-
scribed by a first order system as a consequence of the irtttirdes train damper.

wr L J

LPV Brey, pitch B aero.& drive
o train
Q
’ band
pass

Figure 3.11: Controller structure for full load control wheonsidering trade-off between tracking
of generator speed and pitch activity while minimising drivain oscillations.

The LPV controller can then be designed for the high wind dpaage with a tra-
jectory of nominal operating conditions as in Fig@r&, for wind speeds abovié m/s,
i.e. rotor/generator speed and active power at rated valttesmodel is obtained as in
Section3.1 with the linearisation based method and the design tool @ti@e3.4 has
been used to synthesise and construct a controller. Fordtiermance specification
effective wind speed has been chosen as performance inpligantrol effort (pitch
movement) and integral of tracking error have been chos@edsrmance outputs. A
gain scheduled frequency independent weight has beeredpplthe tracking error and
a gain scheduled dynamic weight has been applied for thealaftort as shown in
(3.4). The symbob represents the scheduling variable, effective wind sp&bith can
be obtained from the estimator described in P&aer

Ko(0) - L+ (wrep(s) = wy(s))
Ko(0) (T25) " Bres(s)

The three functiong(,,, K3, andT have been determined through an iterative pro-
cedure using local LTI designs along the nominal trajectdrlgis ensures that a per-
formance level close to one will give a closed loop perforogesimilar to what can be
obtained locally for LTI controllers.

When designing controllers for rate bounded parameteatians it is necessary to
use parameter dependent storage functions and in thisxtdnteimportant to choose
the right basis function for the storage function. To eveduhe choice of performance
function a design has been performed for zero rate of vanathd it can be observed
that the performance degradation when comparing with LElgies vary betweed0%
for constant storage functions &% for X (0) = X, andY (9) = Yy + 0V + 02Ys.

(3.4)

w(s) =v(s) , z(s,0)=
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The latter has been selected as basis for the storage farastibcontrollers have been
synthesised for various rates of variation to give a refelietween rate of variation and
obtainable performance level illustrated in Figd2 It can be observed from the
figure that the reduction in performance level is less ttarfor rates of variation below
1 m/s* whereas the performance quickly degrades for larger rdtesriation until the
worst case of approximatefp% reduction is reached.

From physical experiments it is known that the rate of varrabf the effective wind
speed is bounded well below0 m /s> which means it is conservative not to take the
rate bound into consideration in the design. It is suggestede a limit around m /s>
because this value gives a good local performance and itaghat the rate of variation
will exceed this value. In special operating conditiong lik the case of large gusts the
rate bound can be exceeded, but these events happen ratélisarery unlikely that the
event will happen before the transient of the previous eliastdied out. It is therefore
estimated that it is better to focus on good nominal perforecedor a bounded rate of
variation and then deal with the transient response of teeiapevents individually.

gamma value

10° 100 10° 10" 10° 10°

rate of variationim,/s?]

Figure 3.12: Guaranteef; gain as a function of tolerated parameter rate of variatidashed
lines indicate indicate lower and upper bounds given byeetipely zero and arbitrary fast rate of
variation.

In Figure3.13a comparison by simulation of the LPV controller with an LTne
troller is given. The LTI controller has been selected fa tigh wind speed range and
it can be observed that the two controllers perform simjléot this range of operating
conditions. At the end of the time series it can be observatttte LTI controller starts
oscillating whereas the LPV controller behaves nicely. Tdeson for this oscillation
is that the operating condition is too far from the point fdrigh the LTI controller has
been designed.

3.6.3. Conclusions

From the analysis, it can be concluded that the LPV contridlendeed superior to
the LTI controllers from the global perspective. From theadloperspective the LPV
controller has been compared through simulations to LTtrodlers designed for each
grid point. A summary of this comparison is presented in @84 from which it can
be observed that the local performance of the LPV contr@lenly slightly worse than
what can be obtained locally by LTI controllers. Becausehig the controller design
has been concluded to be successful.
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Figure 3.13: Simulation results with LPV controller withtezof variation up to 1 m/s together
with LTI controller. Green: Effective wind speed. Black:t&duling variable. Blue: Closed loop
with LPV controller. Red: Closed loop with LTI controller. bServe difference in damping of

oscillations for low and high wind speeds.

Table 3.4: Selected performance outputs of the LPV coetrofieasured relative to the LTI con-

trollers.
meanwind| RFC.drt. gen.spd. pitch P std.

15m/s 101 % 104 % 9%6% 99 %
18 m/s 97 % 92 % 101% 100 %
21mls 97 % 94 % 100% 100 %
25m/s 97 % 90 % 104% 100 %




____ Chapter 4
Conclusions and Perspectives

Contents
4.1 Contributions . . . . . . ... e 68
4.2 Reflection oninitial objectives. . . . . .. .. ... L L 69

4.2.1 Scientificobjectives . . . . . ... ... 69
4.2.2 Commercial objectives. . . . . . ... ... ... 70
4.2.3 Summaryonreflections. . . .. ... ... L. 71

71

4.3 Perspectives




68 CHAPTER 4. CONCLUSIONS ANDPERSPECTIVES

This thesis has demonstrated how gain scheduled congraléer be designed for a
practical application using a systematic design methodtetlinear parameter varying
(LPV) control. The numerics play an important role when ggime methods in practice
and a number of numerical issues have been pointed out wéhtiins for the solution
of a selection of these. In Sectidrl the contributions of the thesis will be summarised
and in Sectior.2it will be discussed to what extend the objectives have beetn fihen
in Section4.3a recommendation for future directions is given.

4.1. Contributions

The main contributions of the thesis are listed in the foitayy

Modelling of LPV systems:

Modelling of nonlinear systems can be very complicated bseall information is not
a-priori available and parameters or nonlinear functicgesdto be identified. A modu-
larised procedure has been proposed for the modelling dineam systems using LPV
models. Further an experimental method and a method basadderired trajectory
of operating conditions have proposed for the determinaifcthe region of parameter
values. The methods have been demonstrated by the appli¢atnodelling of a wind

turbine.

Formulation for feasible control of quasi-LPV systems:

It is shown that the performance level of LPV controllers @ubded by the perfor-
mance level obtainable locally by LTI controllers. For qgeaBV formulations this is
particularly important because the choice of frozen patanwynamics is not unique.
A procedure has been formulated in which a generalised quRéiformulation should
be found to cover all quasi-LPV formulations. Then the froparameter properties of
the different quasi-LPV models should be analysed befoié¢ syhthesis to determine
an appropriate representation.

Numerical conditioning of design algorithm:

Several algorithms have been investigated for the desidgPuf controllers and it has

been concluded that an adapted version of the classicabgsdd method provides the
best numerical performance. Concerning the controllesttantion, the numerical per-
formance of several adapted algorithms have been analpsesimumerical solution has
been found which is based on a classical result ffeg control.

Design tool for LPV control:

The findings regarding numerical conditioning of the destgorithms have been im-
plementedin a new design tool. This tool has made it posfibleon-expertsin the field
to use the systematic approach to design gain-schedulédbers. For very demand-
ing problems it is further possible for advanced users t@akhe numerical algorithms
to enhance numerical performance.
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A unified wind turbine controller for entire operating regio n:

The control of wind turbines usually requires the design ioé controller for partial
load operation and another controller for full load operatilt has been shown that with
the LPV framework this is not necessary and a controller leEnldesigned to cover
the full range of operating conditions. The effective win@ed is used as scheduling
variable, and since this variable is not measurable a médtastheen provided for online
estimation of it. Through simulation studies it has beerctmfed that not only does the
LPV controller show a smooth transition from partial loadit load. The fatigue loads
can be reduced for all nominal operating conditions whenpamed with a classical
controller — without affecting the power quality/produti

Influence of parameter rate bounds on control of wind turbines:

Through the design of a gain-scheduled LQ controller it hesnbshown that classical
gain-scheduled controllers can provide good propertiethfo control of wind turbines
in normal operation. It has been shown that the guarantedarp®nce of an LPV con-
troller varies significantly as a function of assumed wosastecrate of variation. An LPV
controller has been designed for a boundlof:/s? and to guarantee a performance
that is only10 % worse than what can be obtained locally by LTI controllersnis
lation results support this and demonstrates that the paéioce of the LTI controllers
deteriorates quickly when moving away from the design point

4.2. Reflection on initial objectives

The main focus of the study has been to determine a systemattood with which it
is possible to improve the life time of the main componentsviofd turbines without
sacrificing on the power production. In Sectibi3 a number of commercial objectives
were set up, and scientific objectives were defined to be almedify available tools so
that the commercial objectives can be met. In the followingiil first be discussed to
what extent the scientific objectives were met and then daimliscussion is presented
for the commercial objectives.

4.2.1. Scientific objectives

The scientific objectives are mainly related to the develephof tools with which it
is possible to design LPV controllers in a numerically feléaway. With numerically
reliable is meant that the control engineer should be aliectas on performance spec-
ifications and tuning the controller and not modificationsle$ign algorithms.

Investigation of numerical properties of LPV design method

A number of results have been obtained regarding this igStst.of all it has been iden-
tified that a grid-based algorithm is superior to an LFT-llagdgorithm from a numerical
point of view. For the controller construction it has beeenitified that a generalisation
of the algorithm from LTIH ., control is superior to an algorithm with construction of
extended storage functions — even with a set of proposeditatitins of the latter algo-
rithm. Finally it has been identified that the choice of stgiace realisation has a large
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impact on numerical performance of the algorithms. A recemdation has been made
regarding the choice of realisation but more research issgaey in order to give final
conclusions about this issue.

Understanding the influence of rate-of-variation of the scleduling parameter on
obtainable performance level

It was discovered that the design algorithm can result irirotlars that are very similar

along the trajectory of operating conditions. This essdlgtmeans that the controller is
designed to be robust against the parameter variation anghimoscheduled to handle
it. The main cause of this is that the storage function is peaelent on the scheduling
parameter and it was experienced that with rate boundednedea variations the con-
trollers would spread out more resulting in a significant iayement in performance
level. This indicates that the assumption of arbitrary femtameter variations can be
very conservative and rated bounded variations shoulddes tiato account.

Application of the theory of linear parameter varying systems

The design algorithm has indeed been applied to the desigRdfcontrollers using
a higher order parameter dependency. The applied methodasaiie any parameter
dependency as long as the parameter is exogenous and riesaaes-priori known set.

Adaption of modern estimation theory to wind turbines

A modularised state estimator has been proposed in Bagansisting of two unscented
Kalman filters and an LTI Kalman filter interconnected with lacBmponent for the
estimation of the aerodynamic torque. Further a novel eggrdnas been proposed for
the calculation of effective wind speed from aerodynamique, rotor speed and pitch
angle.

4.2.2. Commercial objectives

The obtained scientific results can then be applied to theifspapplication and in the
following it will be discussed to what extent the commeraibjectives are met.

Reduction of loads with power curve kept constant

The results from the presented controller designs showfigignt potential for the LPV
design method in the application of fatigue reduction ondaturbines. The controller
designed for both partial load and full load operating shawsduction in wear in pitch
system, tower damage and drive train damage without remutipower level/quality.
Similar results are obtained in the full load controllertwiitounded parameter rate of
variation.

A unified controller for the entire operating region

A single LPV controller has been designed for both partiatloperation and full load
operation to obtain a smooth transition between the twoaijyey modes. Simulation
studies show smooth behaviour over the entire operatirigmeg
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Simplified tuning process

In the performance specification it is possible to weightheemmponent individually,
e.g. generator speed variations, tower oscillations atoth pariations. This means that
the tuning handles are closely related to the physical reqénts when comparing with
just tuning the gains of the interconnection of PID conaxdl Further a design tool has
been developed so that the designer can focus on the applieatd not the technical
details of the algorithm.

Robustness towards under-modelling

Since the applied LPV method is a generalisatioftiaf control it offers a direct way
of including model uncertainty both in terms of parametmeertainty and neglected
dynamics. At this point no uncertainty modelling has beetfiggmed due to time limi-
tations and the robustness has therefore not been incladkd tontroller design.

4.2.3. Summary on reflections

On the basis of the above discussion of the level at whichdtemtfic objectives have
been met it is concluded that the project is a success froneatsi point of view.
Further from a commercial point of view a great potential hasn demonstrated for
the method and the project is concluded to be successfulralsoan industrial point of
view.

4.3. Perspectives

Some of the main work in this thesis has been to work towardsemically reliable

algorithms for the design of LPV controllers. These aldoris are still not matured
completely and need further research in a number of areathdfdor the application
of LPV control of wind turbines also a number of suggestiansffiture directions can
be given.

Optimal state space realisation for LPV control

It has been experienced that the choice of state spaceateatidias a large influence
on the numerical performance of both controller synthesd @ntroller construction.
Further research is required to understand which realisat choose in order to get
numerically reliable controller design.

Reliable computation of parameterised LPV controller

There is a large difference in numerical performance betwibe presented methods
for parameterised controller computation and the corgralbmputation for a particular
parameter value. It would be a great advantage to have adinifimerically reliable
algorithm for the construction of a parameterised corgroll
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Investigate LPV controller on real wind turbine

To get commercial value of the project itis required to getabntrollers running on real
wind turbines which most likely will require an additionalmber of iterations. Before
getting to this, a detailed simulation study should be béopered in which the model
size is increased slightly and detailed investigationdefihterconnection between the
parameter estimator and the LPV controller should also biepeed.

Extensions to derating control, scheduling on fatigue leve

A great advantage of gain scheduling is that the controfiertee adapted to changing
operating conditions. This means that different wind tnelsi experiencing different
load levels can have their operational mode reflect the éxpezd fatigue loads.
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Abstract. The wind speed has a huge impact on the dynamic response df win
turbine. Because of this, many control algorithms use a orea the wind speed to
increase performance, e.g. by gain scheduling and feedafdrw

Unfortunately, no accurate measurement of the effectivelwpeed is online avail-
able from direct measurements, which means that it must tmaged in order to
make such control methods applicable in practice.

In this paper a new method is presented for the estimatidmecéffective wind speed.
First, the rotor speed and aerodynamic torque are estinbgtaccombined state and
input observer. These two variables combined with the nredspitch angle is then
used to calculate the effective wind speed by an inversioa static aerodynamic
model.

1. Introduction

With the increasing competition in the wind energy markés ibecoming very impor-
tant to have control algorithms with which the structurdigae is minimised without
compromising the energy production. In contrast to mangmwotiontrol problems, the
dynamics of wind turbines are driven by a disturbance, ngrtiel wind speed. This
means that the wind not only excites oscillations in varistiactural components but
is also one of the main variables to select the operatingitondf wind turbines —
together with different control strategies like the ratwfggenerator speed and power
production.

One of the ways to handle the variations in operating comtis the use of gain
scheduling or adaptive contrdl,[2, 3, 4, 5]. In these control methods, the controller
variables are updated online on the basis of schedulinghlas that are measured or
constructed from measured variables. In these controladsth is very important that
all operating conditions can be determined uniquely froesttheduling variables. This
means that in the case of wind turbines, all variables deténgy the aerodynamics
must be used, e.g. wind speed, rotor speed and pitch angfgadtice the number of
variables is usually reduced by assuming a certain operatajectory. Typically the
pitch angle is chosen in full load operation and the geneigieed is used in partial
load operation as inlf 6, 7]. Alternatively the controller is scheduled on wind speed
[8,9, 3], which has the advantage that the same scheduling vadahlbe used over the
entire operating envelope. However, the wind speed is mettly available and must
therefore be estimated. Further, if combined with pitchlamgd generator speed it is
also possible to schedule for operating conditions outsidenominal trajectory, which
can be advantageous in the context of derating strategisen®e weather conditions,
fault situations, etc.

Another important reason for considering efficient estiorabf the wind speed is
the use of feed forward control. The variations in wind speetonly changes the dy-
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namic response of the wind turbine but also the steady stdiies of important signals
like shaft torque, tower thrust etc. To compensate for thésreferences for the con-
troller is generated to give appropriate steady state sadned to give a fast response, a
nonlinear feed forward term is usually included from winésg or aerodynamic torque
to the relevant control signal&(, 11, 7, 12]

Both examples above indicate that there is a need for prestsmates of the wind
speed in order to get a good performance in the overall chowp. It is assumed that
the estimated wind speed will be used to schedule a contreille the main purpose of
tracking generator speed references, tower thrust-wiseement, etc. In this context,
the main drivers of the variations in set point and dynamiestlae torque(,, on the
main shaft and the thrusk}, on the tower. These two variables can be described by
static functions of rotor speed,., pitch position,3, and effective wind speed, as in
(2) with the effective wind speed being defined as the spatiaieage of the wind field
over the rotor plane with the wind stream being unaffectethlbywind turbine, i.e. as if
the wind turbines was not ther&J).

1 3

Qi = FpmR —cp(BN) (1a)
F, = %przvch(ﬁ,/\) (1b)

The constantsy, and R, describe respectively the air density and rotor radius aisd
the tip speed ratio defined as= % The purpose is then to estimate the effective
wind speedy, and it has been chosen to ude)(together with a dynamic model of the
drive train in the observer design.

In the literature many different algorithms have been itigased. The most simple
algorithm assume that there is a static relation betweantrilal power production and
the effective wind speed] 14, 15]. This assumption means that for example the energy
stored in the speed-up of the rotor is neglected — which isrg eude assumption.
In [15] it is concluded that using dynamic models significantly ioes the observer
performance, and it is therefore estimated that the useatit selations does not give
satisfactory performance.

As a solution to the above mentioned issues, most papergiliténature propose
a method which utilises a simple drive train model asZnwith @, as the generator
reaction torque an@);,s being a loss term describing for example frictiod0,[16, 7,

11

Jw = Qa - Qg - Qloss (2)

This model assumes that the drive train is infinitely stiffigthmeans that drive train
oscillations are neglected and that the lag between rotml@a@tion and generator ac-
celeration in case of gusts is also neglected. The first isanamost likely be handled
by a notch filter at the drive train eigen-frequency, whetbassecond issue will need
further investigations in order to understand its signifi@® The observer algorithm is
simply to calculat&),, from measureme},, differentiated measuremeng, and mod-
elled loss term@);,,,. In practice this method is very sensitive to measuremeisteras
indicated in [L1]. It is therefore necessary to low pass filter eithgror the estimated
output as in 16]. This approach imposes a very particular structure of thgeover in
order to reject measurement noise. Itis well-known thatedass filter will introduce a
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time delay in the estimated quantity and the particular nlesestructure can potentially
lead to a poor trade-off between noise rejection and timaydd is therefore as ini[1]
estimated that a better performance can be achieved by dgivagnic observers.

Dynamic observers for estimating the effective wind speasl iot been as inten-
sively investigated as the above mentioned methods. The trexid in the design of
dynamic estimators has been either to design a linear Kafitanfor estimating the
aerodynamic torque and then calculate the effective wiegdpsing 18 [11]. The al-
ternative is to combine a linear model of the drive train viite nonlinear aerodynamic
model and use nonlinear algorithms to estimate the winddsdiectly — either by on-
line linearisation (extended Kalman filtedq] or by using more dedicated algorithms
[27).

The main advantage of all three algorithms is that they drdyalamic observers,
which means that the filtering is designed via the cost fondir the design algorithm.
However, they all have the disadvantage that none of therawated directly for input
estimation — only state estimation. To counter this, a moflthe input is created with
the unknown input as a state variable. In the most simple fa); can be assumed
to vary very slowly compared with the observer bandwidthefflscombined with the
simple drive train modeld), the augmented model becomes

wl o0 w —% —%
o l-loslla [ v]ed Ve @
The dynamic observer is then constructed by combining tigen@mted model with an
update term[ - (w — @), that updates the state vector based on the estimation error

in measured output. This means that the observer is of time ¢y with the accent
denoting estimated variables

[5 ] :[8 éH&%[ _j }Qﬁ[‘j }onsﬁ[é”(w—a) (4)

It is clear that there are two major issues in this way of estiing the unknown input.
First of all it has to be chosen, which model to use for the dgmamic torque. In the
example, the most simple form), = 0 was chosen, but it can be extended to models
that reflect the expected spectrum@f. However, the difficulty in this part is to de-
termine what spectrum to use, because wind turbines canustezorery different wind
spectra depending on their respective location, e.g. plaiountain areas, offshore, etc.
A possible approach could be a self-tuning procedure, wivishld slowly identify lo-
cation specific parameters and use these to adapt a windwpeobdel. This, however,
would involve a comprehensive collection of representadiata and is outside the scope
of this paper.

The other issue is the trade-off between state estimatidimgout estimation. When
there is an estimation error in the measured variable,, it must be identified how
much this error shall affect the update of the state veétaand how much the unknown
input shall be updated. This is essentially the trade-ofivben the sizes of.,; and
Lo. If L, becomes too large compared g, @, is not updated sulfficiently leading
to small estimation error in the state vector, but high estiom error in the unknown
input,@,. On the other hand, if.; becomes too small compared£#g, the state vector
is not updated correctly. Then the estimation eror; @ will increase (not necessarily

O
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to instability) and give poor estimates in both state veatui(,. Besides the balance
betweenl; and L., their size must also be balanced between time propagattbtirae
update. In the Kalman filter approach this is done in an ogttion function which
minimises the mean square error of the state (and unknovat)ieptimate weighted by
constant scalings.

To summarise: The simplified method of using steady statatemqs is very easy to
design, but does not give sufficient estimation quality. fitethod that uses differentia-
tion of generator speed is in its direct form also very sintpldesign, but amplifies to
a large extend the measurement error and drive train asoilla This problem can be
handled by proper filtering which, however, introduces eetihelay in the process and
complexity in the design. Finally, the observer based egtimhas the major advantage
that filtering is included in the algorithm. The disadvargégon the other hand that the
complexity in the algorithm is increased — especially rdgag the choice of model for
the unknown input and the weighting between state estimainal input estimation.

This paper presents a method that is quite similar to therebsbased method pre-
sented above. The major difference is that instead of autingetihe state model as
in (3), the state and input estimation problem is split into twpasate problems. A
dynamic observer based on the Kalman filtering approachsgded for the state es-
timation and an input observer based on ideas from traclongrallers is designed for
estimation of the aerodynamic torque. In this setting iigezted that the tracking per-
formance will be significantly better than the steady statam@ation method. Further it
is expected that the trade-off between noise rejection iamel delay is improved when
compared with the method using differentiation of measyegerator speed. Finally
it is expected to have similar performance to other dynarbgeovers in the literature.
However by splitting the observer problem into a state esiimand an input estimator,
the design problem is simplified as it will be illustrated dahd choice of wind model is
transformed into the choice of observer structure for tipaiirestimator — from experi-
ence in tracking controllers, this problem is efficientlyvgal by a PID structure.

In Section? we present a method for the design of an observer to estimatgular
velocity of the rotor and the aerodynamic torque acting @nlolv speed shaft. Then in
Section3, these two variables together with measured pitch positienuised to calculate
the effective wind speed by inversion of the aerodynamic @hoBinally in Sectiord
the conclusions are given.

2. Estimation of rotor speed and aerodynamic torque

In this section we take advantage of methods from the fieltkdé ®stimation and com-
bine them with ideas from tracking controllers to obtain tisaknown as disturbance
estimators 1g]. In the following it is assumed that the drive train to a st level

of accuracy can be described by two inertias interconndayea spring and damper
and with viscous friction on each inertia. The external &rto this 2-DOF system is
then the aerodynamic torqu@,,, on the slow speed shaft and generator reaction torque,
Qg4, on the high speed shaft. This results in the system of empsmtn §) which for
simplicity in the notation will be referred to via the genlestate space forméj with

r=[w wy 6Oa ]T as the state vector.
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Jrwr = Qq— Brw, — p(wp —wy) — KO (5a)
Jgwg = —Qg — Bywg+ p(wr —wg) + K0a (5b)
0r = wr—uw, (5¢)

&t = Azr+B,Qq+ ByQy (6a)

wp = Cro (6b)

wg = Cyx (6¢c)

2.1. Dynamic observer design.

For the observer design we assume that the generator spgeahd generator torque,
Qg, is available through measurements. Let us for a momentresalso that the aero-
dynamic torque is available through measurements. Therrevefawith only the state
estimation problem. The state estimator is designed byawaiing the input signals,
Q. andQ, through B). The state vector is furthermore updated by a scalin@f the
error in estimated output as described7 (

T = A2+ BaQu+ByQu+L(w,—dy) (7a)
Wy Cr | .
Ll - el %
The observer gainl, can be designed using a number of different methods. It has
been chosen to use the Kalman filtering approach, which isthad¢hat minimises the
expected value of the square of the estimation edd(r — 2)?].

In practice, the aerodynamic torqug,, is not measurable, which means that we
need to extend the observer described®y(th a term to estimaté),. In the literature
this issue is handled by augmenting the dynamic model by ahwdthe unknown input
to estimate as in3) — typically with the 2-DOF drive train model instead of théDF
model in the example.

In contrast to the methods in the literature, it has beeneamts split the observer
design into two observers operating in a cascaded couptad.s&he inner part is a
Kalman filter designed along standard lines on the basig)pit €. under the assumption
that(),, is available. The outer loop is then setup as a tracking cor#tgpn withw, as
the tracking variable an@, as the “control signal”. The “controller” has been chosen
to be of the PI structure in order to have an integral ternmigikiare of the asymptotic
tracking and a direct gain handling the faster variatioriee gomplete observer structure
is then as shown in Figurke

This approach has some resemblance to the observer withghesated wind model
because th& controller can be considered a known wind model with whiehrttodel
is augmented. The integral term corresponds in this comtetkte typical wind model,
Q. = 0, but with the proportional term a quicker response is emsube this context
it should be noted that by increasing the proportional gatoiresponds to an increase
in L in the input direction. This corresponds to increasing thedwidth of the outer
loop to something close to the bandwidth of the inner loopcivtdan potentially lead
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Figure 1: Block diagram of observer structure.

to instability. Because of this issue, the stability of theerconnection must always be
checked a posteriori to the observer design.

The major advantage of this method for observer design isttieasplit into two
interconnected observers lead to a two-step design methosdt a state estimator is
designed to have a sufficient bandwidth and noise rejectdirtlae aerodynamic torque
is available. Afterwards the input observer can be desidneitivestigating different
structures — with the constraint that there is a sufficieptigabandwidth between the
inner and outer loop.

In the case of estimation of the aerodynamic torqué’/acontroller is a natural
choice for estimation of the effective wind speed. Processedge can also be used
to improve the estimation process. It is well-known that ¢femerator speed might
suffer from oscillations at the drive train eigen-frequgndthout having noticeable os-
cillations in the aerodynamic torque. Because of this ithihlge advantageous to filter
the signal to thé”I observer at the drive train eigen-frequency without filigrihe sig-
nal for the state estimator. In this way the state estimaiibestimates the rotor speed
correctly, and the noise on the estimate of aerodynamiaitois|reduced. Also gain-
scheduling of the”I observer can be introduced in order to take into accounthieaé
might be different requirements to bandwidth in high win@egs as opposed to low
wind speeds.

2.2. Simulation results

The performance of the observer designed in Se@idiis tested against an estimator
designed on the basis of solving the differential equa® by differentiating the gener-
ator speed measurement. In this estimator, the loss teres@ibed by viscous friction,
i.e. Qss = B, - w. Further the rotor rotational speed,s assumed equivalent to the
generator speed with the drive train eigen-frequencyditteut. The differentiation will
amplify the measurement noise and a first order low passiitebe used to smoothen
out the estimation. This leads to the estimator structufégnre2 with 7" as the tuning
parameter for the trade-off between time delay in the estimand noise rejection.

Qq
Wy T @ || I Qa
%TH N | L| BT| | Ts+1

d
J

Figure 2: Block diagram of differentiation based estimator
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For the verification, both estimators have been simulated identical controller
parameters and wind conditions (according to IEC 1A), arféigure3 a comparison of
the performance of the two estimators is given. It can bervksdhat the estimation of
aerodynamic torque is improved slightly and when compastagdard deviations it can
be concluded that there is an improvement of approximatly (standard deviation is
respectively 72 kNm and 88 kNm for the two algorithms). Fa tlase of estimation of
rotor speed, the dynamic observer shows significantly inguigerformance.

lllustration of operating region lllustration of operating region
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Figure 3: Left: Simulation results of variables to estimafight: estimation error for selected
signals (Light blue: observer based estimate, and bladfereintiation based estimate).

If we zoom in on a time interval with a large change in aerodyicatorque as in
Figure4, it can be observed that the differentiation based methfidrsufrom a larger
time delay in the estimation which is caused by the low paterifig of the estimate.
To counter this, the time constant in the filter can be deekaghich has the side-
effect that the high frequency noise will be increased asdltén an even worse overall

performance.

Simulated and estimated aero. torque Estimation error for aero. torque

7 4
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Figure 4: Detailed simulation of estimation of aerodynatoique. Solid lines: simulation values,
dashed lines: observer based estimate, and dotted: diffstien based estimate.
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3. Calculation of wind speed

In the previous section a dynamic observer was presenteztfionating the rotor speed
and aerodynamic torque. These two variables together withsnred pitch angle will
be used in this section to calculate the effective wind spsedsing (@). First (1a) is
rewritten as in8) and under the assumption that the air density is knownaaitables on
the left hand side ofgb) will be online available. The right hand side will be a fuoaot
of \ alone, becausg is online available.

1 R3w3
Qawr = 5 p R2 3 - cp (57 )‘) g (8a)
2 Qa o cp (57 )‘)
pmRPw? A3 (8b)

In the following, cp(8, \), for a particular choice of will be denotedcp g()\). The
effective wind speed is then calculated by first solviBg)(for A and then calculating
the effective wind speed as= £

In order to be able to solvek) for \ we first need to understand the monotonicity
properties ofA=3 - c¢p 5(\). A73 is clearly a monotonously decreasing function, but
cp,3(A) is concave which means that two different tip speed ratiblegld to the same
power coefficientep: one for the stall region and one for the pitch region. When
multiplying these two factors the result is monotonous fane values of3, whereas it
is non-monotonous for other values — determined by the negltere the positive slope
of cp 3()) is steeper than the negative slope\of. This issue is illustrated in Figu&
from which it can be seen that the function is invertible sngle pitch angles whereas it
is not invertible for small pitch angles.

x 10
10 8
\'.A — B=0deg o 7
2 Vi — — —B=5deg g6 3
[N . I _ - c
& 5 ~ <y 3=10 deg 5 g
ki i @ £
< \ = o 4 a
0 P 3
2
2 4 6 8 10 12 14 16 18 20
tip speed ratio wind speed
Figure 5: lllustration of non-monotonicity Figure 6: Nominal operating range.

of \73. Cp,g()\).

Because the right hand side @&hj is not invertible for specific choices of the pitch
angle, knowledge about operation of the wind turbine is tisedlculate the most likely
A that would solve the equation. From the above discussienmibnotonicity can only
occur in the stall region because the slope:gf;(\) must be positive. This means
that the issue is unlikely to occur during nominal operati@tause the algorithm is
designed for pitch controlled wind turbines not operatimgtalled operation. Gusts, or
fault situations might on the other hand lead to short periofdtime operating in the
stalled region. In this case the largest tip speed ratiafgaig the equation is used,
which is based on the assumption that it is more likely thattind turbine is operating
in slight stall than in deep stall.
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If we investigate a bit further in which operating conditsotiie problem of mono-
tonicity might happen, a plot of the nominal tip speed ratid @itch angle is given in
Figure6. From the illustration it can be seen that the region 10-1slisthe most critical
operating region for having numerically stable inversi6(8b), because both tip speed
ratio and pitch angle are relatively small. Below 10 m/s #seie is still relevant, but the
nominal tip speed ratio will be larger relative to the locabimum of A= - cp 5(N),
and in order to reduc to a critical size the gust must therefore be large. For farge
mean wind speeds the nominal pitch angle will be larger whiefans that the function
will be monotonously decreasing during nominal operation.

For the signals presented in FiguBethe procedure described above has been ap-
plied to calculate the wind speed estimate shown in Figufegom the plot on the right
hand side, it can be observed that wind speed estimate glgli;mproved by using the
dynamic observer as base when comparing with the diffexoti based method. And
when comparing the standard deviation of the estimatiargitcan be seen that the es-
timate is improved by approximately% (standard deviation is respectively20 m /s
and0.23 m/s for the two methods). This improvement in standard devialietween
the two methods is similar to that of the estimatiortkf, which indicates that the sig-
nificantly improved estimation af,. does not increase the performance much in terms
of estimation of the effective wind speed.

Simulated wind speed Estimation error for wind speed

22

V [m/s]

0 20 40 60 80 100 0 20 40 60 80 100
time [s] time [s]

Figure 7: Left: simulated wind speed. Right: estimatioroe(tight blue: observer based esti-
mate, and black: differentiation based estimate).

4. Conclusions

This paper has presented a method for estimation of thetieffewind speed. The
observer consists of two components: A state and input veséor the estimation of
rotor speed and aerodynamic torque and a calculation offtbetige wind speed by
inversion of the monotonous part of a static model of the d@gamamics.

The state and input observer showed a significant improvemeperformance,
when comparing with methods that solve the estimation jrohby solving the dif-
ferential equation using differentiation.

The calculation of the effective wind speed has shown to learically stable dur-
ing nominal operation. Further investigations are necgsfaough to understand how
the algorithm will perform in the case of large and fast ims®@s in the mean wind speed
— especially in the region around rated generator speed.

It is expected from this improvement in quality of the estienaf effective wind
speed that control algorithms that at present time use #hialle will benefit from using
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this algorithm. Those algorithms will typically be contesithat are gain-scheduled on
wind speed or which use wind speed in a feed forward setting.

In order to achieve an even higher precision in the estimatimight be required to
design the observer as one single component, because ttéteaohow the estimation
error in @, andw, transforms into estimation error in effective wind speed.tHat
case it is necessary to take the aerodynamic model into atoshich means that the
presented method needs to be extended to nonlinear methgdsy using the unscented
Kalman filter for the state estimation. Also ti#d observer might need to be modified
to a nonlinear observer. This will make the design problendérain practice but will
potentially give a better performance.
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Abstract— This paper addresses state estimation and linear qua¢lcgl) control
of variable speed variable pitch wind turbines. On the bas& nonlinear model of a
wind turbine, a set of operating conditions is identified aridQ controller is designed
for each operating point. The controller gains are thenrpaiated linearly to get a
control law for the entire operating envelope.

The states and the gain-scheduling variable are not onlimiéahle and an observer
is designed. This is done in a modular approach in which atiestimator is used to
estimate the non-measured state variables and the unknpwt) aerodynamic torque.
From the estimated aerodynamic torque and rotor speed aasumeal pitch angle the
scheduling variable effective wind speed) is calculatedriverting the aerodynamic
model.

Simulation results are given that display good performanicthe observers and
comparisons with a controller designed by classical metliigblay the potential of the
method.

I. INTRODUCTION
Within the past decade the cost-effectiveness of wind thebihas increased signifi-
cantly. This is primarily achieved by reducing the amountafterial for a fixed wind
turbine size. This reduction of mass in the structural conemds causes each com-
ponent to be less robust towards fatigue loads. The probtembe countered by the
introduction of active control, which was done quite somargego.

In this paper we consider wind turbines for which it is pokesiio rotate the blades
along the longitudinal axis (denoted pitch) and herebymdlitig the energy input. Fur-
thermore we consider a wind turbine with a doubly-fed inthrcgenerator with which
it is possible to control the reaction torque from the getogrteo make the rotational
speed vary approximately30% from the synchronous speed. This way we can better
control loads in the transmission system and also obtaiglaehienergy output at low
wind speeds. In the following we will denote such a wind tagbi a variable speed,
variable pitch wind turbine.

This introduction of two control variables (pitch angle ajgherator torque) has led
to many investigations in the design of control algorithinattgive the best trade-off
between variations in the power and fatigue loads. Also tQecbntrol technique has
been applied to the control of wind turbineg, 6, 8, 13

These publications address the design of a static statbdekaontroller for a lin-
earised plant model at a selected wind speed, and most ofalseraddress the problem
of estimating the states using Kalman filters or similar.oAlse problem of interpolat-
ing the controllers has been addressedlig] [n which the gain scheduling variable is
estimated from steady state equations.

The papers in the literature on LQG control of wind turbines ia general split
into three different categories: Some present a detailetraier design for a model
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linearised at a single operating point. The two other caiegdocus on the nonlinear
model but take very different approaches: either the acadapproach with focus on
modern control techniques or the practical approach wiochises on getting simple
algorithms working in practise. This means that focus is astipapers either on the ap-
plication of modern control techniques with the relatiophysical requirement missing
to some degree. The opposite approach with the large focpgsical interpretation
often misses the possible advantages of modern contralitpobs.

This paper is an attempt to close the gap between the paprrsifig on modern
control techniques and the focus on requirements that atemiedays operation of
wind turbines. A gain-scheduled LQ controller is designethwerformance weight
similar to that of B] — with the addition of a weight on the shaft torque to limitifmue
loads in the transmission system. For the state estimatisimould be noted that the
disturbance (wind speed) has a large impact on the windrterdynamics and that this
disturbance is not measured. Because of this it has beerrthmsise the principles of
disturbance estimatiod] in the observer design. Furthermore the wind speed will be
used as the gain scheduling variable and must thereforellne @available.

Il. WIND TURBINE MODEL
In this control formulation we are interested in maintagnthe generator speed within
its limits, minimising the power fluctuations around its noai value, and keeping the
fatigue loads in the transmission below a certain level. @detroller design will be
based on a two degree of freedom model of the transmissiotgtia snodel of the
aerodynamics and actuator dynamics.

A. Aerodynamics

The main input to the wind turbine is the wind, which throubgl aerodynamic lift and
drag effects the main shaft by a driving torque. The anglettack of the wind onto
the blades can be assumed dependent on only the pitch diverdéthe blades and the
ratio between the speed of the blade tip and the wind speefele tip-speed-ratio).
We assume for simplicity that all blades are pitched to tleesarientation and that the
lift/drag on the blades directly affect the driving torqdg,, on the main shaft —i.e. the
structural dynamics of the blades are incorporated intq#rameters of the model of
the transmission system. With this assumption we can destiie aerodynamics as a
static nonlinear mapping of the collective pitch orierdati3, the angular velocity of
the rotorw,., and the effective wind spe&dv, as shown in1) wherep is the air density
andR is the rotor radius. The functiorp describes the aerodynamic efficiency of the
rotor design and is described by a nonlinear mapping of tteh gingle and tip speed
ratio, A, as illustrated in Figl

3 Rw,

1 9 U
Qa—2/)7TR (UTCP(67)\)’ A

@)

B. Transmission system
The aerodynamic torqué),, from (1) is input to the transmission system on the low
speed side. The transmission system is modelled as twaasénterconnected by a

*The effective wind speed (also denoted the free wind speeaf) abstract term that describes the spatial
average of the wind field at the rotor position with the wingtam not being affected by the wind turbine.
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Fig. 1: Illustration of aerodynamic coefficienty.

spring/damper and a gearing. The rotor inertia and stiffnesncluded in the param-
eters of the low speed side. On the high speed side the gené&rahounted giving
opportunity to control the reaction torque from the gerarafriction, stiffness, etc. is
assumed linear leading to a linear model of the transmissistem with aerodynamic
torque,,, and generator torqu€),, as inputs. The outputs are angular speed on the
low speed sidey,, on the high speed side,, and the torsion between the two inertias,
Qsh- From these observations we can setup a dynamic model aBtfgnission system

of the form @) with x; being the state vector.

@y = Ay x4 + By Qo+ Brg - Qy (2a)
Qsn = Crq - o (26)
wr = Ch -1y (2c)
wg=Cy g4 (2d)

C. Pitch system

To deal with the low frequency variations in wind speed wealéar the pitch orientation
of the blades causing the aerodynamic torque to be mangalldthe actuator is highly
nonlinear and a cascade coupled solution has been chosandtelthe nonlinearity.

In Fig. 2 the loop containing both the model of the pitch actuator andssociated
controller is shown. The actuator is a hydraulic actuatdhwie transfer function from
control voltage to pitch rate being modelled as a combimatica static nonlinear gain,
G(u), atime delay and a low pass filter. To counteract the nonligaia, G (), a gain-
scheduled proportional controllek (¢), has been designed to track a pitch reference,

Bref-
bt [0 P e L A7 L

Fig. 2: Inner pitch control loop

From the perspective of the outer loop, the proportionatradier, K (e), has a lin-
earising effect on the nonlinear pitch gain when the pitaloree, is in the region of
nominal operation. For larger errors the nonlinearity hélsciite some effect which
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means that we cannot use it in extreme operating conditltatdéad to extraordinary
pitch activity. This can happen in extreme weather condgior in the case of faults in
the wind turbine leading to very high pitch activity. Howev@®r nominal operation we
conclude that the linear model is appropriate.

D. Generator and converter system

On the high speed shaft we can change the reaction torqueliegenerator by chang-
ing the ratio between power in the rotor and stator. This robreiction enables the
possibility to make a trade-off between the variations itivacpower production and
variations in rotational speed.

The generator and converter dynamics is modelled as a cdigstin because it only
contains very high frequency components. Then the activeepd., can be expressed
as the sum of the power in the rotd?, and stator,P,. Furthermore the power in the
rotor is proportional to the stator power and the slip; wleT (wg - pp —wn ET) —With
pp being the number of pole pairs in the generator. This meaatglie electric power
can be expressed as 8)(

P.(t) = Ps(t) + P-(t) = Ps(t) - (1 + s(t))

= Py(t) - (1 1 2l 'pp_wNET)
WNET

= pt) - wy(t) 3)
WNET

The loss in the generator and converter is assumed propaltimthe active power and
independent of the operating condition. This means thatehetion torque from the
generatorg),, can be expressed as #) (vith n being the generator/converter efficiency.

_ k() pp
Qg(t) - nwg(t) - U'WNE'T

The main objective of the controller design for the genearktop is to ensure a proper
power quality and to produce the desired power level. Thedrober includes high
frequency components as well as integral action on theitrgei the power reference.
The high frequency components can be disregarded whenrsgethie outer loop which
leads to the loop illustrated in Fi@awith K being a linear control gain. When design-
ing the outer loop, it is more relevant to have the formulaiioterms of the reaction
torque which can be achieved by usid.(Then we get a generator closed loop model
as in Fig.3b.

E. Interconnection

To summarise, the model of the wind turbine consists of founjgonents: A static non-
linear function describing the aerodynamics, a third otdémodel of the transmission
system, and a gain-scheduled first order model of the twagmtst The interconnection
of these components is illustrated in Fg.

[1l. CONTROLLER DESIGN
The controller design has two main objectives. First of alnust keep the struc-
tural/electrical loads within the design specificationgeBtructural loads are in this
formulation measured by the shaft torsigjyy,, i.e. minimisingQ@ s, will minimise the
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Fig. 3: Block diagram of generator loop.
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Fig. 4: Block diagram of wind turbine model.

structural loads in the transmission system. The ele¢ideas are mainly given by the
slip in the generator, and by limiting the variations fromatisally calculated generator
speed reference the electrical loads in the generatoréctamwill be limited. The other
main objective is the power quality and with the electricalver being proportional to
the generator reaction torqu@,. The power quality is in this context measured in the
variations in reaction torque from a statically given setap. From these objectives
the control formulation is given as a tracking problem of grator speed and torque
references and the minimisation of the shaft torsion.

The model described in Sectitinis highly nonlinear, mostly because of the coupling
through the aerodynamics. Also the actuator loops are meadj but in the high wind
speed region a linearised model of these loops is deemedajgie.

It has been chosen to design the controller as a gain-satkdiatic state feedback
with the effective wind speed as the gain-scheduling végiaBlong a selected trajec-
tory of operating conditions the nonlinear model is linsad and an LQ controller is
designed to trade off the three objectives described abble.trajectory of operating
conditions is determined from the following observations.

A. Target trajectory

In the high wind speed region the generator speed must beaired close to a specific

rated value in order to keep the electrical loads low. Furtioee the power production

must be close to the rated power production in order to madrttie production. The

rated rotor speed and aerodynamic torque can then be dalddtam the DC response
of the linear transmission system model combined with ttedr@alues for the generator
speed and generator torque — which is easily calculatedtierapeed, power and gen-
erator efficiency. Then there are only two variables leftlingnd with the assumption

that the wind turbine is not operating in the stall regiomréhis a one-to-one mapping
from mean wind speed to mean pitch angle as illustrated in3~gin order to obtain
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rated speed and power.

20
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10

pitch angle [deg]
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wind speed [m/s]

Fig. 5: Steady state pitch angles at rated rotor speed andrpow

B. LQ design

With the operating points determined, a set of controllersitow be determined using
LQ control. In order to have good DC tracking performancedfoth tracking problems
an integrator on each tracking error is included in the seflis then gives the con-
trol setup in Fig.6 and the controller gaink’, is calculated at each operating point to
minimise the cost., in (5). In the implementation the intermediate controller gaires
then interpolated linearly from the discrete number of palidr gains.

v

T o
Wy, ref

'T\ T Bres turbine
+:( L] |7| z0 K Qs

_ ne BN
Qg ref ‘Qg zl_,_ “‘

Wy

Fig. 6: Block diagram of controller formulation.

Jo= /OO 207 Q 2(t) +ut)” Ru(t) dt (5)
t=0

Z = [Qsh Tw xQ]T

U = [5ref Qg,ref]T

Remark?. It should be noted that with the approach of interpolatiogtroller gains,
we can give no guarantees in terms of stability and perfooméor the intermediate op-
erating conditions. In practise, however, the method has/slapplicability for several
application areas.

One way to overcome the problem is to apply LPV techniquetii®gain schedul-
ing. In these methods, the model is scheduled upon a timgrgaparameter for which
the values are a-priori unknown but measurable online. Spdld, 7,9,5,10,1]. ¢
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IV. OBSERVER DESIGN

There is no high quality measurement of the rotor speed alydaorery rough measure-
ment of the wind speed available. It is therefore necessamgte a good state estimator
to get the controllers implementable. Further we need amat# of the wind speed to
get the scheduling variable. A detailed presentation ofotbserver design is given in
[12] and we give only an overview of the parts that directly aplythe current con-
troller design. Preliminary practical experiments indécthat the measurements of the
actuator outputs are given with a precision that allows dedas only on the estimation
of the dynamics in the transmission system. This means thassume that the pitch
angle, generator speed and generator torque are onlirleldeaiWe split the observer
design into two main components: a dynamic observer for tdie &nd input estima-
tion of the transmission system, and a calculation of thehgjpeed from the estimated
aerodynamic torque.

A. Observer for transmission system

From linear analysis it is clear that the transmission maxebservable from the mea-
sured outputw,. Also one of the inputsp),, is available online — and for simplicity
in the algorithm it has been chosen to separate the obsegg@grdfor the transmission
system from the nonlinear aerodynamic model. This mearisstbanust also estimate
the aerodynamic inpu),. One approach is to augment the transmission model with a
state representing the unknown input and use a Kalman filtesttimate the augmented
state vector. Alternatively it has been chosen to use a rdetinere the observer design
is split into a standard state estimation problem combinigid &n input observer. The
main idea is illustrated in Figi: A Kalman gain,L, is designed as if the unknown input
was available with process noise reflecting the expectednae in the estimation of
Q.. Then an observer is designed in parallel with the obserair, g, to estimate the
“disturbance” Q.

Fig. 7: Block diagram of observer for transmission system.

It has in this case been chosen to use the PI controller inigherdance estimation
for its simplicity in the tuning process and because it agdseasymptotic tracking. The
method can though easily be extended to other controllectstres.

B. Calculation of wind speed

In the above sections, a set of observers were designedrmaésthe state vector in the
wind turbine model. In this section the gain-schedulingalale, v, will be calculated
from the output of these observers. Théh¢an be rewritten as6f with C,, being a
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constant for each rotor speed angs being only a function o\ at a given pitch angle.

1 9 03 cpa(AN)
Qu= g7 B = cp(BN) = Cl 5

5 (6)
When the wind turbine is not operating in the stall regiesy is a decreasing function
and thus(),, is a decreasing function ihand therefore invertible. If, however, the wind
turbine is in stall operatior;p s is increasing and), is not monotonous and thereby
not invertible. From the physical interpretation it can xserved that the phenomenon
happens only during stall operatidr], and because of this it is deemed that we will not
encounter this problem in nominal operation. Thereforag heen decided to use only
the monotonous part of the function in the calculation oftthespeed ratio. When the
tip speed ratio has been calculated, the effective winddsgesimply calculated from

Rw,

V=

V. SIMULATION RESULTS
The controller and observer design has been validateddghrsimulations with stochas-
tic wind input with wind speeds in the high wind speed regibmthis section some of
the simulation results are illustrated with wind input refieg the “A’ turbulence de-
scribed in the IEC norm3. It has been chosen to simulate with a mean wind speed
of 18 m/s which results in a turbulence intensity of 17 % inesrtb get wind speeds in
most of the high wind speed region.

The simulation model used in the validation of the controled observer design
is of higher order compared to the design model. The secahel monlinear model of
the pitch system is used, and also high frequency compooétie generator model
are included. Besides this, tower fore-aft and sidewaysdyos are included in the
structural dynamics.

Simulation results for the observer for the transmissiastesy combined with the
wind speed calculation are given in Fi§). The left column displays several variables
and their estimated values and the right column displaysstimation errors. The true
values are illustrated in black and the estimated valuekim énd dashed.

It can be observed that the estimation of the rotor/genespieed is very good. At
first it seems that the estimation error in the aerodynamauie,Q,,, and shaft torque,
Qsn, i1s slightly above what can be expected, but a more thoromggstigation shows
that most of the estimation error is caused by a small timeydalthe estimation and that
the torque can change rapidly. An example of this is showrigndand from this kind
of investigations it has been concluded that the estimagioor is appropriate. Further,
a standard deviation in the wind speed estimatiof.pf— 0.3m/s is deemed small in
the context of using it as gain scheduling variable. For tladuation of the performance
of the designed controller, the performance of the newlygihesi controller has been
tested against a controller designed using classicalipteéscthat has been validated to
satisfy the design requirements on Vestas wind turbines.

The classical controller is essentially a PID controllertfacking of the generator
speed with the pitch orientation as control signal. The dyic@omponent on the power
reference is a feed forward term on the generator speed tesgdfittered around the
transmission eigen-frequency. The controller is illugtdan (7) below.

Bres = PID(s) - (wrey — wy) (7a)
Pref = 7ref + BP(S) "Wy (7b)
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Fig. 9: Simulation of aerodynamics torque. Blue, dasheet Imodel, black line: estimation

For the simulations the two different closed loops have lmgmrated on identical wind
turbine simulation models and with identical wind inputmBiation results are illus-
trated in Fig.10 with the newly designed controller in blue and the classicettroller
in black.

From the figure it can be observed that the LQG controlleresor to the classical
controller in the sense of fatigue loads because it hasfgigntly smaller variations in
generator speed for similar shaft torque. Furthermoregéitormance is obtained for
similar control effort in the pitch system and less efforthie generator torque.

From the graph of electrical power it can be observed that @& controller has
slow variations around the nominal power leveBBo#/ 1. The classical controller has
in contrast much smaller variations except from a few sniraktintervals in which the
fluctuations exceed the level of the LQG controller. Frons fhiis concluded that the
classical controller has better performance when obsgithia power quality.

The difference between the two controllers is caused pastlylifferences in the
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Fig. 10: Comparison of LQG (blue) and classical (black) calfer.

tuning process. It should, however, be noted that there éssmgnificant difference
between the two controllers in that the LQG controller doesaontain the power as a
variable. The reason is that power is not suitable as a \ariablinear controller design
because of the nonlinear coupling between torque and pdlermeans that the power
can only enter in the performance criterion and not in therotled channel making it
more sensitive to under-modelling. In the classical cdlarthis is not an issue because
it is tuned on the basis of the nonlinear model making it gedb include the power
as a variable in the controlled channel.

VI. CONCLUSIONS

This paper addressed the problem of designing a gain-stdtklinear quadratic con-
troller combined with a state and disturbance estimatigordhm. The controller was
designed by linearising the nonlinear plant model alongjettory of operating points
scheduled on the effective wind speed. The observer wagrtesiby a modular ap-
proach in which a linear observer was designed for state estaridance estimation in
the transmission model and the wind speed was calculatedifreersion of the static
aerodynamic model.

The simulation results showed good performance of the ebseand the compari-
son of the resulting closed loop system with another coetrdiesigned using classical
methods showed good performance in terms of fatigue loatiss good performance
came with the cost of slow variations on the active power.
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Linear parameter varying control of wind turbines covering
both partial load and full load conditions
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SUMMARY

This paper considers the design of linear parameter vaogntyollers for wind turbines
in order to obtain a multi variable control law that covers #ntire nominal trajectory
of operating conditions.

The paper first presents a controller structure for selgetiproper operating condi-
tion as a function of estimated wind speed. The dynamic oblaw is based on linear
parameter varying controller synthesis with general patandependency by gridding
the parameter space.

The controller construction can for medium to large scakteays be difficult from
a numerical point of view, because the involved matrix ofiens tend to be ill-condi-
tioned. The paper proposes a controller construction lgortogether with various
remedies for improving the numerical conditioning the aildpn.

The proposed algorithm is applied to the design of a lineaaupater varying con-
troller for wind turbines, and a comparison is made with ategler designed using
classical techniques to conclude that an improvement ifopaance is obtained for the
entire operating envelope.

KEY WORDS: linear parameter varying control; control of @iturbines; gain
scheduling; numerical conditioning

1. Introduction

In the wind energy industry there has been a large focus arasig the capacity of
wind turbines in order to reduce the installation costs wéeen relative to the power
production during the lifetime of the wind turbine. This lasulted in a rapid growth in
rotor size and electrical power production as illustrate&igurel. In the period from
1980 to 2003, the largest wind turbines size has grown froptagmately 50 kW to
5000 kW, which is more than a 20 % increase per year for more20ayears. Similar
an average increase in rotor size of almost 10 % has beenrséem same time period
[1].

This dramatic increase in wind turbine size and capacityade it ever more chal-
lenging to design wind turbines, because many of the stralcand electrical compo-
nents are not scalable, i.e. the costs introduced by scdimgomponents grow at a
higher rate than the benefits from increased productiontHeostructural components,
this means that the individual components must be madeelighithout compromising
their durability. Basically this can be done in two ways: &ligally in the industry, new

*Correspondence to: Kasper Zinck @stergaard, Turbine Glamid Operation R&D, Vestas Wind Systems
A/S, Alsvej 21, 8900 Randers
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Figure 1: lllustration of growth in wind turbine siz&][

materials and shapes have been investigated in order taigeithe strength and stiff-
ness of various components. Alternatively the fatigue @dbmponents can be reduced
by introducing active control.

Several approaches have been investigated for the coritraihd turbines. This
paper will focus on controller design for pitch regulatediable speed wind turbines
and for these wind turbines, the main control loop is set ug @acking configuration
for following a target trajectory for the generator rotati speed — this controller will
be denoted “speed controller”. 18][it is discussed in detail how to choose a satisfactory
target trajectory along with other design issues relatéde¢speed control loop.

In the industry, the speed controller is typically desigasca PID controller as in
[3, 4, 5], because the tuning of these controller structures on dlsestof simulations is
well understood. When using only the PID controller in a tesek controller setup, the
controller is reacting slowly to for example wind gusts leagto stepwise changes in
the aerodynamic torque. The reason for this slow resporikatishe rotor blades can be
seen as a large inertia that only slowly changes its rotatigpeed. To circumvent this
problem and get a quicker controller response to these Kinihal speed changes a feed
forward term is included from estimated wind speed or aemadyic torque®, 7, 8].

As an alternative to the PID controllers a number of otherCsEpproaches have
been studied ranging from memory based meth&jisimilar to the PID controller
to more specialised nonlinear techniqu&g]|[ Also well-known methods like internal
model control 1], controllers based on fuzzy logit?], and pole placement algorithms
[13] have been investigated for the design task of tracking @igear speed reference.

With the increased wind turbine size, it is not enough to @eronly the problem of
tracking the selected trajectory of operating conditidsme of the methods presented
above take some of the issues into account anti4hgn overview is given for the most
relevant issues related to structural loads (tower vibrati drive train oscillations, and
blade vibrations) along with design guidelines for the spaantroller. The dampening
of these structural oscillations has achieved increagedtain within the past few years,
with a number of papers concerning individual pitch contoominimise blade loads
[15, 16,17, 18, 19, 2Q]. Also an increased attention to specific control actiomgifive
train oscillations and tower oscillations has been preskft, 22, 23].

With the approach presented above it means that a numbemnafters are nec-
essary to be running in parallel in order to meet design requénts: having small
deviations from the desired target trajectory togethehwitreduced amount of struc-
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tural fatigue in the major components. By having the coigrsloperating in parallel,
the design task is made even more challenging because téssery to understand how
the various controllers affect the requirements of the dthaps. In 4] it is illustrated
how this can be handled by decoupling in the case of two dlgsct minimising the
tracking error and reducing the drive train oscillations.

When having several objectives the strategy of decoupliagcbntrollers becomes
harder and the focus is therefore turned towards optinsisdiased algorithms which
synthesise a multi-variable controller that minimises anbmation of the objectives
within a specific performance function. The first choice focls a design method is
the linear quadratic Gaussian (LQG) design as2i R6, 27, 28, 29, 30, 31, 32, 33,
because it is known to minimise a weighted combination afddad deviations in the
outputs measuring performance under the assumption of as@audisturbance. As
an alternative to weighting the standard deviation given$sen input, the worst case
energy amplification can be minimised by using g, design approach as done in
[34, 35, 36, 37, 39].

The methods above have the advantage that a lot of engigesqierience has been
gained in how to use the algorithms in practice and as a coeseg, many practical
design tools are available. The disadvantage is howe\aritie methods are based on
an assumption of linear models and having equivalent spatidins for all operating
conditions.

The methods above have shown that linear methods provide ¢josed loop re-
sults when observing local behaviour. A natural choice fumtmller design covering
the entire operating envelope is therefore to design lineatrollers at chosen operating
conditions and then interconnect them in an appropriateiwayder to get a control
formulation for the entire operating region. This appro&ctenoted gain scheduling
and in 39, 40, 41] this is done by interpolating the outputs of a set of locaitcollers
(either by linear interpolation or by switching). Alterhadly, parameters of the con-
troller are updated according to pre-specified function wieesured/estimated variable
[42 43, 44).

A systematic way of designing such parameter dependentatl@ns is within the
framework of linear parameter varying (LPV) systems. Héhne, model will be rep-
resented by a linear model at all operating conditions anandraller with similar pa-
rameter dependency is synthesised to guarantee a certénnpance specification for
all possible parameter values within a specified set. A ndifterence to the previous
methods is that the method gives a way also to take the ratar@ition of the param-
eter into account. In classical gain scheduling approaath as £#1, 43] an underlying
assumption is that the parameter will only change slowly parad to the system dy-
namics.

In [45, 46, 47] the LPV design procedure is applied for the special caséfiokgpa-
rameter dependency. However, affine parameter dependeaaiery strict requirement
for designing controllers for wind turbines in the entireeagiting condition. Mainly be-
cause the performance criteria are very different in plddid when compared to full
load control, but also because the nonlinear aerodynaraid to be approximated by a
second order function of the chosen parameters4346] this is handled by designing
different LPV controllers for the below and above rated wapeeds and then switching
between them.

The gain-scheduled design methods in the literature censite controller for par-
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tial load and another controller for full load operation ¢Ept for 47] in which a sim-
plistic parameter dependency is assumed). This meansttinettend for bumpless trans-
fer between two very different controllers needs to be im@eted to make the control
law work in practice. In this paper we consider an alterrafipproach in which a
gain-scheduled controller is designed for both partiafilaad full load operation for a
3 MW wind turbine with a rotor diameter of 90 m. Further we ddes not only the
tracking controller, but also the interconnection struetior generation of the reference
trajectory.

As performance criteria the design will focus on trackinggagrator speed reference
together with minimisation of fatigue damage in vital compats, e.g. drive train and
tower. Also control effort is taken into account to avoid esplly the pitch system to
wear out and the power fluctuations to be too high.

The aerodynamics is highly nonlinear and causes the dymsaimichange signifi-
cantly over the operating region and because the controllest cover two very differ-
ent operating regions, the performance weights will degezalily on the scheduling
parameter. This means that the weighted plant model wilkl@eomplicated param-
eter dependency, and the available design tool for LPV desith affine parameter
dependency is deemed inappropriate. Instead it has besarctmfocus on a grid based
method as in4§]. In this method the design problem is handled by solving aB@aear
matrix inequalities (LMIs) at a number of design pointsdeled by the construction of a
controller from the design variables. The controller camstion is very sensitive to nu-
merical issues and a number of remedies are presented fditiooimg the construction
procedure.

The paper is structured as follows. In Sectime discuss the closed loop objectives
that will be considered in the design process and in Se8tiba considered wind turbine
model is presented. A controller structure is given in Secfi for tracking the desired
target trajectory followed by a presentation of the perfance channel for the LPV
design in Sectiom. Then in Sectioré the LPV controller controller design method is
presented followed by a discussion of numerical remediesdntroller construction in
Section?. In Section8 closed loop simulation results are presented and condisisite
given in Sectior®.

2. Control objectives
The main objective for control of wind turbines is to maximike trade-off between
the annual energy production and the cost of the wind turioirierms of construction
and maintenance costs. This has resulted in two operatiwodés for pitch regulated
variable speed wind turbines

Partial load operation is the mode in which there is not enough kinetic energy in the
wind to achieve nominal electrical power production. Irsthiode the primary
objective is to control the pitch and rotor speed to achiéeemiaximum aerody-
namic efficiency of the wind turbine.

Full load operation is the mode in which the kinetic energy in the wind field has ex-
ceeded the nominal electrical power production and commeissses. In this
mode the generator speed should be kept close to the nomée®d sind the pitch
angle should be controlled to achieve nominal electricalgrgproduction. Fur-
ther it is important to reduce the fluctuations on the poweoykn as flicker.
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In both operating regions it is important to minimise thedaé loads in critical struc-
tural components, and in this paper the following strudtiads will be considered:

Fatigue damage in drive train will be measured by the torque between an inertia rep-
resenting the high speed shaft and an inertia represertenglow speed shaft
(including blades).

Fatigue damage in tower fore aft movementwill be measured by the position of the
tower top.

Wear in pitch system will be measured by the travelled distance of the pitch sgste

Also it is crucial that the generator speed does not exceechtximum generator speed
in order not to overheat the electrical components. Whenbéoimg these conditions,
the steady state trajectory of the wind turbine can be desdras a function of wind
speed as in Figur@. The requirements regarding optimisation of power proiduact
and deviations from nominal generator speed then amoutrtadking this steady state
trajectory.
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Figure 2: lllustration of operating region for wind turbine

The other performance criteria can be seen as detuning tfattléng controller to
limit structural oscillations and high amounts of contrifbe. For the pitch activity it is
well-known that during high wind speeds a high amount ofvégtis required to track
the target trajectory and minimise tower loads. During loiwdispeeds, the pitch angle
should be kept close to the value yielding maximum aerodynae@rformance. This
means that there needs to be high emphasis on the wear irnt¢hespstem during low
wind speeds whereas higher variations can be toleratedglhigh wind speeds.

In contrast the electrical power should have only small flatibns during high wind
speeds whereas higher fluctuations can be accepted inl peatiaperation in which the
electrical power should follow the available power closely

This leads to the following different requirements for tlwmtol law during partial
load operation and full operation:
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Partial load operation
- Track trajectory of optimal steady state operating caod

- Minimise pitch activity
- Minimise drive train and tower fore-aft loads

Full load operation
- Track trajectory of optimal steady state operating caod#

- Minimise electrical power fluctuations
- Minimise drive train and tower fore-aft loads

As discussed above the requirements are different for lomdvgpeeds and high
wind speeds. Not only in terms of use of the control signais,atso for fatigue loads
and tracking performance because the energy in the wingases with wind speed.
Since the wind speed will vary between low wind speeds and himd speeds the
performance criteria will change significantly during ogésn. In the sequel we shall
demonstrate that a systematic approach to obtain the alijeetives can be achieved
by virtue of an LPV controller design. This way we obtain a stinaransition between
controllers satisfying the design requirements along thsigh trajectory. Further it
shall be noted that nonlinearities caused for example baéhedynamics can easily be
incorporated into the LPV design framework.

3. Wind turbine model
Based on the control objectives in the previous section,rdimear model of suitable
complexity will be constructed. This model is then lineadsilong the desired trajectory
of operating conditions to obtain a model that is schedutediod speed.

It has been evaluated that five components are necessarypfopar controller de-
sign according to the presented requirements: Drive ttaimer, aerodynamics, pitch
system, and generator and converter system. These five camisowill be presented
in the following sections.

3.1. Drive train

The drive train is modelled by two inertias interconnectgdalspring and damper. In
this design, the dynamics of the blades will not be included the blade stiffness and
inertia is therefore lumped into the slow speed shaft. iercts included in terms of

linear friction coefficients on each inertia. This leadgte tollowing formulation of the

drive train model:

Jrwr =Qq — Brwyr — N (Nwy, —wg) — N K 6a

Jgwg =—Qg — Bygwy + p(Nwr — wg) + K 0
éA = Nw, —wy

Qsh = p(Nwy — wg) + K 0

where:w, andwy is the rotational speed of respectively the slow and higlegshaft,
Q. andQ), are the input torques on each shdftandJ, are the two moments of inertia,
B, andB, are the friction coefficients on the two shaftéis the gearing ratig; and X
are the stiffness and damping coefficients of the intercotioreof the two inertias, and
Qsn, is the strain in the shaft used when measuring fatigue danfddge model is easily
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written in the standard state space fofhWith = = [w, w, 0A]7, u = [Q, Q4% , and
y = lwr wg Qunl”

i = Ax + Bu (1a)
y=Cx+ Du (1b)

From Figure2 it can be concluded that the aerodynamic torqig,varies in the
range from a fewk Nm to more thanl M Nm. Also the other variables vary sig-
nificantly in size over the operating region which can notyatduse problems in the
implementation/simulation phase, but also cause the dedggrithm to suffer from nu-
merical difficulties. It has therefore been chosen to perfarsuitable coordinate trans-
formation and scaling of inputs/outputs. This has been dgnperforming a number
of closed loop simulations with a PID controller that hasrbskown to satisfy accept-
able performance. The states, inputs, and outputs are tadedsso that the standard
deviation of all of these variables is close to unity.

3.2. Tower

The tower will be modelled by a mass spring system ag)im(th y as the displacement
of the tower topymn is the equivalent masg#, is the structural damping of the towét,

is tower stiffness, and is the thrust on the tower. Again a suitable scaling of states
inputs and outputs is performed.

3.3. Aerodynamics
The aerodynamics will be approximated by static functiohspatial average of wind
speed, rotor speed, and pitch angle according®b [

1 3

v
Qu= 5o R cp(), ) (3a)
Wy
Fi= 3 om0 er(\, ) (3b)
wrR

A=

(3c)
v

wherep is the air densityR is the rotor radius, and is denoted the tip speed ratio.
The two coefficientep andcr represent respectively the aerodynamic efficiency and
the thrust coefficient, which we illustrate in Figuse

For the linearised model, the partial derivatives of the tmlinear functions are
evaluated along the desired trajectory to obtain a deswmnitf the form @) with the
tilde indicating deviations from the design equilibriuminpio £Q.

~ 0Q, . 0Qq = 0Qq .
o= -0+ B+ - Wp 4a
@ o |go B | pg h Owr | go (4a)
pt:% .54_% .54_% -y (4b)
ov £Q ap BQ ow, BOQ
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Figure 3: lllustration of aerodynamic efficiency and thremsefficient. Light colours indicate small
coefficients and dark colours indicate large coefficients.

3.4. Pitch system

The pitch system is a complicated and highly nonlinear hyliractuator that on the
basis of a given control voltage moves the piston and theretates the blade at a
certain rotational rate. To simplify the LPV controller dgs an inner control loop has
been designed to handle the nonlinear effects. Then thectlosp pitch system can be
described by a second order linear model from pitch referémpitch position.

3.5. Generator and converter system

For the other actuator, the generator and converter sysigimfrequency requirements
in terms of minimisation of power fluctuations apply. Thibitter handled in an inner
loop which has been designed to meet these requirementheHoPV controller design
the generator and converter system can then be approxigtadirst order system
with the associated time constant being scheduled on gensgeed as in5)f. Again
the states, inputs and outputs are scaled appropriatelyh@ndonlinear model is not
linearised because it is already on a very simple LPV foren gffine dependency.

TO Wy
e re 5
Qg s+ Towg Qg,ref (5a)
P, = an Wy (5b)

3.6. Interconnection

With the above described components, the wind turbine mzatebe obtained by stan-
dard interconnection of the blocks described in the abowgmes. The only nonlinear
components described above are the aerodynamics and gersystem. With the as-
sumption that the wind turbine is operating on the nomirgjetitory specified in Fig-
ure2, the equilibrium values for pitch angle and rotor/genearapeed can be described
uniquely by the wind speed. This means that the wind turbindehcan be described

fThe authors are aware of the abuse of notation sincearies in time.
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as an LPV model scheduled on only wind speed as)n (

& —A(v)x + By(v) v+ B(v) {Qﬁwjf} (6a)

=Y | =C)a (6b)

Wy

Wy

=C)z+ F(v)v (6¢c)

4. Controller structure
Before discussing the specific choice of controller strrestilis important to understand
the desired behaviour of the control system in the diffeoparating modes. In partial
load operation an important objective is to maximise theteleal power production.
This means that the pitch angle and rotor speed should beotledtin a way so that
the aerodynamic coefficientp, is maximised. By observing the leftmost illustration on
Figure3 this means the pitch angle should be kept constant closedeg2nd the rotor
speed should be controlled proportional to the effectivedrgipeed to get a desired tip
speed ratio. In practice this will be done by tracking a getmrspeed reference via an
update of the generator torque.

In full load operation, the generator speed and power neels kept close to con-
stant nominal values. This means that the generator totyudd be varied as little as
possible and the pitch position as the remaining controlaics controlled to keep the
aerodynamic power constant thereby keeping the electriepoonstant.

The main part of the controller structure is then a setup facking a specified
generator speed reference by mainly using generator tanqueatial load operation and
pitch angle in full load operation. On top of this main sturet, there will be components
using both control signals in order to minimise the osdilias in drive train and tower
fore aft movement. For the minimisation of tower oscillasca measurement of tower
acceleration is included.

When designing linear controllers for a nonlinear systdm, gystem is typically
linearised by using a first order Taylor series of the nowlirdifferential equation. In
this formulation the desired equilibrium is transformetbithe origin in the linearised
set of variables. Then when implementing the controllerractice, the control signals
associated with the equilibrium in the design must be addete output of the con-
troller. Similarly the equilibrium of the measurements sliobe subtracted from the
online measurements. In this controller formulation, ti/Lmodel will be obtained
using linearisation along a chosen trajectory of operatimigditions. This means that
the same issue therefore applies to the implementationeoéahtroller which is illus-
trated in Figured. In the block diagram the three blocks having inputs fronmested
wind speedyp, should be interpreted as nonlinear static functions ofstimate of the
effective wind speed — derived from the equilibrium coratig described in Figurg.
The wind speed estimate can for this purpose be calculateg aslynamic observer as
in [50].

From Figured it can be seen that this way of handling the issue of equiliboints
being different from the origin will lead to feed-forwardes. For classical controllers
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Figure 4: Implementation structure for an LPV controlleséd on linearisation along a trajectory
of equilibrium points.

such feed-forward terms have proven to be beneficial as siscuin the introduction.
There is, however a risk that the feed-forward term mightdeg overall performance
if it operates in the same frequency region as the LPV cdetrdh this case it should be
included in the LPV design using a 2-DOF controller desigis éxpected that the feed-
forward terms will not interfere with the LPV controller bragse of the successful results
obtained for classical controllers. The LPV design presgin this paper will therefore
not include feed-forward terms, because this would in@¢hs dimensionality of the
design problem and thereby make numerical difficulties ntikedy.

It is not expected that the open loop calculation of feedvéod terms will result in
exact tracking of the target trajectory e.g. as a consequeftnodelling uncertainty. To
counter this, feedback terms with slow integral action hasen included. For partial
load control, it has been decided that only a term for the paeference should be
included as

=0 A I le A
Py = P(d) + pT (@g(D) — wy)
with P(9) andw,(?) the open loop calculation of respectively equilibrium poaad
generator speed from the estimate of wind speggdis measured generator speed and
I is the integration time. In full load operation asymptotadaking of nominal power
is achieved by integral action of the error in tracking thevporeference

%:ﬂ@+@?~@@—m

with P as measured power. Also asymptotic tracking of generaedys in full load
operation obtained by an integral term with the pitch angléha control signal:

o = B@) + 22 - (@y(2) — )

There is a significant difference between the structurerfimgral action in partial load
and full load operation. To make the control law implemelgathe output of the inte-
grators will be gain scheduled on wind speed in a similar veayhat is done in39].
This is done to ensure bump-less transfer between the twatipg modes. Further the
integrators will be reset when the scheduling gain is zelas Teads to the calculation
of the two “feed-forward” terms illustrated in Figuge
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Figure 5: Calculation of "feed-forward” terms with includientegral action.

Remark 8. When designing the integration time for the three integmtbshould be
ensured that the bandwidth of the outer tracking controifesufficiently slow not to
interfere with the LPV controller.

5. Selection of performance channels and associated vgeight

In the applied formulation of LPV control, the performansemieasured in terms of
energy amplification from a number of selected inputs to aciein of outputs — very
similar toH., control. However the objectives in Sectigrare given in physical terms,
such as to minimise the fatigue damage in the tower, to lilétmaximum genera-
tor speed, etc. As performance input, the wind speed is chasd to transform the
objectives into something that can be measured by energlifenaion, the following
performance outputs have been chosen:

Tower top velocity in fore-aft direction, y: The tower is lightly damped close to its
eigen-frequency and it is therefore most important to abtidampen oscillations
around this frequency. In the linearised model, the towgr&locity has a peak at
the tower eigen-frequency for all nominal operating modésus by introducing
a frequency independent scaling of this performance outipeidampening of the
oscillations around the tower eigen-frequency can be dedun the performance
function for controller design.

Torsion torque in drive train, Q.,: For the drive train the issue is very similar, be-
cause it is lightly damped around its eigen-frequency. HadtgorqueQ ., has
a peak at this eigen-frequency which means that a frequedependent scaling
can be used — with the same argumentation as for the towerhijlraempha-
sis is to be put on the drive train oscillations it might be aubageous to use the
difference in rotational speed between the two inertiéis,{ — w,), because this
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will decrease the weight on low frequency and thus increpsie weight on the
eigen-frequency.

Tracking error for generator speed, w.: The main target of using this performance
output is to minimise the variations in generator speed filoendesign trajectory
caused by variations in wind speed. The main content of thd gpeed is in lower
frequencies which means that putting an emphasis on lowémrcy components
will be satisfactory. Because the low frequency componargsiominant in the
transfer function from wind speed to generator speed (fahallinearised mod-
els) this means that again a frequency independent scalagplicable. However,
the scaling should be gain scheduled by effective wind spe&tke into account
that the issue of over-speeds is most likely to occur aroatetirgenerator speed,
i.e. a larger weight for medium wind speeds than on high andwind speeds
should be used.

Pitch activity, 3: Itisvery undesirable to have high frequency contentin thremolled
pitch angle because this would cause a high amount of wedade lbearings and
in the pitch hydraulics. As a consequence it is importantriit ithe activity in
partial load control because the pitch has very limited ety in this region if
the power production is to be maximised. Because of thisstieen decided
to include a scaling in form of a high pass filter to put makelitgh frequency
pitch activity more expensive than the low frequency attiirurther the scaling
is gain scheduled with wind speed to allow for high activityfull load operation
and low activity in partial load operation.

Variations in generator torque, @,:  In the linearised model for controller design, the
electrical power is not directly accessible as a linear daatibn of states and
inputs. However, in full load operation the variations imgeator torque relates
in a direct way to power fluctuations, because the steadg geterator speed
be constant and variations are limited by the tracking adletr Therefore the
generator torque will be weighted by a large frequency ietdejent scaling at
high wind speeds whereas a smaller scaling is used for low gpeeds to allow
for sufficient tracking of generator speed reference.

With the selected performance inputs, outputs and weigHtimctions, the open
loop model for the LPV design can now be formulated with thguils and outputs
defined as

Wy (0) 0 0 0 0 §

0  Wg,(® 0 0 0 Qs

=1 0 0 W, (%) Wo( ) 0 W,
0 0 0 Fi7e 0 B

0 0 0 0 Wo, (0)] L@y

_ _|We _ ﬂref
R I E

It is expected that the control law will result in a high amboh 3P* content. The
issue of3 P oscillations is expected to be handled better by an indaligiich controller

$The 3P frequency is three times the rotational speed of the rotor.
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interconnected with the LPV controller. To decouple thegedontrollers, a notch filter
will be applied to the control outputs at tBé” frequency. Because tI3&” frequency is
close to the drive train eigen-frequency, an oscillatotgs applied to the control signal,
Qg,ref, by using the ideas from internal model control.

6. Linear parameter varying control
With the overall controller structure presented in Sectipthe control objectives given
in Section2, and the choice of performance channels and weights derid&ettion5,
the preparations for the dynamic LPV controller design hiaeen done. This leads
to the design of an LPV controller for the control of wind tumgs. This section will
present the base of the algorithm for controller synthasiscnstruction.

6.1. Synthesis of LPV controllers

In [51] an analysis is provided for LPV closed loop systems underassumption of
slowly varying parameters and 52, 53] the general framework for designing LPV
controllers with arbitrary rate of variation was preseniteéhn LMI formulation. In
the following, the design procedure is summarised and iissussed how to handle
numerical difficulties that might occur for higher ordertyss.

During this section, an abstract representation will beldsethe model derived in
Section3 combined with the performance weights. We consider a we@jbpen loop
model of the form 7a) with associated controlle7b). The closed loop interconnection
can then be expressed as Tit)(with the short hand notation ir7¢).

#0] [AGW) By61) BEW)] [#()
)| = |G6w) Dew)  EGW)| |wl) (7a)
v] Lcew) Fowy o | fu
£0] _[A0(0)  B(6(®)] [ae(t)
o) =letan oty L) (70)
r:m] (Aw(t)) 0 B,(5(1)
()| = 0 0 0 +
0] \leew) o pew)
) BOON taay B[ o 1 o 1) [0
1o sow) oy o] oty o rew) g
(70)
Ea(D] _[Aa(3(0)  Ba(3®)] [a(t)
) =Lt patan) L) (7d)

In the above equations(t) andz.(t) denoting the state vector of respectively the open
loop system and controlley(t) is the measured variables aaft) is the control signal.
The input from the performance channel is denai€d) and its associated output is
z(t). It can be noted that all system and controller matrices épa a time-varying
parameterdelta(t), which is assumed online available (not necessarily a nmedsari-
able — it could also be the output from an estim§tand therefore also used to schedule

81t should be noted that using an estimate for the schedutimarpeter will invalidate the assumption that
it is exogenous. In practice this has not been experiencpdde a problem.
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the controller. In this paper, the performance criterioth @ measured by the induced
L> gain given in Definitiors.

Definition 9. Let> denote a closed loop system described#wy, @nd A be the set of
possible parameter values. ThEris said to satisfy the induceg, gain,~y > 0, if

JdeeR: /OO 20T z(t) dt < (v* — €%) /OO w(t) w(t) dt
0 0

for all possible trajectoriegé(.), z(.), w(.)) satisfyingw(.) € Lq, z(0) = z.(0) = 0,
andd(.) € A.

Via the Kalman-Yakubovich-Popov Lemm&d, 55, 56] it has been shown that a suf-
ficient condition for satisfying the performance specifimais given by the LMI, in 8)
with < and- interpreted as generalised inequalities in the convex obsemidefinite
matrices, i.eX < Y is interpreted aX — Y being negative definite.

forall 6 € A there existX,; = 0 :

o 1"To 0 X4 0 I 0
I 0 —~I 0 0 0 I
Aa(0)  Ba(9) Xa 0 0 0 [Au(6) Ba(d)
C(6) Du(d) 0 0 0 LI||Cald) Duls)

The step from closed loop analysis to controller synthes@ione by describing the
closed loop system matrices as functions of known open loapices and unknown
controller matrices as in7¢) and (/d), and then inserting the expression 8).( This
results in a nonlinear matrix inequality in the new set ofiafales, X .;, A.(9), B.(9),
andC.(6) which cannot directly be solved using convex optimisation.

It has been shown irb[7, 58] that the nonlinear matrix inequality can be transformed
into two LMIs by eliminating the controller variables frorhe original matrix inequal-
ity. The conditions for controller synthesis is given in ©nem10 in which the only
unknown variables ar& andY’.

<0 (8)

Theorem 10. Consider an open loop system described?s) (vith associated param-
eter,0(t) € A allowed to vary arbitrarily fast. Then there is a stabiligicontroller of
the form {fb) that satisfies a closed loop performance levglif there exist symmetric
matricesX andY satisfying

[)1( ﬂ»o (9a)
I o 1o o Xx o0 I 0
c@ "] o I 0 —I 0 0 0 I |[co.],
F(@)] |A@) Bp(d)| [X 0 0 0]]AG) Bpd)| |[F()r
Cy(6) D@ | [0 0 0 LI]]|C,) D)
(9b)
[ "o 0 Y 0 —A(&)T —Cy(8)T
A7kl Jo =i 0 0| [=B,@)T D) | [B()
H |y 0o 0 o0 I 0 {E(d)%} -0 (9
| o 0 0 ~4I 0 I

for all possible parameter valueg,c A, with arbitrary rate of variation.
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The matrix inequalities in TheorerO are clearly linear in the new variables
andY. In the context of controller synthesis it is typically degile to determine a
controller that minimises and not only one that satisfies a pre-specified performance
specification. This can be done by bisection or alternatibegl using the well-known
Schur lemma, whereby the two matrix inequalities are ti@mséd into matrix inequal-
ities that are also linear in. Then~y can be used directly in the convex optimisation
problem.

In the above performance specification it is required toesatfinitely many LMIs
— one for each possible parameter — and the problem can ¢hemdt be solved in fi-
nite time. In the special case of affine parameter dependamtywith the parameters
varying within a convex polytope, the problem reduces tockhey only the vertices
[59]. As discussed in the introduction, affine parameter depeoylis not expected to
give a satisfactory performance for the application in miAtlernatively a method has
been developed for designing controllers for the case @imak parameter dependency
[60, 61]. This approach is much more appealing, but suffers fromerigal issues in the
construction of controllers from the synthesis variabl@gae issue is that the numerics
is highly dependent on the choice (and size) of a linearifyaat representation which
makes it a very demanding task to design controllers for vtiie performance function
is scheduled and the scheduling might change betweernidgtiesah the design process.
Because of these reasons it has been chosen to focus on axiapiive method (us-
ing a grid) presented in6p] but still with the assumption of arbitrarily fast paramete
variations.

The density of the grid is to be determined from a trade-offveen having a lot
of grid points causing heavy computational time and a few gdints not catching the
nonlinear behaviour to a sufficient degree. To understand dlose the grid points
should be, observe first the following: Let

N N
My(z) =M+ @ Mi; =0 , My(z) =Moo+ » x-My; <0
i=1 =1

Then withMs ; = aMy; + (1 — o) Mo ; with 0 < o < 1 we have that

N
Mg(ﬂ?) = M370 + le : MS,i <0

i=1

N N
= OA(MLO + Zﬁl . Afl)i> + (]. — a) <A12)0 + Zﬁl . ]\/[2)1‘) <0

i=1 i=1

M1 (:E) ]\'12 (JE)

which means that if we can assume affine parameter dependétiey weighted open
loop in the interval between two grid points, the stabilibdgerformance will be given
for the intermediate parameter values. For the specificiegn of LPV control for
wind turbines, it has been chosen to select two grid poingaah of the following three
operating modes: partial load operation with variable gatoe speed, partial load oper-
ation with nominal generator speed, and full load operafidns provides an acceptable
trade-off between having a few number of grid points and malting the assumption
of piecewise affine parameter dependency too much.
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6.2. Controller construction

By solving the optimisation problem for controller syntises Theoreml10, we get
an achievable performance level, and the matricex’ andY for the quadratic stor-
age/Lyapunov function used to measure the performanceabitity of the closed loop
interconnection.

Note on the other hand that the controller variables B.., C., and D, are elimi-
nated in the step from analysis to synthesis which meanshbgiare not directly avail-
able from solving the synthesis LMIs. However, observe timater the assumption that
X, andy are known variables, the analysis inequalByié a quadratic matrix inequal-
ity (QMI) in the remaining controller variables. This QMI&a particular structure of a
known constant inner term and the outer terms are strucagége identity over a term
which is affine in an unstructured matrix (the controllerigbles). This particular struc-
ture for QMls is linearised ing7, 58 by eliminating the variables in the outer terms.
Further the proofs are constructive which means that evargtithe controller variables
are not directly available from the synthesis LMIs, they banconstructed afterwards
by following the steps given in the proofs. The result is préed in Lemmad.l and a
construction procedure based on the constructive pro®Q0hi$ given in Algorithm12.

Lemma 11 (Elimination Lemma%7, 58]). Assume there is a matrik € R"*™ and a
symmetric matrixP e R("+m)x(n+m) with no zero eigenvalues

- T -
I I
[LTKR +u| T |LrkR+ M} =0 (10)
in the unstructured unknowR has a solution if and only if
- T -
I I
RT {M_ P _M} R, <0 (11a)
a1 T AT
Lf{]y} P‘l{]y}Ll>0 (11b)

Algorithm 12

Step 1 Choose non-singular matricésand¥ such that.® = [L; 0] andR¥ = [R; 0]
such thatl,; € R"2*™L andR; € R"2*™~ have full column rank

Step 2 Let

I 0 0
A1 A2 o g7 Al 0 0 Al T
A= =" MY, T= Q=
|:A21 AzJ ’ 0 I’ Ai|”
Aoy O Ago
T
LU0 voo0
H_{o @‘T} P{o <1>—T}

Step 3 Find©; € R™L*"k gnd®, such that

011" (o T Tro) " oT ©1
[@J (rmr - rThe (07ne) ) o <0 @2

e.g. by an eigenvalue decomposition.
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Step4 ThenK = L7 7(0:,0," — A1) Ry *

Returning to TheorerhQ, it can now be seen tha8)with control variables inserted
is equivalent to9b) and ©c) by plugging in

ur x cl vT v
0 B@))" 0 I 0 Ao(8)  Bo(0)
= B R_[C(é) 0 F(5)} » K :[cc(a) Dc(d)} (13)
A() 0 By(o) o e
M=10 0 »PEAx, 0 0 0

Now we are only left with showing that.; - 0 is equivalent to9a) with the particular
choice ofX ;. This is a standard result and is done by using a congruersftianation.

X U

= A _1: N
X”‘[UT X}>O X [VT v

cl
)
y n'[x uvl[y 11 _[I 0 Yy N _[y 1],
vt o] [vT X| VT ol |xX U||lvT o |I X
Also because the controller construction will depend upop it is required to show

how X.; can be reconstructed froid andY'. In [63] it is suggested to calculate it as
follows

YV}

o [Y V} - {I 0
=11 o X U
7. Numerical conditioning of LPV controller design
To summarise we have seen that the LPV controller desigrigarotan be solved by de-
terminingX andY” satisfying @) for which~ is minimised. TherX; can be constructed
using (L4) and the controller matrices il can then be determined by algoritlrawith
variables as inX3). In practice the solution is unfortunately not that simipéeause nu-
merical issues might make the controller construction isslie if no extra measures
are taken. This section will present methods for conditignihe controller synthesis and
construction to make it possible to design LPV controllersiractical applications.

} , UVl =1—-XY (14)

7.1. Choice of realisation

In the synthesis problem for the control of wind turbinedwierformance specification
as in Sectiorb there are 183 variables. This number of variables is rathaitlgor the
size of the open loop model, because the performance clsaweet chosen in a way
to give low order weights. Still when seen from the point awiof semi-definite pro-
gramming, the number of variables is high which means tfes#nsitivity to some of
the variables can be poor. Because of this, the optimisatioblem might in numeri-
cal practice be non-convex and since the optimisation asswonvexity the algorithm
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might lead to only a local minimum iy. From a number of linear control methods
based on optimisation algorithms it is well-known that tieice of realisation has a
crucial significance on the achieved performance level.

It is important to pay attention to how the synthesis probiesponds to different
realisations and it has therefore been chosen to investigat different methods for
obtaining a realisation that is appropriate for LPV corémotlesign. The first method
is a simulation based method in which the realisation isrtréd so that the inputs,
outputs, and state variables all have a standard devialise ¢o unity. This is done
by applying a wind speed input and associated referenceglmsad loop simulation
with a PID controller as presented in Secti®n The alternative method is based on
Gramian-based balancing. A representative operatingittoné determined for which
an LTI Gramian-based balancing is done along standard liflesn the transformation
used to balance this realisation is used at the other opgratinditions to keep the
operating conditions in the same coordinate system. Feettveo methods used to form
the realisation the first method showed superior performavith the Gramian-based
method having a performance level ranging from 333 timessw/o the optimisation
problem not even being feasible — depending on the choiceuifilerium used as the
basis for the state transformation.

7.2. Inversion of2TTI
It can be shown thatl(lg) is equivalent to requirin@” TIQ2 < 0. This means thad” I
is always non-singular, but in practice it might become \ifgonditioned which can
be seen from the the particular setup for control of wind ingb. In this application
the primal LMI has a condition number in the orderlof® and it is concluded that the
inversion of a matrix this ill-conditioned might affect themerical conditioning of the
algorithm. In B4] a remedy is suggested by an appropriate scaling:of

ChooseV such thatR¥ = [R; 0] as in Algorithm12, e.g. by a singular value
decomposition oRR. Then let

T
| Jie| sr | I = _x1L 0 A
(i = M R Y R U IR

We can observe thak satisfies the conditio®¥ = [R; 0] but is now scaled to give
better conditioning of2”TIQ as can be seen from the following observation.

r T

el "o
: -;@[Tg’ﬂ ’ ;@% SHEAHE:

We are of course still left with finding a suitabigwhich is not easier from a numerical
point of view, but the point is that even with an approximaiiton Q7TI(2 is made
better conditioned.
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7.3. Conditioning of variables
The main matrix inequality used to determine the contralderables is 12) which con-
tains a number of products between the matrided], and(2. If one of more of these
variables are ill-conditioned, numerical errors might maknall negative eigenvalues of
(12) shift to positive eigenvalues, which in the end means thistimpossible to deter-
mine a®; and®, of appropriate dimension that renders the matrix inequaéitisfied.

The conditioning ofY’ and(2 is giving mainly by the norm of\/ and ¥, because
they are bounded from below by 1. If a proper realisation seim (e.g. according to
the discussion above and by scaling of the inputs and ogfghesnorm ofM will not
have any significant impact on numerical stability of theoaidtnm. The norm ofl will
be given mainly by the square root &> which is expected to have a norm in the same
scale as?. This means that with a proper choice of realisation andregalf inputs and
outputs, the numerical issues in controller constructi@h whe proposed algorithm is
determined by the conditioning ®f and therebyP.

For reasonable choices of performance levetlpse to unity), the conditioning of
P is given by the conditioning ok ;. X, is unfortunately often close to singular when
the optimisation problem approaches optimum. If we congjdi@) in the special case
for controller construction with symmetrig.; = X; ' X,, we obtain 5).

0 0 |X;'Xe 0
I T 0 I 0 0 I 0
LTKR+ M XTxX;T 0 0 0 || I"KR+M |~
0 0 0 ir
Y
(15)
Then we can equivalently reformulate the LMI as
0 0o |x;t o
R _71‘6 0 XOI <0 (16)
* Xt oo 0 0 {02 IJ (LTKR+ M)
0 0 0 ir
vy
or equivalently by using thaX; is symmetric
T
e el S ! ]
_ — —T
{*} X, 00 0 {X(l) ﬂ TR+ M) | Z0 @D
0 0 0 %I -

Also by using a congruent transformation wiﬁ)1 ﬂ or { 0 I the LMI can

equivalently be formulated as

0 o0 |xI 0
171 0 =1l 0 0 L
{T} X: 00 0 (LTKR+ M) S0 O [ <0 (8
1 0 I
0 0 |0 11
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or
-1
L
o —1T1
[*} X;T 0 | 0 0 ||(@KR+ M) {XS ?J <019
0 0| 0 i1

For the choice ofX; and X5 consider againl). In this formulation,X; and X,
may be very differently conditioned, e.g. because of déferconditioning ofX, Y/,
and/ — XY. In order to make the algorithm better suited for numericehputations
it is suggested to use that andY are symmetric and positive definite. This means
that they can be expressed.ss= M7 M andY = NTN by for example a Cholesky
factorisation. Then the following rearrangementbf)(can be made

. [NTN v17'[ 1 0] [N NTV]TUNT 0][I 0
A= I 0 MTM U| |1 0 o MT||mMm M-TU
N NTY]U[N-T 0
“ M7 0 M M TU (20)

If we denoteS = M ~7U andT = N~TV we can exploit the explicit expression for
andV in the following way

ST = M~ TUVINT =M1 -XY)N"'=MTN"' - MNT (21)
This means that we have three different ways of calculakingnd X s

1. Original method from§3]

X, = [5; m , Xo= [)I( 8} , UV =I1-XY (22

2. UseofX = M"M andY = NTN
T B e R

3. Exploit structure o/ ~"TUV N !
X, = [A;VT ﬂ . Xo— [NMT g} . STT =M TN — MNT
(24)

For the application, these different methods have beersiigated together with the
different rearrangements of the LMI given it&19). A summary of the results for
the construction ofX; and X is given in Tablel from which it can be seen that the
original method in 22) results in a big difference in conditioning &f; and X5. A
significant improvement can be seen in usi@g)(n which the conditioning of; and
X5 is equally distributed and with the change of variables2i4) (the conditioning of
all three variables is improved.
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Table 1: Conditioning ofX;, X2, andX; using different representations.
method fromeq. cor(d{:) condX:) condX.)

(22 3.10° 6-10™ 6-10"7
(23 8. 108 8. 108 6-10'7
(24 1-107 1-107 2.10M

From Tablel it can be seen that there is potentially a large advantagsgnigx'; and
X instead ofX; in the construction QMI — especially when usirgB) and @4). The
three different methods for constructiig and X, have been investigated in the context
of constructing the controller variables using the fouriamats of the construction QMI
(16-19). For all four QMls there is a significant improvement in gi23) and @4)
over 22), whereas there is no noticeable difference between u&Bjgand @4). It
is expected that even though there was no significant difteréetween the two latter
methods, 24) might show numerical performance improvements for otipgtieations.

Regarding the four variants of the QMI it is concluded thafa@ir methods show a
significantimprovement over using,,; directly, but that{6) and (L7) show a significant
improvement over usindl®) and (19). It is concluded that the reason fdr8) and (L9)
having worse performance is that by performing a congruanstormation of the QMI
with X; or X, ! the QMI is essentially changed. This can result in the QMhgei
worse conditioned and potentially indefinite which meart tha construction cannot be
solved.

7.4. Bounding synthesis LMIs and variables
The remedies presented in Sectibhthrough7.3involve modifications to the construc-
tion algorithm to render the controller construction pbksirom a numerical points of
view. In practical applications the controller constroatimight still fail because of
numerical issues.

For a typical applicationX andY will become large when reaching optimum and
I — XY will be close to singular. This means that the constructioX pand X of full
rank is difficult becaus& or V' (or equivalentlyS andT’) will be ill-conditioned. In
the particular application this is also the case with XY having a condition number
in the order of10'3. To handle this issue a slack varialfiehas been included in the
coupling condition9a) as in 5) to separate the eigenvaluesXffrom the eigenvalues
of Y 1. With a Schur complement 026) and a reordering of the terms we can see that
I — XY < —(8? —1)I which means that by increasiggwe can makd — XY better
conditioned.

[ﬁYI gﬂ 0 (25)

As mentioned X andY might also become very large in norm which increases the
norm of X; and X, and in many cases making them worse conditioned. To avasd thi
an upper bound is included for the two variables.

Another issue is thad, in (12) can be singular and therefore not invertible. Because
the inequalities are strict it is suggested to pert@ibto make it non-singular without
violating the matrix inequality. In practice it might not pessible to perturl®, enough
to make it invertible from a numerical point of view. In thiase it can be necessary to
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modify the constraints in the original LMILLQ) in order to make it possible to construct,
K, i.e. it might be necessary to change the QMI which ess@nttatione by bounding
critical variables or LMls.

It should be noted that these introduced coefficients andd®oomes with the cost
that the synthesis problem in Theord@most likely will not satisfy the performance
criterion,~, with the introduced bounds. This means that it might be s&ary to go for
a controller satisfying a slightly poorer performance le¥®r the particular application
this means a decrease in performance from 1 toy = 1.33.

7.5. Design algorithm
In summary we can design a controller to satisfy the perfocaacriterion in Defini-
tion 9 by following Algorithm 13.

Algorithm 13

Step 1 Balance the open loop system, e.g. by making the standaratidevof all states
have size close to unity. Also scale inputs and outputs te kees close to unity.

Step 2 DetermineX andY by solving the set of LMIs in Theoreit0.

Step 3 Determine a representation far, and X, according to 22-24) and choose one
of the reformulations of the QMI for constructioh@-19)

Step 4 Calculate the controlleri, from Algorithm 12 with the suggested modifica-
tions.

Step 5 If controller construction fails, bound critical varialeMIs and reiterate from
Step 2.

8. Simulation results

The proposed design algorithm has been applied to the daftraind turbines. The
gain and time constant in the performance weights have bemsea by an iterative pro-
cedure by first designing an LTI controller at the operatinmfs to satisfy the desired
performance specifications after which the LPV controBetésigned. The performance
for especially the fatigue damage is difficult to evaluatectly from the energy gain
as discussed iMdp]. The damage rate is instead evaluated from rain-flow counmthv
is a simulation based method. Also the requirement of lilgithe maximum genera-
tor speed error is better evaluated by simulation studiesuse it will depend on the
expected spectrum and amplitude of the effective wind speed

In the design procedure it was experienced that it was napess exaggerate the
gain of the performance weights to get appropriate perfaoa&rom a simulations point
of view. Especially the weight on pitch in low wind speedscking error of genera-
tor speed in mid wind speeds and generator torque in high gpegds needed to be
modified significantly from the LTI design to the LPV designgtet similar controllers.
Otherwise the LPV controller in low wind speed would resesrthle high wind speed
controller too much. This indicates that the method of allhmparbitrarily fast param-
eter variations is restrictive for the particular applioat In the following it will on
the other hand be shown that the LPV controller designedjubimexaggerated perfor-
mance weights show satisfactory performance from sinaratpoint of view, and the
LPV controller design is therefore concluded to be succéssf
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The resulting LPV controller has been implemented togetlitgra nonlinear model
of the wind turbine. It has then been simulated with a staah&snd input with turbu-
lence according to the IEC 1A standaé®]. The simulation results have been compared
to a controller similar to a commercial controller, desidnesing classical techniques,
i.e. PID tracking control of generator speed reference wdtttrol signal as respectively
electrical power and pitch angle for the two operational exdThis PID controller
is then combined with feed-forward terms and feedback ldopwitigate drive train
oscillations, tower fatigue, etc.

A simulation result for partial load operation is shown irgliie 6 from which it
can be seen that the LPV controller follows the referendedtary very well in order
to optimise electric power production. Special attentibowdd be made to the two
bottom graphs on the figure displaying pitch angle and agoxeer from which it can
be seen that the power production follows the referencedrajy well without much
pitch activity. In Table2 a comparison of some of the important criteria for partial
load is given. Most importantly it can be seen that the pitiivaly is reduced by 43%
without reducing power production. Also the drive traindsare reduced by 20%. The
downside is that the tower damage is increased by 13%, lsisthbt critical because in
the low wind speeds, the absolute level in tower damage islloing low wind speeds.

Table 2: Comparison of an LPV controller and a classicalrobletr at low wind speeds. Damage
is normalised according to level of classical controller.
Tower damage Drive train damage  Pitch travel  avg. Power
LPV 1.13 0.80 13- 10° deg 918 kW
Classic 1.00 1.00 23-10°deg 906 kW

In Figure 7 another simulation result is given for partial load duririgher wind
speeds where the generator speed reference is saturateclfimve. In this figure it
should be noted that the generator speed variations aralbduny plus/minus 100 rpm
without affecting the power production significantly. A cparison to a simulation with
the classical controller is shown in Tat8drom which the most important observation
is that tower loads are reduced significantly (almost hglwéthout increasing the pitch
activity or variation in generator speed or decreasing the¥age power production.
Further the drive train loads are reduced by 10%.

Table 3: Comparison of an LPV controller and a classical rmiler at medium wind speeds.
Damage is normalised according to level of classical cdletro
Tower dam.  Drive train dam. Pitch travel Speed peak-peak . @orger
LPV 0.52 0.90 288 - 10 deg 218 rpm 2419 kW
Classic 1.00 1.00 310 - 10° deg 221 rpm 2416 kW

In full load operationimprovements can be observed whermpaoing to the classical
controller. A result from a simulation in full load is given Figure8 from which it can
be seen that the reference trajectory is tracked well witallsppwer fluctuations and
the generator speed bounded by less than plus/minus 100FmmM a comparison to
the classical controller given in Tabdeit can be observed that the tower loads, drive
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Figure 6: Simulation results for low wind speeds. Dashedllmes: reference trajectory from
estimated wind speed. Full grey lines: Response with LP\rotier. Good tracking performance
can be observed for power and generator speed together ieithgtch activity.
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Figure 7: Simulation results for medium wind speeds. Dadhadk lines: reference trajectory
from estimated wind speed. Full grey lines: Response witti téhtroller. Good tracking perfor-
mance of power together with limitation of generator speé@tiwnominal speed:100 rpm.



SECTION 9: CONCLUSIONYDISCUSSION 129

train loads and variation in generator speed are all deedeasien comparing to the
classical controller. Further the standard deviationacking error of power reference
is reduced, but the pitch activity is increased by 8%.

Table 4: Comparison of an LPV controller and a classicalraler at high wind speeds. Damage
is normalised according to level of classical controller.
Tower dam.  Drive train dam. Pitch travel Speed peak-peak . Psider
LPV 0.81 0.57 603 - 10” deg 188 rpm 17.3 MW
Classic 1.00 1.00 558 - 10° deg 293 rpm 23.2 MW

Finally the scheduling in the LPV controller is tested byfpening a simulation
with a ramp like wind speed to cover the transition betwe@ndperating conditions.
Such a simulation is given in Figui@from which it can be seen that the controller
provides a smooth transfer between all three operating miquatial load control with
variable generator speed reference, partial load conitblfixed generator speed refer-
ence, and full load control.

To summarise the three scenarios it can be concluded thaitttteactivity is de-
creased significantly during low wind speeds and tower aive tiain loads are reduced
significantly in higher wind speeds. Also the variations é@ngrator speed are reduced
in higher wind speeds — especially in full load operatiorhvéitreduction of 36%.

The performance increase comes with the cost of higher timads during low wind
speeds (deemed insignificant) and slightly increased pittiity in full load operation.
From a design of LTI controllers at each of the three regiortsn be observed that
these two issues can be handled better on a local scale.nfliésies that the assump-
tion of arbitrary fast parameter variations is restricéwvel that a better performance can
be obtained by relaxing this constraint to rate boundedmpetear variations. This might,
however, complicate the controller construction furthecduseX.; then will be param-
eter dependent and the conditioning might vary signifigamiier wind speed. Further
there is no general method for identifying a basis functamtiie dependency of; on
the parameter.

9. Conclusions/discussion

This paper has presented a systematic method for desigsingla control law to cover
both partial load operation and full load operation. Thepmsed controller is based on
the LPV design method which can be interpreted as a gain stthgdhat provides a
smooth transition between different LTI controllers foraaget trajectory to take into
account model nonlinearities and different design requénets along the trajectory.

The LPV design method suffers from numerical issues thatesabmputation of
the controller difficult for medium to large scale systems.nTake the controller design
with general parameter dependency possible for the spegifiication, the paper has
presented and discussed several issues related to theicalnoemputation of LPV
controllers. The impact of a different representation & tlesign variableX.;, was
investigated using three different methods and it was emted that an equal spread in
conditioning for the rational representatiéh, = X, ' X, is important for numerical
stability in the algorithm.

The proposed method for obtaining a numerically stablegaesigorithm has been
used for the design of an LPV controller for control of winahimes in both partial
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Figure 8: Simulation results for high wind speeds. Dashedllines: reference trajectory from
estimated wind speed. Full grey lines: Response with LP\frotier. Small power fluctuations
can be observed together with limitation of generator speitin nominal speedt100 rpm.
Power decreases at e.g. 260s are caused by the wind spepthdrbplow approx. 13 m/s.
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Figure 9: Simulation results for whole wind speed range.hedslack lines: reference trajectory
from estimated wind speed. Full grey lines: Response witil téntroller. A smooth transition
between partial load operation and full load operation seoted.
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load and full load operation. Using simulation studies,gheposed controller has been
compared to a controller designed using classical teclesigad it has been concluded
that the LPV controller achieves significantly better perfance. Most importantly,
a decrease in pitch activity is observed for low wind speeatdbstawer and drive train
loads are reduced in higher wind speeds. This performacedse is obtained without
affecting the produced power, power fluctuations, and gaoespeed variations. How-
ever, the tower loads are observed to increase during low speeds and pitch activity
is increased slightly during high wind speeds. Overall istil concluded that these
two cases of decrease in performance level do not have disantiinfluence when
comparing to the above mentioned increases and the deghgréfore concluded to be
successful.

The proposed controller has not yet been implemented o wirgturbine. Before
this can be done it should be investigated how the controldffects the structural
components not included in the design model, e.g. bladerdigsaand tower sideways
movement. Also it should be investigated how the control keelaves in the case of
rapid wind speed variations — especially in the context efititerconnection between
the feed forward term and the LPV controller.

Finally it has been experienced that there is a large diffegdetween the combina-
tion of weights that are appropriate for designing lokal controllers and the weights
necessary for appropriate simulation results in the LPYh&aork. For the weights for
the LPV control it was necessary to exaggerate the weighgetahe desired perfor-
mance from a simulation point of view. This indicates that #ssumption of arbitrarily
fast parameter variations is conservative and it is theeefoggested to do similar inves-
tigations for rate-bounded parameter variations. Thegtesigorithm in this case is in
theory very similar, but the numerics are expected to be widfreult to handle, because
conditioning of the design variables can vary more over therating trajectory.

As a concluding remark it should be noted that model una#stas not handled
directly in the design formulation, but the performancerofes considering tower and
drive train oscillations can be considered as a detuningeftriacking controller at the
two respective eigen-frequencies. Also the channels fristurdbance (wind speed) to
control signals can be considered similar to the contradisigity usually used in robust
controller techniques. Robustness towards parametriertainty can be covered fairly
well by sampling the parameter space.
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Rate bounded linear parameter varying

control of a wind turbine in full load
operation

Kasper Zinck @stergaard * Per Brath * Jakob Stoustrup **

* Turbine Control and Operation R&D, Vestas Wind Systems.
** Automation and Control, Department of Electronic Sysseralborg
University

Abstract: This paper considers the control of wind turbines using tR&/ L
design technique. The controller design is done using a gwatibn of the
method with elimination of controller variables and the heet using a congru-
ent transformation followed by a change of variables.

An investigation is performed to understand the gap between rate of vari-
ation and arbitrary fast rate of variation for the selecteuesluling variable. In
particular it is analysed for which rate of variation, thedbperformance level
starts to deteriorate from the performance level that casbt@ned locally by
LTI controllers.

A rate of variation is selected which is expected only to beeexled outside
the normal operating conditions. For this rate of variatiaontroller has been
designed and simulations show a performance level overpkeating region
which is very similar to what can be obtained by LTI designstfe specific
operating condition.

Keywords: gain scheduling; linear parameter varying systeModelling, op-
eration and control of power systems; Output feedback obritMIs; Indus-
trial applications of optimal control

1. INTRODUCTION

Several gain scheduled controller design approaches le@reibvestigated for the con-
trol of wind turbines. Most approaches either neglect theofvariation of the schedul-
ing parameter as iM] 8, 15 or alternatively controllers have been designed to allow f
arbitrary fast parameter variations as # 11, 13]. The nominal operating condition
is essentially determined by the average wind speed togefitie operational settings
such as rating of active power and generator speed.

With the assumption of zero parameter variations it is fidss0 get a high level of
performance locally for all operating conditions. The digantage is that if the assump-
tion of very slow parameter variations is violated it is unium how the controller will
perform, potentially leading to a decrease in performaacelland perhaps closed loop
instability.

The other extreme, allowing for arbitrary fast parameteiat®ns has the advantage
that the performance level is guaranteed for all possiliésraf variation. The disadvan-
tage is that the assumption might impose strict requiresnentthe controller making
the local performance poor.

This paper will deal with the controller design with the sgbkng parameter limited
to a rate of variation between the two extreme values to givenalerstanding of the gap
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in performance level between slow and fast parameter \@mt In [LO] a controller
design with rate bounded parameter variations is done foe@ewise affine model of
a wind turbine using the multi-convexity property for thjgesial case as described in
[6]. In this paper an alternative approach is taken by griddiveyparameter space.
The advantage in this approach is that it does not suffer franpotential conservative
restrictions associated with using multi-convexity. lbahd on the other hand be noted
that by the gridding method, no guarantee is given for tharmpater values in between
the grid points. This is not expected to cause a problem améhe@xamined by testing
the synthesis linear matrix inequalities (LMIs) in a dergped.

The LPV controller will be designed to have a level of perfarmoe locally at each
operating condition that is similar to what can be obtaingdfLTI controller designed
for the particular operating condition. At the same timedbetroller must maintain this
level of performance even with parameter variations in ifipel interval. The design
method will be based on a combination of two methods in ordeshttain a convex
optimisation problem with low complexity and also a numallic stable algorithm for
construction of the controller.

In Section? the considered control problem will be presented and a obetistruc-
ture is selected. Then in Secti@the LPV controller design algorithm is presented
followed by a discussion of practical considerations int®ect. In Section5 the con-
troller is then designed and simulation results are presdntSectioré followed by the
conclusion in Sectiofd.

The notation used in the paper is as follows: For real symoeiatricesM, M < 0
is interpreted as\/ being negative definite, i.e. all eigenvalues are negatindarge
matrix expressions the symbelill denote terms that are induced by symmetry. Ket
andY be symmetric matrices and and N be non-symmetric matrices then:

X+M+ () *| [X+M+MT NT
N Y| N Y
Also a short hand for functional dependency will be applidtew necessary for nota-
tional simplicity. A functionf(a(t), b(t), .. .) will be abbreviated ag®:®.

2. CONSIDERED CONTROL PROBLEM

The aim is to design a full load controller that limits thewdritrain oscillations while
tracking nominal generator speed and active power. We densi 3 MW, tree-bladed
wind turbine with a rotor diameter of 90 m and a doubly-feduatibn generator. The
wind turbine has three pitch actuators making it possibtghnge the angle of attack of
the blades individually, but in this paper only collectivigch is considered because the
objective is regarding drive train oscillations and tragkof speed and power references.
Another actuator is the generator reaction torque whichbeaaltered by changing the
currentin the rotor of the generator.

In full load operation the active power should be kept clas¢he rated value of
3 MW with a low amount of fluctuations in order not to introdwelectrical noise onto
the grid. The generator speed must also be kept in the naighbod of the rated speed,
because the the generator and converter system can ovirieagenerator speed ex-
ceeds the tolerated level. Regarding oscillations, thesdrain is lightly damped around
10 rad/s which means that small disturbances at the driwedigen-frequency will lead
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to large oscillations. These oscillations lead to incrddsdigue damage in the drive
train and in order to make the wind turbine profitable meamsrfmimising the drive
train oscillations are necessary for the control of modeimdviurbines. Finally the
heart of the pitch system is a hydraulic actuator that cag balused to deal with the
slow disturbances caused by changes in wind speed. A highdreey component in the
hydraulic actuator will result in a large wear in the meclsamhaking it very expensive.

It has been decided to use the generator torque to damperivberdin oscillations
and the pitch system to track the generator speed referdieereason for this split is
that the drive train oscillations occur at a relatively higgguency which will lead to a
high pitch activity (and thereby wear) if it is dealt with byet pitch system. The pitch
system is on the other hand necessary for controlling theticienergy captured by the
wind turbine. It has been chosen use only pitch angle for pleed control because it
is more important to limit power fluctuations than error iadking the generator speed
as long as the limits are not exceeded — and the pitch systérdeai with the wind
induced variations.

This splitinto two control algorithms calls for a two-stegsign algorithm. The drive
train damper is designed by a classical strategy in whichnd pass filter containing the
drive train eigen frequency is fed back from generator sgeegenerator torque. The
speed controller is then designed as a tracking controiigr wtegral action. A gain-
scheduled, linear parameter varying (LPV) controller issgn for the speed controller
in order to handle the nonlinear aerodynamics and furtherk®e into account that more
control effort is accepted at lower wind speeds becauseatikitig is harder at these
frequencies. The interconnection of the wind turbine med#i the controller is then
as illustrated in Figl with the following signal definitions: pitch angl&), generator
speed ), rotor speedy,.), aerodynamic torquel,,), and generator torqué)().

wr |_> J

Lpyv [Bres pitch Bl aero[ 9]

drive
train

Qg[ band

pass

—
v

Figure 1: Block diagram of controller structure.

The drive train damper has been chosen along classical dsmesband pass filter
of the generator speed fed back to the generator reactigoneaas in {) with Aw a
small number determining the width of the filter. The galn, is chosen to give a
satisfactory trade-off between damping of oscillationd aantrol effort (noise on the
power production) as indicated by Fi.

Qq(s) K-s

we(s) (54 wo — Aw)(s + wo + Aw) )

When designing the LPV controller, the interconnectionhaf drive train with the
damper can now be considered as a first order low pass fill@rdsyodynamic torque to
generator speed and with the rotor speed proportional tgeherator speed. The LPV
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Figure 2: Magnitude plot of interconnection of drive traiitiwdrive train damper.

controller can now be designed to trade off the tracking ofegator speed with control
effort (wear on pitch actuator).

3. LINEAR PARAMETER VARYING CONTROL

This section will describe the approach used in this papedetign an LPV controller
for the control of wind turbines. The closed loop performalevely will be measured
by the energy gain (induced, gain) from a specified performance inpui(¢), to a

chosen performance outputt), i.e. measured blz(¢)||2 < v||w(t)||2 for all nonzero

inputs with finite energy.
For notational simplicity we will describe the weighted apeop system byZ2) and

the objective is then to design a controller of the foBhtb satisfy an energy gaimfor
the closed loop interconnectiod)(with z.; = [zTz1]7.

&(t) = a(vs(t))z(t) + bp(vs(t))w(t) 4 b(vs(t))u(t) (2a)
2(t) = cp(vs(t))2(t) + d(vs(t))w(t) + e(vs(t))ult) (2b)
y(t) = c(vs(t))z(t) + f(vs(t))w(t) (2c)
Te(t) = ac(vs(t), 0s(t))we(t) + be(vs(t), 0s())y(t) (3a)
u(t) = ce(vs(t), 0s(t))zc(t) + de(vs(t), 05 (¢))y(t) (3b)
Tep(t) = Act(vs(t), 0s(t)) e (t) + Ber(vs(t), 0s(t))w(t) (4a)
2(t) = Ca(vs(t), 0s(t))zar(t) + Da(vs(t), 0s(¢))y (1) (4b)

From dissipativity arguments it is known that the closeglegstem is exponentially
stable and achieves an energy gaiii there exist a symmetricX.;(vs(t)), for which
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the following two requirements holdX,;(vs(t)) is positive definite for all possible
parameter values, in the interval from 15 m/s to 25 m/s, and the inequally i6
satisfied for all possible trajectories of the plant and afigible parameter values in the
interval.
%xcz ()T Xaa(vs (£)wer(t) + 2(5)T 2(2) < v2w(t) T (t) (5)
The inequality §) can be formulated as an LMI which means that determining the
energy gain of a closed loop system can be formulated by aexamptimisation prob-
lem. In the case of controller synthesis we plug in the opep kystem and controller
variables in the analysis formulation, but it turns out tmbalinear inX,; and the con-
troller variables. In2] it was shown that the controller variables can be elimidétem
the nonlinear matrix inequality. By a partitioning &f.; according to §) we can formu-
late the controller synthesis as determining two symmetitrix functionsX (vs(t))
andY (vs(t)) such that7) is satisfied for all parameter values in the interval of etpé
wind speeds and associated rates of variation.

L [xv M 1 [yv Nv
el = |:MvT Xv:| ’ X cll = |:NvT Y/v:| (6)
Yv I
{ 7 X”} =0 (7a)
W] T X+ X e + (%) XUy & ¢ 0
* * 7 f9 0l <0 (7b)
* e v —yI| [0 1
A O T B B
* * —~I % e 0l <0 (7¢)
x Yy I [0 T

Alternatively by a congruent transformation similar to wieadone in [L4] and [3]
we can get an alternative formulation for the synthesis &)iwith the variables defined
asin @), (10), and (L1). This matrix inequality is still nonlinear, however wittsaitable
variable substitution it can be turned into an LMI.

Qu  * Ly Lo

Q21 Q2 Loy Lo <0 (8)
* | A

Qll — _ Yv,i) + a’Y? + bvdcv,i)cvyv_’_

+ 0%V NV (%) (9a)
Q22 :Xv,i) + XY + vavdcv7't')cv+
+ MPb."" e’ + (%) (9b)

QlQ :Xv,i)y_’_]\/’[vﬂ')NvT +Xvavyv+
+ XU0e" PN 4 MUY
+ Mvacv,i)NvT + (av + bvdcv,i)cv)T (QC)
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L1y =bY +bYd:"" f (10a)
Las =(cf +e"d.""c)" (10b)
L21 :va;)) + vavdcv,i)fv + vacv,i)fv (100)
Liy =(c5Y" +€%d. " c'Y" + Ve NVT)T (10d)
—yI (d° +evd."" f)T
A= . 11
d’ +evd."" fv —~I (11)

In this paper we choose an alternative approach. Insteagmyiag a variable
substitution, we assume that(v,(¢)) andY (v, (¢)) are known from solving®). Then
we can calculaté/ (v,(t)) and N (vs(t)) from the relation 12) which means that the
matrix inequality 8) is an LMI in the variablesq(vs (), 05(t)), b(vs(t), c(vs(t)), and

d(vs(t)).
M (vs(£))N (05(£)" =1 = X (v(1))Y (vs(t)) (12)

If we assume that?] is satisfied then we know from the elimination lemma thatdhs
ad.(vs(t)) such thatA < 0. It is therefore possible to perform a Schur complement of
(8) to arrive at (3). If we then assumed that we have determineld(a;(¢)) to satisfy

A < 0 it can be observed that the upper left block B8)is only dependent of.(vs(t))

and the lower right block only depends upggivs(t)). In [5] it is shown for LTI systems
that if (7) is satisfied it is always possible to fibd andc. to make to diagonal blocks
negative definite and the off-diagonal blocks zero by chugpsi. properly.

T
Qi1 Q2 Ly Lio| -1 (L1 Li2
— A <0 13
{Qsz Q22 Loy Lo Loy Lo (13)

The same procedure can essentially be applied for LPV sgsésnargued inl]]. This
means thab.(vs(t)) and c.(vs(t)) can be determined independently to satisty)(
and (5), anda.(vs(t), 0s(t)) can be calculated by solvind ).

XV 4 X?(a® + {)”dcm’c”) + * * *
(by +bvdc" " f0) T X It N
(cp +evd:""c?) cp+evd."c? —vI
MU
+ 10 [ b [ev fU 0] +%=<0 (14)
0
—YU? 4 (a¥ + b”dciv’i’c”)Y” + % * *
(b +b°d."? fo)T -1 x|+
(cp+evd.""c”)Y" cp+e’d.” e’ —vI

bv
+ le} ¢ [NT 0 0]+%=<0 (15)
0
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Further,
_Mvacv,i)NT _ Xv,byv +MU71')N1)T_|_
+Xvavyv + (av +bvdmc)cv)T+
+ vavdmc)cvyv + vavccv,i)NvT + vacv71')cvyv+
VU 7v poN\T T v v Ju Lo\T
+ |:(X bp+bcf ) :| A_l |:(bp+b dcf ) :| (16)

cp +evdic? Y +evcy
4. PRACTICAL CONSIDERATIONS

In order to design an LPV controller using the approach preskin the previous sec-
tion it requires solving {) for infinitely many combinations of parameter values and
rates of variation. To handle this we first of all assume thatrhaximum wind speed
acceleration (parameter rate of variation) is similar ibménd speeds in the operating
region. This means that the number of synthesis LMIs is redtae five for each wind
speed in the operating region. Note that if this assump8ao restrictive, it can be
relaxed by scheduling the worst case acceleration on wieddsp

Still the controller design requires solving infinitely nydoMIs because?) must be
solved for all parameter values in the operating regions Thsolved by an approxima-
tive approach in whictX (vs(t)) andY (vs(t)) are described by basis functions and the
synthesis LMIs are then sampled at a finite number of opeyatmditions.

For the control of wind turbines the effective wind speeddsmeasurable with ade-
quate precision and it must be estimated as discussed inttbeuction. With available
methods for estimating the effective wind speed it is nofsfims to obtain an estimate
of the acceleration of the wind field with adequate precisidhe controller variables
must therefore be made independentoft).

First of all we can observe that the calculationdofv,(¢)) is independent on the
derivative term. Further, because we use only the bound¥ (@f, (), 7(t)) and
Y (vs(t), 05(t)) in the calculation ob,(vs(t)) ac.(vs(t)), these two variables are also
independent ori,(¢). This means that.(vs(t), 0s(t)) is the only controller variable
that depends on the time derivative of the effective windesgpe

Note that the construction dff (v,(t)) and N (vs(t)) according to {2) can always
be made so that one of the variables is independent @j. This means that if we
require X (vy(t)) to be independent on, () (i.e. X (vs(t),vs(t) = 0) we can make
ac(vs(t),0s(t)) independent o (t) by choosingV/ (vs(t)) constant. Furthermore from
the properties of the partitioning of.; (v, (t) we have that

Xv,byv + Mv,i)NvT — _(Xva,i) + Mva,i)T)

which means that by restricting the controller design tbegitX (v, (¢)) or Y (vs(¢))
being constant we can make(vs(t), 05(t)) independent on,(t) by choosing respec-
tively M (v, (t)) and N (v4(t) to be constant.

5. LPV CONTROL OF WIND TURBINES

In this section an LPV speed controller will be designed e high wind speed region
and throughout the design it is assumed that the power ardispéng is well-known.
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This means that the trajectory of equilibria for the LPV cotier design can be deter-
mined uniquely from the effective wind speed which can beresed as in12]. We
will consider a controller design for the interval of windesgals from 15 m/s to 25 m/s.

The open loop for the controller design is determined byraaenecting the com-
ponents in Figl in which the pitch system is described as a second order niiaatel
pitch reference to pitch angle and the interconnection nedrain with the damper is
approximated by a first order model. The aerodynamics aueass static nonlinear
functions that are linearised along the trajectory of elud.

For the controller design we wish to reduce the sensitivityvind speed variations
in the tracking of generator speed while keeping the pittlviaclow. A performance
function in terms of the energy gain can then be setup by ¢hgos

W) = v 3 f Wref(T) — wy(T)dT
(t) = vs(t) andz(t) 0 Bres(t) )

The performance inputs and outputs are then obtained bingealt) andz(¢) appro-
priately over frequency to to give a reasonable trade-dfiiben tracking performance
and wear in the pitch system. To make high frequency compgsnerthe pitch refer-
ence more “costly” than low frequency components, a higls filter is included in the
weight for the pitch reference. This means that the weigperformance inputs and
outputs can be described as

w(t) = vs(t)

2(t) = W (vs) [y wref( ) — wy(T)dr
Wi (vs)* esflﬂﬂref(t)

with W, (vs(t)), W, (vs(t)) being scalings that are gain scheduled on wind speed and
whereT (v, (t)) is the time constant in the high pass filter which is also gelreduled

on wind speed. The parameter values for the weights havediessen in an iterative
procedure and are illustrated in Fig. In this figure it can be seen that the actuator
is most expensive at high wind speeds and that the focus okitgaperformance is
highest in the mid wind speed range, because this range af syipeds is the region
where it is most difficult to maintain the generator speedhi@ tolerated range. To
make the synthesis procedure applicable to practical ctatipn of controllers and to
simplify the tuning of the weights it has been decided totlithé synthesis to only four
grid points: 15, 18, 21, and 25 m/s.

0.7 0.4
4.5 0.38
06 0.36
3 4 @ -
= is = 05 0.34
’ 04 0.32
3
15 20 25 15 20 25 15 20 25
wind speed wind speed wind speed

Figure 3: lllustration scheduled variables for the perfante weights.
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For the construction of suitable scalings(v,(¢)) andY (vs(t)), polynomial scal-
ings have been investigated, i.e.

X (vs(t)) = invs(t)i and Y (vs(t)) =Y

or
X(vs(t) = Xo and Y(v(t)) =Y _ Yivs(t)'

Then to identify the size of polynomial expansion and whi€lthe two variables that
should be parameter dependent, a comparison is made witkyhithesis at the chosen
grid points. LPV controllers have been designed witlit) = 0 for three different
choices of polynomial expansion:

LPV Y1: X (vs(t)) = Xo, Y (vs(t)) = Yo + vs(£)Y.

LPVY2: X (vs(t)) = Xo, Y (vs(t)) = Yo + vs(£)Y1 + vs(£)*Ya.

LPV X: X (vs(t)) = Xo 4 vs () X1 4 vs(£)>Xa, Y (vs(t)) = Yo.

The H., norm of the weighted closed loop has then been calculatethéotTI con-
troller and each of the three LPV controllers at the desigimtpavith a comparison
given in Tablel. From this comparison it can be concluded that for the paeiappli-
cation it is advantageous to usév,(t)) as the parameter dependent variable and to use
a second order approximation.

Table 1: Comparison of{, synthesis and the closed loop with three different LPV cullgrs

with zero rate of variation.
parm. | H LPVY1 LPVY2 LPVX

15m/s| 0.9998 1.1467 1.0031 1.5456
18 m/s| 1.0012 1.2193 1.0016  1.2332
21m/s| 0.9991 1.2125 1.0035 1.1329
25m/s| 1.0012 1.0282 1.0052 1.8139

With the choice of weights and basis functions f6fv,(¢)) andY (v, (t)) in place it
is now possible to design the controller with rate boundeadmpater variations. Such a
design has been done for a number of possible values of ragion and in Fig4 the
performance level is illustrated is a function of rate ofiaon. From the figure it can
be seen that the performance level remains almost unchamgié@ rate of variation
of 0.1 m/s? where it starts decreasing slightly. Then in the intervahfrl m/s? to
100 m/s? it decreases rapidly until it is close to the upper limit (eppmately50% re-
ductionin performance level) given by synthesis with advit fast parameter variations.

From Fig.4 it can be seen that it is quite inexpensive from a local penorce point
of view to usel m/s? as the upper limit on parameter rate of variation, which rsehat
the local performance level is decrease by no more tiiéhwhen comparing with LTI
controllers for the specific operating point. Furthermaiie expected that the the gain
scheduling variable only will have faster rate of variatioextreme operating conditions
which will be handled by dedicated control algorithms. I laerefore been decided to
focus on the LPV controller design with a parameter rate dftian of 1 m/s2.
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Figure 4: Guaranteed, gain as a function of tolerated parameter rate of variatizashed lines
indicate indicate lower and upper bounds given by respalgtizero and arbitrary fast rate of
variation.

6. SIMULATION RESULTS

The chosen controller has been tested in a simulation envieat including tower fore-
aft and sideways movement, a third order drive train, andimear pitch and generator
system models. As wind input it has been decided to use wiadifigations according
to the IEC IA standard{] with 10 minute mean wind speeds in the interval from 15 to
25 m/s. A snapshot of a simulation result is given in Fdrom which it can be seen
that the generator speed is kept witkit0 rad/ s with only low frequency pitch activity
and further the noise on a active power is limitedHs0 £V .

The controller performance has been tested against LTtaiters designed at each
grid point. A comparison by simulation is shown in Talén which the first column
represent the damage on the drive train, measured by thdl@aircount (RFC) algo-
rithm. The second column represents the generator spesgtahaind the third column
shows the pitch activity. The fourth and last column illas#s the noise on active power
in terms of the standard deviation. The values are shownh®ILPV controller rel-
ative to the LTI controllers for the particular mean wind sge From the table it can
be observed that the LPV controller is slightly more aggvess higher wind speeds
when comparing with the LTI controller. The reason for tlsighat with the tolerated
rate of variation included in the design, the controllert & slightly similar over the
operating condition. Still it is concluded that the vawatirom the local design is small
enough to conclude that the controller design is succesafsb note that the decrease
in performance level for pitch activity comes with an ingean performance on the
generator speed tracking and vice versa.

7. CONCLUSIONS

In this paper a LPV controller controller has been desigoedhfe control of wind tur-
bines in full load operation. The design method combineb#mefits of two algorithms
in the literature. First the two scheduled functioisandY are determined to give an
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Table 2: Selected performance outputs of the LPV controfieasured relative to the LTI con-

trollers.
meanwind| RFC.drt. gen.spd. pitch P std.

15m/s 101 % 104 % 9%6% 99%
18 m/s 97 % 92 % 101% 100 %
21mls 97 % 94 % 100% 100 %
25m/s 97 % 90 % 104% 100 %

optimal performance level. This is done on the basis of a method eliminating the con-
troller variables which has an advantage in terms of contjpmial complexity in the
associated convex optimisation problem. Then the coetrgliriables are determined
by solving a set of LMIs without the need for a reconstructibthe “storage” function,
X, for the closed loop. This is done by relating the result @f dptimisation prob-
lem with a method that does not eliminate the controlleralalgs and therefore has an
advantage in the construction of the controller.

The controller synthesis shows that the local performarfi@nd.TI controller can
approximately be obtained with LPV controller design foe #ntire operating region
with a rate of variation up t6.1 m/s?. It has been estimated thhatn/s? is a suitable
worst case for the tolerated rate of variation. For this cigece the performance level
is locally decreased by no more thab% for all operating conditions when comparing
with LTI controllers designed for each operating condition

The selected LPV controller has been simulated on a higlter simulation model
and a comparison has been made to a set of local LTI consofeom this comparison
it can be seen that the performance level of the LPV contraltel LTI controllers are
very similar for each investigated operating conditions.
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Figure 5: Simulation results with LPV controller with ratvariation up to 0.1 m/s. Black lines:
simulation variables. Gray line: Scheduling variable.
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Abstract. Linear parameter varying (LPV) control is a methodologyhwithich it is
possible to design a nonlinear controller for a specificccE#aonlinear systems. If the
considered model is in the class of quasi-LPV models in wtiietscheduling parameter
is dependent on system variables, the methodology has kowertain limitations.

In this report it is investigated how to design an LPV coréofor a wind turbine op-
erating in the high wind speed range on the basis of a quagifoRnulation of the
weighted open loop model. From the findings in the report itaacluded that per-
formance level for frozen parameters is crucial for the iolatale results with the LPV
method. It is therefore concluded that a minimum requirernetiat the controllability
and observability conditions are similar for the lineadigiynamics and the quasi-LPV
model with frozen parameters.

Essentially a condition for obtaining good results with thethodology it is required to
have frozen parameter dynamics which are similar to whattaioed by linearising the
dynamics at the desired operating condition.

1. Introduction

This report considers the design of a gain scheduled cdertrfolr full load operation.
Classical gain scheduling has the disadvantage that itressthat the operating con-
dition changes very slow compared to the dynamics of the wingine3, 2]. It is ex-
pected that this assumption is violated even in nominalatp®r because even smaller
wind gusts can make the operating point change quickly.

As an alternative approach we consider the gain schedytipgoach denoted linear
parameter varying (LPV) control which can take into accdumt fast the operating
point can change. In particular we apply an algorithm desigior rational parameter
dependency in which arbitrary fast parameter variatiossimed.

In Section2 it is described how to use simulation studies to describ@#rameter
region for wind turbines operating in full load. Further andynic model is developed to
include drive train dynamics, nonlinear actuators, andinear aerodynamics that are
approximated by a polynomial static function.

Then in Sectior8 it is investigated how to design an LPV controller on the badi
the methodology in4, 5]. It is emphasised that the quasi-LPV characterisatioref t
nonlinear model has a very important influence on the perdoca level that can be ob-
tained by the design method. Finally in Sectbtihe conclusions and recommendations
are given.

The notation in the report is as follows: The symbol(>-) is used in linear ma-
trix inequalities (LMIs) to denote negative (positive) aeness of the left hand side,
e.g.A < B meansA — B < 0. Further we use red coloured symbols to indicate de-
sign variables, e.g. a design variallewill be denotedX . Also the LPV formulations
colours are used to indicate the scheduling parameterg saheduling parametgmwill
be denoteg.
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2. Model

In the introduction it was presented that focus will be ondlksign of a controller for
full load operation. More specifically we will focus on miniging the oscillations in
the drive train while minimising the generator speed vara and control actuation.
For this problem formulation a dynamic model is used with¢bmponents illustrated
in Figurel. In the following subsections each component in the modedeésented and
they are interconnected in a representation denoted uipear Ifractional transforma-
tion (LFT). However, first it is necessary to describe therapeg region that will be
assumed throughout the design.

L’ Qa u N

wind — , drivetrain Qsn
aerodynamics

Brer I piteh 8 QgE Wy

generator
Pe Pref

-~

Figure 1: Block diagram of model interconnection.

2.1. Operating region

In Section2.6 concerning the aerodynamics model it will be clear that ih@inearities
caused by the aerodynamics can be described by the wind,spgstth angle s, and
rotor speedy,.. Further in Sectior2.4it is shown that the generator model is nonlinear
and that the nonlinearity can be characterised by the gemespeedyw,. Throughout
this report it is assumed that these four variables can ehgletermine all considered
operating conditions for the wind turbine. In this sectiba tange of these four variables
will be investigated through simulations with an existirmgtroller that has performance
similar to what is expected by the designed controller. Tihukations are performed
with stochastic wind input with turbulence intensity aatiog to the IEC A specification
[1] — an example of such a simulation is presented in Figure

In Figure 3 different relations between the mentioned variables dustiated. In
the topmost plot, the relation between the rotor speed andrgeor speed is illustrated.
From this plot it can be seen that there is a strong relaticwdsn the rotor speed and
the generator speed. This relation will be characterisea PAD polytope as shown by
the red figure. This polytope can be characterised by thef sgfuations

140<w, <173 , (wr—02) N <wy; < (w,+02)-N 1)
where:
w,- Is the rotor speed [rpm]

wg is the generator speed [rpm]
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Figure 2: Time response of variables used to determine tpgreondition. A strong correlation
can be observed between wind speed and pitch angle and lbegemerator speed and rotor speed.
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Figure 3: Simulation plot for operating region. Strong etation between rotor speed and gener-
ator speed and between wind speed and pitch angle descyljgalytopic regions. Wind speed
and rotor speed assumed independent and relation is theddecribed by a box.
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N is the gearing ratio between the low speed shaft and the piggdsshaft.

In the middle illustration of Figur®, the relation between the wind speed and the
pitch angle is shown. From this graph it can be seen that ticl phgle as expected
increases with wind speed according to the relation

5 38

128<v<21 , 20-W<P< v 2)

where
v is the effective wind speed [m/s]
[ is the pitch angle [deg]

By studying the bottom graph in FiguBtogether with Figure, no strong correla-
tion between rotor speed and wind speed can be concludeas thbrefore been decided
to assume that they are independent which means that thedoables determining the
operating condition can be described 1y &nd @). It could be argued that the oper-
ating region can be reduced by rotating the “box” slightlyeter-clockwise. From a
more detailed inspection it can be observed that the mairtkeibhottom left and to right
corner of the box are sparse compared with the centre matkghdf the controller to
be designed should result in a mean value close to the raimcspeed (around 16 rpm),
i.e. good tracking of the reference. As a consequence itéas tecided to describe the
two variables as being uncorrelated.

2.2. Wind model

The wind model is achieved by system identification with anvRmodel. The mean
of the time series in the topmost graph in Fig@ns removed from the time series and
standard LTI methods for system identification of the ARMAd®bare used. It turns
out that the spectrum can be approximated appropriatelhjsmegion by a second order
LTI model of the form:

os) = bis + bsy
$2 4+ ai1s+ as

where:

v(.) is the wind speed experienced by the rotor swept area.

x(.) is zero mean Gaussian white noise with unity standard dewiat

v is the mean wind speed which is assumed constant.

2.3. Pitch model

For the pitch system a simplistic nonlinear second orderehischssumed from control
voltage,u, to pitch angle3. This model lumps the hydraulic, mechanical and electrical
dynamics of the pitch system into a model of the fo8nwhich includes the main char-
acteristics when seen from the mechanical point of view. fioelel includes a static
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Figure 4: Relation between generator speed and pitch anghed into categories of different
wind speeds. Most recorded data is in the wind speed ran@d 1h/s and analysis based on the
two middle rows. Observe that the range of rotor speed idairfar all six plots which indicates
that rotor speed and wind speed are independent. Note thanpHeft and bottom right plot are
empty due as a consequence of having no data points in thectespwind speed regions.

nonlinearity f which combines the nonlinear valve characteristics with irapping
from piston movement to blade rotation. Furthermore the ehbds two parameters:
T3 which is the time constant of the system &hig;, which is a combination of com-
putational delays and a hydraulic time delay.

Ts 3(t) + B(t) = f(u(t — Taetay)) ©)

In the leftmost illustration of Figur® the nonlinearity in the pitch system is illus-
trated. Most of this nonlinearity is taken care of by a nosdinP-controller with the
open loop shown in the illustration in the middle. The opesplgain of this controller
interconnected with the nonlinear part of the model is thiestrated in the right most
illustration. With a pitch error of:2.5 deg the linearisation shown in Figuteis as-
sumed adequate and the closed loop is then as showt) with the slope of the red
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dashed line in Figuré denotedk g.
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Figure 5: Linearisation of nonlinear part of pitch systeraftL Nonlinear gainf, in pitch model.
Middle: Nonlinear controller gainP. Right: Open loop interconnection of model gain with
controller gain,P - f. Observe that the controller linearises the model nontiteéor small
tracking errors with open loop gai®, - f ~ Kg.

b=, @

(Tps+1)+ Kg
2.4. Generator model

The generator and converter model is modelled to be a gatrigtseheduled on the
current generator speed in the form

Rt = 222 p

where
P.(t) is the active power produced by the wind turbine

P,(t) is the stator power
wy(t) is the generator speed
wnEeT 1S the net (grid) frequency

pp is the number of pole pairs in the generator
The inner controller is modelled as an integrator with ameissed gain as

t
Py(t) = K/ (Pres(s) — Pe(s))dr
0
And by considering the relation between generator torquaesative power as

nwg(t) Qy(t) = Fe(t)

with n being the generator efficiency we can obtain an LPV model®f#nerator and
converter system as is), wherew, is the scheduling variable.

1
g Tz WNET
Q=4 o] . - ®
Pe w 0 Pref pp K

g



158 REPORTE: QUASI-LPV CONTROL OFWIND TURBINES USINGLFTS

This state space representation can be described by an LiR€ fiollowing way: Let
w = w, z andz = x4, then the model can be represented as the interconnectam of
LTI system withw, as shown in).

Zg 0 1 0

i 1 ¢ 1 Wy

Qgg = OT 1 6 ng ) Wy = Wyzg (6)
n

P. 1 0 of Lt

2.5. Dirive train model

The drive train will be described by a two degree-of-freednodel as illustrated in
Figure6. The model consists of a low speed shaft in which the paramefdhe main
shaft and blades are lumped into one component. The other coanponent is the
high speed shaft which includes also the generator inentiaflexibility. Further the
dynamics of the gear box is lumped into the two shafts. Fordyreamics, the two
inertias are interconnected by a spring and damper, antibfrics included on both
components.

Generator inertia

Figure 6: Model of drive train as the interconnection of twertias by a spring, damper, and
gearing ration.

When interconnecting the components shown in Figuttee drive train model can
be described by the LTI differential equations #) &nd the damage in the shaft will be
measured by the torque between the two inertias givepy (

) = Qult) = B n(0) - (wn(0) = o)) ~ K -0a0) (78)

Jy 1) = ~Qult) = By t) + - (wrl0) = 5 (8] + 37 020 (7D)

Oa(t) = wr(t) = < - wy(t) (70)

1
N

Qsh =U- (wr(t) - % : wg(t)) + K- QA(t) (8)
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2.6. Aerodynamics model

In this report only collective pitch will be considered whimeans that it suffices to
consider the spatial average of the wind field over the roi@ps area. Then the aero-
dynamics can be described by the following nonlinear,sfatiction

1 3 _R-w,

v
Qa(v7w7‘):§'p'AT'w_T'CP(/6'7A) 3 A v

9)

wherec, (3, \) is a nonlinear function describing the efficiency of the ratothe given
set point. From Sectio®.1the operating region for the controller design was deteechin
for the variablesy,., v, andS3. The tip speed ratio) is used in determining the aerody-
namics, and for the description of (3, A) as a rational function of the two variables,
the relation between the tip speed ratio and pitch angletesichéned.

In Figure? the operating region is illustrated with the blue figure simgithe region
for the minimum rotor speed while the green figure shows tg@refor the maximum
rotor speed. Because of the relation betwaew,. andv (given in )), the region for
intermediate values of,. can be determined by linear interpolation which yields &gk r
dashed figure in Figur@. This dashed figure then illustrates the operating region fo
the two variables according to the described operatingreiyi Section2.1 The two
horizontal red lines illustrate the bounds for which thereneasurements of the pitch

angle.
SN

= = N
o (4)] o

pitch angle [deg]

(6]
T

/
/

3 3.5 4 4.5 5 55 6 6.5
tip speed ratio [ ]

Figure 7: Operating region for tip speed ratio and pitch ean@llue (green) figure marks operat-
ing region for minimum (maximum) rotor speed. The red dadimde illustrates the complete
operating region by combination of the two extremes. ThielseH lines indicate the limit within
which measurements of pitch angle have been recorded.

For simplicity in the description of the polytope these twauhds have not been in-
cluded, but in the approximation of the aerodynamics thiigion of these two bounds
greatly simplifies the approximation of the aerodynamit$iak therefore been chosen
to include these two bounds when doing the approximatiohe@ferodynamics.
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Notel4. The inclusion of the two extra bounds in the approximatiothefaerodynam-
ics means that outside these two bounds the stability afidrpgance guarantees by the
analysis and synthesis cannot be trusted. A better appatiimin these regions will
be necessary for giving these guarantees.

When restricting the pitch angle and the tip speed ratio tinbigle this operating
region,cp (3, \) is approximated by a polynomial function in the two variablehe
result of this approximation is shown in Figu8e An indication of the approximation
error can be seen froniQ) when restriction the approximation to be valid within the
two bounds.

max(err) — min(err)

: = 4.9% (10)
max(cp) — min(cp)
B approximation error
0.4
0.35
— 0.3 —_
(o)) j=))
5] (7]
el 025 =
Q Q
g 02 £
g 10} <
< =
2 015 2
o o
5 .
0.1
ol 0.05
3 4 5 6 3 4 5 6
tip speed ratio tip speed ratio

Figure 8: Approximation ot p-lookup table. The left plot illustrates, (3, A) and the right plot
illustrates the approximation error by the polynomial fitothl that the approximation error is
within +0.01 in the region where measurements of pitch have been obsémaded by the
horizontal red lines).

The approximation is of the forniL() which when inserted in9) gives the static
polynomial model of the aerodynamics i3} — with ¢; being model constants. For
the purpose of deriving an LPV model for the wind turbine ihecessary to transform
(13) into an input-output LPV form as done id4). In this representation it has been
decided to introduce scalings, in order to be able to tune the realisation into one that
is appropriate for the numerical computations used in timgrobler design.

cp(BA) et A+ ca N2+ 3 N+ ca BA+ 5 BN + g BNP
+er PN+ cg B2 A2 4 ¢ B2\ (11)
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(12)
1 V3 Rw,
a\P,U,Wr) =2 Ar_ 5
Qu(B,0.00) =5 pA4r (s, T2
~ @2+ oo+ ggwe’ + g1 B+ g5 Bvw, + go Bw,?
+ g7 8% 0 + gs BPvw, + qo B° 0 (13)

Qu(,v,000) % (K aa? + b g5 v + K 0 507 4 K @s o + a0 702) B
+ (q1 v+ kS gew, + ki qaBv+ kS g5 fwr + k7 qr 52 ’z;) v
(K g0+ gsor + K a5 B+ o By + K s B20) w, (14)
where:k! + kU + k¥ =1

Notel15. The scalings:’, k%, andk{ have been forced to zero, because the inclusion of
these would lead to a parameter block of size larger thars.

Linear fractional transformation of aerodynamics model

On the basis of the factorisation of the LPV model 1) a linear fractional transfor-
mation (LFT) is performed as shown in the following.

Notel16. It should be noted that neither the LPV model nor the LFT isjugiand for
technical reasons different LFTs might give different festor analysis and synthesis
in terms of the performance that can be achieved.

First we parameterisd §) as

Qo= (ww (k;%3 g5 + kS st#’“f) + v (sz @ + Bk g7 + a0 si;f))) 5
+ (wr (k3 g2 + k5 g53) + v (g1 + B(kY qa + k7 g7 8))) v
+ (wr(g3 + g6 B) + v (ks g2 + B(ks g5 + kg qs 3))) wrr

from which we can choose, andwv as the first block of parameters. This means that
the aerodynamics model can be described by the intercanonect

wi| _ |wr 0] |21
wa| |0 vl |2
{21} _ { v(k g5 +jk5 qs3) kS qa + k& g5 3
2 v(k qa+ B0 ar + a9 8)) @1+ B qa + k2 g7 3)
q3 +qe 3 } f
ks q2 + B(kS g5 + kg qs 3)

Then the aerodynamic torque is determinedthy = w; + ws. Still there are sev-
eral parameters in; and z; we need to pull out in order to get a LFT model of the
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aerodynamics. Lebs = vzz andzs = 3. Then

[21} _ [ kS g5 + K gs /3 }
- 6] ar1.B r w3
Z2 ky qa+ B(k7 g7 + g9 3)

I 0 k35 go + (k3 g5) 8 a3+ qe B f
0 ¢+ 0(kiqs+ kY q7 1) kS g2 + (3(]{7? qs + kg qs 0)

T

Now let

)=l o] 2]

[24}:{ kS gs }wSJr[O - ke % } f
wy

zs5 k$q7+qgﬁ 0 kiqu+kiqgrB kfqs+k§qsp
and
&)
we =Pzg 26 = Q9 W3 + [0 k7 q7 k?&}q{%} v
Wy

Then the aerodynamic model can be described by the inteection of the two com-
ponents

w1 Wy Z1

wao v z9

w3 | v z3

wa| B 24

Ws 8 z5

We I) 26

_ , [
] 0 0 kigsg 1 0 00 kg g3 wy
29 00 Klg 01 00 ¢ ke ws
23 00 0 00O0|1 O 0 wy
22 | =10 0 kigg 0 0 0|0 klgs s ws
25 0 0 Klgr 0 0 1[0 kiga kgs we
6 0 0 g 0 0 0[]0 kigr k¥gs B
@] | T 1T 0 000(0 0 0 ||V

Wy
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2.7. Interconnection of sub-models

The interconnection of the components described in theeabegtions can be done by
standard LFT techniques like i8][to get

ST
Zy T
Qsh A B, Bp Wy,
Wy = | Cy| Dy | Dy X , Wy = Az
Wy Cp | Dpu | Dp Bref
v Pref
L 6 |
with
_Wg -
v
A= 0
1)
I)
L “8_

3. Controller design

With the model set up in Sectid?) the controller can now be designed to track a gen-
erator speed reference and power reference with minimatalagffort and drive train
oscillations. To obtain this, it has been decided to useckiimg setup as indicated by

Figure9.

.
B wind model |_»@s"
Pe P're i
—~— Controller I
Wy — B’r'ef —
‘ 3 Nwg | Pe

Figure 9: Block diagram of closed loop interconnection. éBlimes mark controller and red lines
mark performance inputs and outputs.

The block diagram illustrates to the right the interconioecof the LTI component
of the model with the parameter block. The target is then to design a controller
consisting of an LTI part and a scheduling functiak,, such that the performance
specification is satisfied. For the design the performarme&gand performance outputs
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will be weighted according to

Ki
+ .
Win = Kip =2
Ko 5twis
13 s ¥e
S
Ko s+wo1 st
Koo~
stwo,
Wout - KO3 5+53
S
Koa S5+wos
S
Kos s$+wos

The design problem is solved on the basis of the results predén @, 5. The
procedure is summarised in Theor&ihon the facing pagend is based on a weighted
open loop model described by with w, and z, as the input and outputs of the
performance channel, andandy as the inputs and outputs of the control channel. With
the parameter region described by a convex polytope it isplossible to test if an LPV
controller exists by solving a set of LMIs at the verticeshaétpolytope.

T A B, B, B T
Zp Cp Dpu Dpp Ep| |wp
Y C F, F, 0 u

When designing dynamic controllers to be robust againsieaipd uncertainty a
usual practice is to start with a design of a nominal cordgrol with the uncertainty
block, A, set to zero. Then the uncertainty is graduately increasttbtdesired amount
of uncertainty in order to keep track of the amount of toledaincertainty if the design
process should fail for the desired level of uncertainty.

A similar approach is taken for the design of the LPV conéwollFor numerical
reasons the nominal performance level is scaled,tg, = 0.001. Then the obtain-
able performance level is determined by the approach in rfEmea7 for a graduately
increased scaling of the parameter region — with 0 as themadimontroller and 1 as the
desired range of parameter values. In Figl@¢he result of this study is presented from
which it can be seen that it is not possible to obtain everilgtafor a scaling of 20 %
and larger.

It is clear that this result is caused by a limitation in theida process, because
real world applications show that it is indeed possible abgise wind turbines with
controllers having simple structure. Also the simulatiprssented in Figur2 illustrate
this. In order to understand the issue we need a further sisalshich is presented in
the following.

First of all we recall that the requirements in Theorghare equivalent to requiring
(16) satisfied withA(p), B,(p), ..., D,(p) being the open loop system matrices eval-
uated at each frozen parameter in the polytope of paramabees: This means that
a minimal requirement is that the performance specificatiaatisfied for each frozen
parameter value in the set of tolerated parameter values iFla substantial differ-
ence when comparing with other nonlinear control techrédpexause it means that the
parameter variations can never increase the possiblerpafae level in the applied
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Figure 10: Performance level as function of scaling of pat@mregion. Note that the synthesis
fails for scalings larger than 20% of the design region.

methodology. This is a critical issue when using LPV methimdgjuasi-LPV models
because the method assumes that the parameter can varywiaamithin the specified
bounds. For quasi-LPV systems the parameter vector dejperitie state vector and is
therefore restricted further in possible variation whismot taken into account by the
method.

D/ )‘H =0 (16a)
XAQD) + AWX  XBy(p) Cylp)T
Y ?r ByoYTX A Dy =<0 aen
Cp(p) Dy(p) =1
r [AQ)Y +YA() YC,(0)T By(p)
O ey S o [P ] <0 aso
B,(p)" Dy(p)" I

Because of this limitation it is crucial that the quasi-LP\dawel is determined in a
way with which the desired performance level can be detezdiior all frozen parameter
values. With these limitations in mind it will now be analgsehy it is not possible to
obtain stability for the parameter region with the decidealisation.

Investigations similar to what was presented in Figl@das been performed with
several different choices of nominal operating conditiororder to narrow down the
critical region of parameter values. After this smallerioeghas been determined, the
region is meshed by a fine grid and a frozen parameter (LT thegis is performed for
each grid point. The result of such a study is presented iarEil from which it can be
observed that a high level of performance can be obtaineallffnozen parameter val-
ues except along a line through the operating region for lvhix stabilising controller
exists.

To understand further why it is not possible to stabiliseptant for all frozen pa-
rameters we can study the quasi-LPV formulation of the agrachics. Recalling the
parameterisation of the aerodynamic torqueld) (ve have a model of the aerodynamics
which can be described by

Qo = Qf('z;, Bywr) B+ Qu(v, Bw,) v+ Q¥ (v, B,w,) - wy
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Figure 11: Performance analysis for frozen parametersnaitr and generator speed parameters
fixed at the rated speed. Red dots indicate the grid pointsenine stabilising controller existed
for the frozen parameters. Note that the parameters whatkesis failed occurs at a line through
the domain.

which is equivalent to the nonlinear aerodynamics model,rio linearisation is per-
formed. The three coefficient?, Q¢, andQ are illustrated in Figuré2 for the con-
sidered parameter values from which it can be observedifiat zero along the line of
operating conditions where the design failed whe@asand@* remain nonzero.

It essentially means that from the point of view of frozengmaeters, the pitch has no
effect on the power into the wind turbine. This is highly i@ in the high wind speed
region in which the pitch is the main control signal for tracckthe specified generator
speed reference. For the frozen parameter synthesis ielisftire very important that
Q7 is non-zero for all operating conditions in the considerachmeter region.

The parameter values for whig? is zero can from studyindl@) be controlled by

choosingt;, k2, k2, andk{ so that

[q4z'2 gswrv qr v qgwr,.b’z'} 2 +q.q;821r'2?é0

for all parameter values in the polytope. This can for exaniy@ done by choosing all
four variables to be zero. However by this choice we stillaidbopen loop dynamics
with frozen parameters which significantly differ from whél be obtained by linearis-
ing the model at the considered operating condition.
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Figure 12: Analysis of aerodynamic torque for frozen paramsewith rotor and generator speed
parameters fixed at the rated speed. The red marks indicae\ile frozen parameter synthesis
fails, and the black line shows Whe?-% = 0. Observe that the synthesis failed Wr'%& =0.

Now recall the previous discussion about the performanas lgith frozen param-
eters being the best possible level obtainable by LPV cbnttas therefore of great
importance that the parameterisatioreyf, Q¢, andQ* is chosen so that the quasi-LPV
model with frozen parameters to a large extent resemble®isitioht can be obtained
by linearisation at each operating condition. Otherwisaight be difficult to obtain a
performance level similar to what can be obtained locally.Blycontrollers.

By using partial derivatives of), in (13) with respect to3, v, andw, it is then
evident that:”, k7, andk# must be chosen to satisfy

kﬁ quv?® + k’5 g5V w, + k’7 g7 Bv? + k:g gs Bvw, + qo 32 0? =
CI4’U + gsvw, + CIGwr2 + 2Q7ﬁ’U2 + 2q3Bvw, + 3(]9[52“2
G v+ kiq@uw+kiqBv+kiqgBw +kYqrf 3o =
2q10 + qow, + 2q4v + g5 Bw, + 2q73%v + g3 2w, + qsFPw, + 2qo 30
k§ q2v+ qzwr + k8 g5 Bv+ g Buwr + kg gs P v =
G2v + 2q3w, + 500 + 2q6Bw, + g%V
L=kY+k§ =Kk + kY =KD+ k2 + k& =kl + kY =k + k¢
for all possible values of, 3, andw, in the considered operating region. It is not
expected that the above set of equations has a solution,vieowe gap between the

linearised dynamics and the quasi-LPV formulation wittzén parameters can be min-
imised by the use of optimisation algorithms.
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4. Conclusions

Inthis reportit has been described how to determine thenpetier range for the schedul-
ing variables of an LPV model. Also a description of the cdaséd quasi-LPV model
is presented and it is shown how to derive an LFT of the model.

Concerning the design of an LPV controller on the basis & thiasi-LPV model,
it has been concluded that the controllability and obselitsabonditions of the frozen
parameter dynamics are essential for the performancetleaetan be obtained by the
methodology. This basically means that it is not sufficiéatt the nonlinear dynamics
are controllable and observable but also that the frozesmpeter dynamics need to have
this property.

The performance level of the LPV controller is limited by tbeel obtainable with
frozen parameter dynamics. It is therefore suggested t@wgesi-LPV formulation
with which the frozen parameter dynamics resemble as muplssble the dynamics
obtainable by linearising the nonlinear dynamics. Thisloanlone by using the tuning
variables”, k¥, andk% to minimise the gap between the two representations over the
range of parameter values.

For a realistic size of the parameter region it is not exgktbehave a sufficient
level of resemblance between the frozen parameter dynamétthe linearised dynam-
ics. This makes it difficult to design controllers with a perhance level comparable to
what can be obtained by LTI controllers at each operatinglitiom. It is therefore sug-
gested to consider an LPV formulation based on lineariseduhjcs along a trajectory
of operating conditions instead of the quasi-LPV formwalati
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Abstract. The control of wind turbines is a challenging task which fooshloops
require the designer to consider nonlinear couplings chhgdor example the aerody-
namics.

In particular for the speed control of wind turbines in falH operation it is required to
keep the generator speed variations within a given rangehaibispecified in absolute
terms. This essentially means that a different controlrefforequired for lower wind
speeds (close to rated power) when comparing with high wireds. As a result not
only the wind turbine model is nonlinear, but also the perfance weights must be
scheduled on wind speed in order to satisfy the generat@dspeunds with as little
control effort as possible.

Gain-scheduling has previously shown good results forrobmf wind turbines and
it has therefore been decided to focus on linear parametgingacontrol which is a
systematic way of designing gain-scheduled controllers.

When combining the nonlinearities of the model with the emiheduled performance
weights a model with polynomial parameter dependency @ioed. For this kind of pa-
rameter dependency the linear fractional transformatjgpraach for controller design
appears appropriate.

The main part of the report then investigates the applitptnf an available algorithm
for designing linear parameter varying controllers on tlasi® of a linear fractional
representation. It is concluded that the method is not atrtbment matured enough
— from a numerical point of view — for the considered appiaat Several issues are
pointed out which need further research in order to make ldperithm numerically
stable and give a satisfactory performance level.

1. Introduction

Itis well-known that the aerodynamics of a wind turbine isfimear and that LTI con-
trollers are insufficient for getting satisfactory closedp performance. Traditionally
the controllers have been obtained by designing a set ofiitrollers along a nominal
trajectory of operating conditions and then afterwardsritiinnecting the controllers to
obtain what is denoted a gain-scheduled controller. Thiz@gch has the underlying
risk that the design is based on LTI investigations do nottake into account that the
operating conditions will vary in time. In the worst casestiieans that the closed loop
can be unstable in real life applications because the dpgrednditions in fact do vary
in time. The design of linear parameter varying (LPV) colirs is a systematic design
method for gain-scheduled controllers which does takedantmunt the variations of the
operating condition.

Several approaches have been undertaken for the designvotamrollers for the
operation of wind turbines3] 7, 10, 6]. For these applications a simple assumption
of affine parameter dependency has been assumed whichigiceahen considering
only the nonlinearities in the aerodynamics for full loaceoation. However, to get a
reasonable performance it is necessary to vary the trefdeeif the trajectory of oper-
ating conditions between tracking a generator speed referand pitch activity. This is
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done to make the generator speed variations have a simélke iscabsolute terms. The
performance weights must therefore also be gain schedukkthe resulting weighted
open loop model has a parameter dependency that can noteagbmable precision be
described by affine parameter dependency on a convex domain.

As a consequence of this complicated parameter dependenoyeageneral design
method has been applied for the controller design. This atkissumes a rational pa-
rameter dependency on a convex domain which can easilysntiie parameter depen-
dency. The design method is on the other hand not as matuosd #&fnumerical point of
view) as the previously applied methods and in the reporiabar of issues are pointed
out for future investigations in order to get a suitable mdtfor LPV controller design
for wind turbines.

In Section2 the considered model is described followed by the main génexreport
in Section3 about the controller design. Finally the conclusions amdmemendations
for future work is given in Sectiod.

2. Model

The purpose of the investigation is to understand the agiplity of an LFT based al-
gorithm for designing LPV controllers. It has therefore héeecided to focus on a very
simplistic wind turbine model. The design model will be ateiconnection of a pitch
system with a drive train model through a static aerodynamuadel. In the following,
the nominal trajectory of operating conditions are deteediand then each of the three
model components are identified.

2.1. Operating region

With the wind turbine operating in full load we have that theeminal rotor speed, gen-
erator speed, and active power takes constant, known vekrasted rated speed and
power. This means that operating conditions can be desthpalentifying the relation
between effective wind speed and pitch angle. The loadinidpemrive train and elec-
trical components is similar for all operating conditionull load which means that a
reasonable assumption is that the mechanical and elddbés®s are equivalent along
the trajectory of operating conditions.

This assumption together with a constant rated electrioalep and rotor speed
means that the power extracted from the kinetic energy inninel remains constant
along the trajectory of operating conditions. Because isfttie variables determining
the operating condition can be studied by considering drdyaierodynamic model

1 r
Poero = 5 /)7TR2 UB CP()\aﬂ) s A= va (1)

wherep is the air densityR is the rotor radiusy is the effective wind speed;,, is the
rotor rotational speed, anglis the pitch angle. By rearrangind)(we can calculate the
nominal aerodynamic efficiencyp, to give nominal power production with nominal
rotor speed. Such a nominal value @f is illustrated in Figurel as a function of
effective wind speed.

When comparing this nominal value fop with its functional dependency on pitch
angle and tip speed ratio a static relation between nomitedl pngle and effective wind
speed as as illustrated in Figute
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Figure 1. Nominal aerodynamic efficiency as function of efifee wind speed.
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Figure 2: Nominal relation between pitch angle and effectiind speed in full load operation.

2.2.  Aerodynamics

The goal of this section is to linearise the aerodynamic rhfjealong the trajectory
of operating conditions determined by Figuten order to get a model in an input-
output form that is rational in the scheduling parameterso that a linear fractional
transformation (LFT) can be performed. For interconnercitiith the drive train model
the aerodynamic model will be described as a static modet fnind speedyp, pitch
angle,3, and rotor speed,,. to aerodynamic torqué&),, according to 2).

8 a _ 8 a =/ 8 a _
2| -+ 2] 0= B + G| @ -a) @

From a numerical point of view it is advantageous to cale@uilae partial derivatives
of cp and use them in the calculation of the partial derivative@ gbecause the values
of cp are only known in table form with a limited grid density. To &lele to do this, the
partial derivatives have been rewritten in terms of theigkderivatives ofcp as shown
in (3).

Qa ~ Qa(V) +
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0Qu 1 1o (g0, o 0cn O)
ov _ZPWR Wy <3U cp+v oXN Ov
L red (302ep 3 00 Ber
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:%pﬂRBU(BXCP—%> (3a)
0Q, 1 2 3 1 1 dcp ON) 1 , v3 (dcp R 1
R LR =L e W W Bt TRl () W
1 v? [ dc 1
0Q, 1 5 v° dep
oo 2’ aE (3c)

The partial derivatives afp are illustrated in Figur8 along the nominal trajectory,
and they are then used to calculate the partial derivatif&g,oshown by the black
lines in Figured. These three functions for the partial derivatives are @gprated by a
guadratic function by using a least squares fit, i.e.

0
Qa ~a$’ 0* + a2 v 4 af” (4a)
ov |
0
Qa ~a$Y 0? +a¥Y v+ ¥ (4b)
0wy |,
0
Dol Q85 4 a5+ aQ? (40)
a6 |5
-0.011 0.04
0.02
Q. <
2 2 o0
o -0.0145 o
@) o
© © -0.02
-0.04
-0.018
14 16 18 20 22 14 16 18 20 22
Wind speed [m/s] Wind speed [m/s]

Figure 3: Partial derivatives of aerodynamic efficiencyhwigéspect to pitch angle and tip speed
ratio.

Then the aerodynamic torque can be described by a quadratitidn in the effec-
tive wind speed

(
(" o @)+ 0P a0 o i ) [
B
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Figure 4: Partial derivatives of aerodynamic torque aloognimal trajectory of operating condi-
tions. Black lines show actual value. Red, dashed lines siemond order approximation.

which can be described by an LFT by the following observatiobhoosav; = v 2o
andz = [ag" a9¥ ad”]. Then

v
Qo ~ ((w1 + [al ! a?w a?ﬁ]) Chas [aov aon a(CJ?BD “g

Now by choosings; = v andz = w; + [a¥" o a$’] we have the following
LFT of the model

w1
21 0 0 CLQQU a;;)w CLQQﬂ w2 w o 0] T2
=) I G i 0 B P R
Qa 1 0 ad’ oY %] |wr

2.3. Dirive train

The drive train dynamics are typically described by two fiasrinterconnected by a
spring and damper. In this study it is assumed that the atoitls in the drive train
are minimised by another control loop using the generatactien torque. With this
assumption the drive train model can be simplified to a firdeosystem of the form

1
N
wherew, (t) is the generator spee@,,(t) is the aerodynamic torqué), (¢) is the gen-
erator reaction torque] is the inertia of the rotating part of the wind turbing,is the
gearing ratio, and,. is a linear friction constant.

In this design formulation we do not consider the generataction torque which
means that),(t) can be considered a constant determined by the nominal aener
speed and power production.

Jwy(t) = < Qa(t) — Qg(t) — Brwy(t)

2.4. Pitch system
For the pitch system a simplistic nonlinear second orderehischssumed from control
voltage,u, to pitch angle/. This model lumps the hydraulic, mechanical and electrical
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dynamics of the pitch system into a model of the for®) \hich includes the main
characteristics when seen from the mechanical point of.vidwe model includes a static
nonlinearity f which combines the nonlinear valve characteristics with tepping
from piston movement to blade rotation. Furthermore the ehbds two parameters:
T which is the time constant of the system, dfig,,, which is a combination of
computational delays and a hydraulic time delay.

Tﬂ ﬁ(t) + ﬁ(t) = f(u(t - Tdelay)) (6)

In the leftmost illustration of Figur® the nonlinearity in the pitch system is illus-
trated. Most of this nonlinearity is taken care of by a nosdinstatic controller with the
open loop shown in the illustration in the middle. The opesplgain of this controller
interconnected with the nonlinear part of the model is thieistrated in the right most
illustration. With a pitch error of£2.5 deg the linearisation shown in Figufis as-
sumed adequate and the closed loop is then as shovif) with the slope of the red
dashed line in Figuré denotedk 5.

N
o
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=)
uvl
o
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|
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Figure 5: Linearisation of nonlinear part of pitch systeraftL Nonlinear gainf, in pitch model.
Middle: Nonlinear controller gainP. Right: Open loop interconnection of model gain with
controller gain,P - f. Observe that controller linearises model nonlinearitysmall tracking
errors with open loop gaim? - f ~ Kg.

K
B = o
S

(Tps +1) + K B (7)

3. Controller design

The purpose of this controller design is to get an underatgnof a design algorithm
for obtaining linear parameter varying controller that gaiarantee a performance level
measured by the inducefl, norm. For this application we investigate the design of a
speed controller for full load operation. For simplicityy structural oscillations (for
example drive train torsion and tower movement) will be ideied, i.e. only the trade-
off between control effort in the pitch system and the traghperformance.

This control formulation is graphically illustrated in kige 6 from which it can be
seen that the target is to design a LPV controller with traglérror (and its integral) as
inputs and pitch reference as output. The performance isrtfeasured by the energy
gain (inducedZ, norm) from the wind input to integral of tracking error andcpi ref-
erence — both weighted by gain-scheduled weighting funsfig,, and1s. Note also
that the aerodynamics is described by an LPV model.

The weighting functions have been determined through arvidstigation along the
trajectory of operating conditions. For the tracking of tfemerator speed it is important
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Figure 6: Block diagram of considered control problem. Bhaicates the LPV controller to be
designed and red indicates the considered performanceelsaand performance weights.

to have good performance at low frequencies. At higher feagies the performance is
not as important and should have less weight in order to mbtdustness and reduce
control effort. This indicates that the weighting funct&irould be a low pass filter to put
high emphasis on low frequency components and less empiraiigh frequency com-
ponents. From the LTI investigations it has been observatididesired performance
level can be obtained with a frequency independent scafitigedorm:

W,(v) = K§v? + K¥v+ Ky

For the control effort it is important to punish high freqagmmovement because
this kind of movement will quickly wear out the pitch systerlso by reducing the
high frequency control signal it is less likely to excite enanodelled high frequency
dynamics. To obtain this it has been decided to use a thirdrdrigh pass filter of the
form*

Tﬂ(w)s+1>3

Watsv) = Ko ( es+1

where
Ks(v) = KPv+K§ , Tav)=To+T§

e is a small positive numbes, is the Laplace variable andis the scheduling variable
(effective wind speed). The three gain scheduled parasméterthe two weights are
illustrated in Figurer.

3.1. Synthesis with frozen parameters

To assess the performance level of the closed loop with théddntroller it has been
decided to use LTI controllers at a number of analysis pcihdsg the trajectory of
nominal operating conditions. In Tablea result from such a LTI investigation is pre-
sented and it can be observed that the performance weighdsble@n chosen to make
the performance level similar for all operating conditioBy doing this it is expected
that the LPV controller design will put equal emphasis oropkrating conditions.

3.2. LPV synthesis

The design of the LPV controller has been done by using anrigigo (and design
tool) developed by prof. Carsten Scher8y 9] — the tool has been slightly modified
to take into account the gain scheduled performance weigftie applied procedure

*The authors are aware of the abuse of notation.
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Figure 7: Parameters for performance weidhis andWs.

wind speed 15 17 19 21 23 25
performance leve| 0.987 1.008 1.025 1.028 1.016 0.990

Table 1: LTI synthesis result at selected number of opegatomditions.

for designing an LPV controller is a two-step algorithm whia the first step finds
a performance level and associated multipliers. The sestealis then to construct
the controller on the basis of the desired performance lamel multipliers. In this
section the essentials of the first step in the algorithm &ideed and the obtainable
performance level is given.

For the controller synthesis we consider a weighted opemhoodel of the form

& A(v) Bp(v) B)| | =
zp| = |Cp(v) Dp(v) Ev)| |wp (8)
Y C(v) F(v) 0 u

with z as the state vectow), andz, the performance inputs and outputs, andndy
the control inputs and outputs. The open loop matrices anenasd to have a rational
parameter dependency which means that it can be repredsnted

i A B, B, Bl[az
m o Cu Du Dup Eu Wy, _ ”
2 = le, Dy D, E,| |w, , o wy = AW) 2y 9)

whereA(v) is a linear function ob,.

The closed loop performance will be measured by the energy (@aduced Lo
norm). This means that the target of this first step is to ifieat performance level
~ so that

/ T () dt < A2 / (0w, (1) dt (10)
0 0

for all non-zero performance inputs(t), with finite energy into the closed loop inter-
connection of 8) with the designed controller. The controller synthesithia applied



180 REPORTF: LPV CONTROL OFWIND TURBINESUSING LFTs

algorithm is based on a method for analysing the performiwve¢for closed loop inter-
connection. If we assume that a linear parameter varyinggaiter has been determined
with rational parameter dependency, then we have a closgxditderconnection of the

form
|  |A(w) B)| |z
LJ o [C(’U) D(v)| |wp (11)
which can be described by the LFT
z A B, B, T
Zu| = |Cu Dy Duypl| |wy ,wy = A(V) 2y (12)
Zp Cp Dpu Dy Wp

In [2] it was then shown that the performance level,measured by1(0) can be
determined by determining a positive definite matrix fuoictit’ (v) for which a linear
matrix inequality (LMI) is satisfied

I 0 17 [xw) X I 0
A(v)  B(v X (v 0 A(v)  B(v

(()) (I) (v) o (()) (I) <0 (3
C(v) D(v) 0 11| |Cc(v) D)

for each possible parameter and parameter rate of variatitime range of possible
operating conditions. This requires that we solve an irdinitmber of LMIs which is
not practically possible. Ing, 9] it was then shown that if we allow for arbitrary fast
parameter variations and (which might be conservativelpsedhe range of parameter
values by a convex polytope the analysis problem can beitesdby a finite number
of LMIs. We must then find positive definit& and a symmetric multiplier

_1Q S
P-|s 3]
for which
T
A(v) 9 S| [Aw)
[ ( } [ST RH (] -0 (142)
for all parameter values at the vertices of the polytope and
I o o0]"[0o x I 0 0
A B, B, X 0 A B, B,
0 1 0 Q S 0 I 0
C. D Du sT R C. D, D,| " 140
0 0 I —~I 0 0 0 I
Cp Dpu D, 0 21| |C Dpu D,

for the closed loop system given ihZ).
Now, what was presented in the above concerned the perfeaeramlysis for a
closed loop synthesis when given the controller. The madugds on the other hand
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to design a controller to satisfy a performance levglof the closed loop. This is
essentially done by inserting the controller variables the analysis LMIs which results
in a set of nonlinear matrix inequalities in the controllariables, X’ and P for the LFT
approach. The controller variables can however easily bmved from the synthesis
LMIs as shown in 2, 8, 9] for the two different algorithms. For the LFT approach this
results in the synthesis problem described in Thedt8m

Theorem 18 (Proof provided in 9]). There is a LPV controller in LFT form for the
open loop systenB) which satisfies a performance levelaccording to L0) if there

exist variables: X = X7,V = YT, Q =Q7,S,R=RY,Q =Q7, S, R = RT for
which

<o . [T [2 5[]

R=0 {_ A@,)Tr {SQT f?} {—A@)T} .

for all parameter values in the range of operating condi@md

[§ Q -0
*17 [0 X I 0 0
x| [X 0 A B, B,
. ST R Cu Du Dyl ®70
* —I 0 0 0 1
| * 0 3I|[Cy Dpu D,
[« [0 YV 1747 -cI' —cr]
« Y 0o I 0 0
T |* Q S -B, -Dy -Dj,
L 5T R o0 1 o |¥70
* -1 0| |-By -Di, -Dj
<] L 0 ~I] L 0 0 I

where® and ¥ are bases for the null spaces fo€ F, F,] and[B” E. ET]
respectively. Concerning the notationindicate terms that are induced by symmetry.

We then interconnect the model from Sect®with the performance weights and
insert the weighted open loop system matrices into the feation in Theorenil8from
which we get a performance level,= 35.2 which is a substantial decrease in perfor-
mance.

This reduction in performance level is expected to be cabgéke design algorithm
and the underlying assumptions, i.e. not because of intrp®perties of the design
problem. There can be many reasons for this decrease inrpenfice level. First of all
the assumption that the scheduling variable can vary arbjtfast might be restrictive
and thereby conservative. For this application, an aveleg for the effective wind
speed is used as scheduling variable. In nominal operdtignvariable will change
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rather slowly, however large and sudden variations migbtipin extreme weather con-
ditions, e.g. wind gusts. These special cases will natueddlo have a limit as to how
fast the wind speed level can change — from a physical poiviegd. Because of this it
is suggested to investigate methods for including a limitrenrate of variation in order
to understand how conservative the assumption is.

Another possible cause of conservatism is that the restef) < 0 andR < 0 are
included for technical reasons in order to reduce the numiblekls from checking the
whole parameter region to only checking the vertices. loiwéver easily checked that
this restriction is not very conservative in the specificlagpion. If we disregard the
two restrictions and perform another synthesis we obtagrtopmance levely = 35.1,
which is very similar to the level with the restriction.

Finally the reduction in performance level from LTI syntiseto LPV synthesis
might come from numerical difficulties in the optimisatioroplem. In practice the
LMIs in Theorem18 are transformed into a convex optimisation problem (sefinide
programming) which is solved by a numerical algorithm. Bs&sdly this algorithms
minimisesy subject to the non-negativeness &f3ax 83 matrix function which is affine
in its 253 variables. Such an optimisation problem is higtdplinear and from previous
studies it has been observed that it is very dependent onutimenical conditioning of
the problem formulation and for example the choice of stpges realisation has a huge
impact on the obtainable performance level. The numerigs baen tested for a few
different realisations without any positive result, busistill not possible to rule out the
numerics as a cause for the performance decrease. In orderdo a more thorough
and systematic investigation of the choice of realisatiweh@her numerical issues need
to be performed.

3.3. Construction of LPV controller

In Section3.2 it was shown how to calculate a possible performance levaind as-
sociated multiplier,X, Y, P, andP. The optimal performance level from the design
algorithm was 35 times worse than what is obtainable looalt an LTI controller.

A performance decrease in that scale is not expected to lepiadde, but it is not yet
understood if the cause is due to numerical difficulties aralse of the assumption
of arbitrary fast parameter variations. Because of this# been decided to do an in-
vestigation of the controller construction to understdradontroller behaviour and the
numerical properties of this algorithm.

In the step from the analysis LMI44) with introduced controller variables to the
synthesis LMIs in Theorerti8 the controller variables were eliminated. For the imple-
mentation we naturally need the controller variables amaiéing this we can observe
that the proof for the elimination of variables is constivef{9, 5]. This means that we
can in fact construct the controller from the variables jed by solving the synthesis
problem in Theorema8.

The first step in the construction procedure is to extend thiéplier X, Y, P, and
P to the respective multiplier used for the closed loop ansjy. we need to determine
the matrices indicated byto satisfy
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X = [X *} R L (15a)
*x  * x *
Q * S * [Q + S «
ol x % %% I
P=lst « r | = P = ST % R % (15b)
x ok k k [ *x x % %

Then on the basis of these extended variables we can cottsteuscheduling func-
tion, A.(v) to satisfy (49, i.e.

T

A(v) 0 A(v) 0
0 Ac(v) 0 Ac(v)
I o | Pl 1 o | 7Y
0 I 0 I

whereA.(v) is the scheduling function to be determined. Via a few Scbunglements
and rearrangements of the matrix inequality we arrive at

Mll(A(’L‘)) Aflg(A(’l,‘))T + Ac(’l,‘)T
M (A(v)) + Ac(v) Maz(A(v))

where M (A(v)) is a rational function ofA(v) as shown in§]. Then we can simply
chooseA . (v) = —Mi2(A(v)) to zero out the off-diagonal terms.

The final part is the construction of the LTI part of the coitéio This is done by
solving (14b) with the controller variables inserted. We note that theeirterms of the
matrix inequality is known and the outer terms are lineahim ¢ontroller variables. In
fact we can describe this part of the controller construncéie determining

A, Bc}

=0

K= {OC D.

for the quadratic matrix inequality (QMI)

T
I 1I I <0
N+L-K-R N+L-K-R

in which all other variables have already been determindds problem can be solved
algebraically as ing] or alternatively the QMI can be rewritten as an LMI by a Schur
complement and then the LMI is solved using convex optinosanethods.

When applying the procedure for the construction of a cdletréor the operation of
wind turbines in the full load region we observe numericsiies for all three steps in the
algorithm. The most critical part is the construction of éxtended multipliers in1(5).

In Table?2 the conditioning of the variables from the synthesis procedre illustrated
and it is clear that the construction of the extended scalmifj be ill-conditioned when
based on these variables.

It has been investigated if the inclusion of a bound on themof each variable
will increase the conditioning of the algorithm. This hagbe&one by fixing the perfor-
mance level toy.onstruct = 36.9 which is a tolerated decrease in performance level of
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Variable X Y P P
Norm 5.12-10% 1.10-107 7.38-10% 9.07-10°
Conditioning| 2.06-10'2 3.30-10% 2.21-10"" 3.67-107

Table 2: Conditioning of multipliers from synthesis. Nobat all four variables are poorly condi-
tioned leading to ill-conditioning in the construction aighm.

5% compared with the optimum value. Then the synthesis is pedd with an extra
constraint on the four variables

X[ <ar-8  |I¥ll<az-B . |IPll<az-8 , ||P||<as-p

in which various combinations af;, a2, a3, anday have been investigated agdchas
been used in the optimisation problem as the variable tomge, i.e. the largest scaled
norm of the four variables has been minimised with the cairgtthat the performance
level is reduced by no more thafi.

Several different combinations of scalings of the norm ltsuhave been investi-
gated without observing results that are stable in the nigsieln fact the construction
algorithm seems very sensitive to the choice of scalingsand to give an understand-
ing of the controller construction, the results are presetfir the trade-off which seems
to give the best numerical performance. In Tabtée conditioning of the variables are
illustrated and it can be observed that the variables dleaty poorly conditioned.

Variable X Y P P
Norm 1.11-10® 6.36-10° 6.80-10% 5.34-10%
Conditioning| 4.64-10™ 1.17-10° 2.14-10""7 6.72-10°

Table 3: Conditioning of multipliers from bounding variabl The variables are still ill-
conditioned, but provides the best numerical performance.

The extended multipliers have then been constructed wehctnditioning illus-
trated in Table4 from which it can be seen that the conditioning is very pooicih
means inverting the extended multipliers is not reliabderfra numerical point of view
which makes it very difficult to verify if the constructed exided multipliers satisfy the
conditions in {5).

Variable X Yy P P
Norm 1.11-10% 8.10-10° 8.46-10° 6.59-107
Conditioning | 9.02-10% 9.02- 10 3.15-10® 5.58.10°

Table 4: Conditioning of extended multipliers from bourglivariables.

The construction steps two and three require the inversionadrices that depend
on X andP which are both very ill-conditioned. This means that thestarction of the
scheduling function and the LTI part of the controller iswsensitive to small errors
(rounding and similar) in these variables due to the illgitianing. For the LTI part
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of the controller, the problem can be resolved by using therogation based method,
however this cannot be done for the scheduling function leedhis would require
solving an infinite number of LMIs.

The resulting controller has been analysed by LTI methodstterstand the local
properties along the trajectory of operating conditions.Figure8 a magnitude plot
of the LPV controller is illustrated for the two extreme pisimand the nominal value
together with LTI controllers designed for each of the thoperating conditions. The
main observation is that all three samples of the LPV coletrblas significantly smaller
gains when compared with the LTI controllers — especiallthatextreme points. The
large difference in gains between the nominal operatinglitimm and the extreme values
is investigated further in Figur® from which it can be seen that the controller gain
decreases rapidly as the operating condition deviates finemominal condition. Such
small gains in the controller essentially means that thedviinbine is left almost to
operate in open loop when the operating condition appraattieetwo extreme values.
This behaviour is very bad and leads to instability in thedowind speed range and
very poor tracking in the high wind speed range.

Close to the nominal operating condition an LTI analysisssha performance level
of yhom = 3.38 which is good when considering the guaranteed LPV perfooman
level of 36.9. For lower wind speeds (and very high wind speeds) the LTlysisw
however shows that the closed loop is unstable which ineléctiitat the construction of
the scheduling function has failed due to numerical errors.

From: | wg dt From: mg
50

——25m/s
-150 -1 0 1 2 3 4 -150 -1 0 1 2 3 4
10 100 100 10° 10" 10 10 100 100 10° 10" 10
Frequency (rad/s) Frequency (rad/s)

Figure 8: Comparison between LTI controllers (solid) anchgle of LPV controller (dashed).
Observe the very low gain of the LPV controller.

4. Conclusions
This report has considered the design of a linear paramatging (LPV) controller
for a wind turbine operating in full load. The design is baseda linear fractional
transformation (LFT) of the weighted LPV model of the windbime developed. The
applied design algorithm has been developed a few yearsrajoamstructs an LFT of
a LPV controller to satisfy a given performance bound messby the energy gain.
The algorithms consists of two steps. First an optimal perénmce level is deter-
mined and associated multipliers (used to evaluate th@peéance) are calculated. For
the particular application we observe a significant dee@@aperformance level (a fac-
tor of 35), and it is at the moment not clear if the performadeerease is caused by
numerical issues or by an underlying assumption of arlyificst parameter variations.
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From: [ w_dt From: w
g g
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Figure 9: Sample of LPV controller along design traject@gntroller very low for gains far from
the nominal operating condition.

The second step in the algorithm is to calculate the coetrethriables from the
obtained multipliers and performance level. For this stethe algorithm it has been
observed that the controller construction is very seresitivthe conditioning of a con-
struction of extended multipliers. From the constructidri®l controllers it is well-
known that the poor conditioning of the construction of tikeeaded multiplier (often
denoted Lyapunov function) is related to construction obatmller that is not minimal
in the number of state variables. It is expected that thecissuelated what has been
observed for the construction of the extended multiplierstie LPV controller. In this
case, however, the minimality refers not only to the numlestate vectors but also to
the size of the scheduling block. Essentially this meansuleaexpect that the issue
can be resolved by adapting the methods from design of lok-cantrollers to LPV
control with reduced size of the scheduling function — whiebults in a non-convex
optimisation problem.

For the construction of the scheduling function and LTI prthe controller, the
construction of the scheduling function has been expeei@te very challenging if the
extended multipliers are poorly conditioned. This alsddates that a way to go forward
is to investigate the minimality of the scheduling functicBuch an investigation has
not been done and it must be concluded that no satisfactovyddatroller has been
obtained from the applied method.

To conclude it has been determined that neither step in thiable design pro-
cedure is appropriate for the design of gain-scheduledralberts for the operation of
wind turbines in full load operation. In order to get satidéay performance a method
must first and foremost be determined with which we can oldgierformance level
similar to local LTI controllers. To do this we recommend thr@ding method for the
following reasons: First of all it is a method with which thember of variables (under
the same assumptions) are significantly reduced which dhimyrove the conditioning
of the optimisation algorithm. Furthermore the assumptibarbitrary fast parameter
variations can be relaxed in order to take into account tteeafvariation. Hereby we
expect that both issues related to the optimisation prolokembe addressed. The draw-
back of the method is that it is only approximative, i.e. ltase sampling the parameter
region. This means that the obtainable performance levgtifie too optimistic when
comparing to what is really possible, but by varying the @itk it is expected that we
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can find a fixed point which is very close to the true value.

Regarding the construction of the controller it is conclliteat the use of extended

scalings is not appropriate for a numerically sound algarit For the LFT approach
this means that it should be investigated how to construct i part and scheduling
function directly from the multipliers obtained from thetwpisation problem. For the
gridding method such a method has been proposed,if] [for which we expect the
ideas can be extended to the LFT method.
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Manual for LPV design tool
Version 1.0

Kasper Zinck @stergaard
September 13, 2007

1. Introduction

This manual describes how to use a set of tools for desigitiegl parameter varying
controllers using the grid based method. The tool is prognye(not public domain)
and is implemented for controller design with single, scplrameter dependency. The
implemented algorithms are based on the LPV method for géparameter depen-
dency developed in3] 2, 1]. To make it applicable to medium-large scale systems, the
numerical modifications described in Pa@eand PapebD been applied.

To install the tool, unzip the files into a directory on the Mhtpath. It should
be noted that the tool requires the Control Systems Toollmakthe Robust Control
Toolbox. Also Simulink is required for using the full potéitof the graphical part of
the tool.

In this manual, first the graphical user-interface is pres@to give an overview of
the possibilities in the tool. Then an introduction to thelts given by an example
going though the basic steps of designing a linear parameatging controller.

2. Preparation for LPV design

Before the design tool can be used for controller designu#iee must prepare a file for
creation of LTI models at selected operating conditionsthar to get the full potential

of the parts related to Simulink simulations, a few compasshould be included in the
Simulink model.

2.1. Modelfile

A Matlab function is necessary for the generation of the gaised plant. The function
must take only one argument which is an array of parameteiesalThen it returns a
structure containing the parameter values and an LTI opgmiieodel for each parame-
ter value. Further the structure can contain other varsalded for simulation purposes.

For the open loop model it is important that the control/parfance channels are
selected, also the inputs and outputs should be named. étwteufor the model file
is proposed below. Note that if no parameter is entered, andustate space model is
returned with appropriate dimension and all outputs

2.2. Simulink model

For the Simulink simulation, two variables will be availabFirst of all the controller is
available as the variablef r | . For the simulations with frozen parametarsy |, will
be anss object and for the interpolated controllet,r | will be a cell array ofss ob-
jects. To implement the interpolated controller, the bltGokerpolated ss model” from
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function LTI nod = nodel _fcn(parm

if nargin ==

% If no argument: Return enpty state space nodel with

% correct size input names and perfornance/ control

% channel s

n=..., m=...;

LTI nod=ss([], zeros(0, nw+nu), zeros(nz+ny, 0),
zer os(nz+ny, nw+nu) ) ;

LTI nmod. I nputNames = {"w 1 ,..,’wnw,u 1l ,..,’unu};
LTI nod. Qut putNanmes = {"z_1',..,"z_nz' ,y_1',..,’y_ny'};
LTI nod. | nput Groups. Performance = 1:nw,

LTI nod. | nput Gr oups. Contr ol = nw + (1:nu);

LTI nod. Cut put G- oups. Performance = 1:nz;

LTI nod. Cut put G oups. Cont r ol = nz + (1l:ny);

el se

% Normal case: return structure containing paraneter
% val ues and cell array of open |oop nodels in state
% space form

LTI nod. parm = parm

for I=1:1ength(parn

A=..., B=...;, C=...;, D=...;

LTI mod. 1} = ss(A B, C D);

LTI nod. G[1}. I nput Nanes =

{"w2l,..,wnw,u 1l ,..,"unu};
LTI mod. G[1}. Qut put Nanes =
{"z.1,..,7znz,y 1", ..,y ny};
LTI nod. G[1}. | nput Groups. Performance = 1:nw,
LTI nod. G[ 1 }. | nput Gr oups. Contr ol = nw + (1:nu);
LTI mod. G[1}. Qut put G oups. Performance = 1:nz;
LTI mod. G[1}. Qut put Gr oups. Cont r ol = nz + (1:ny);
end
end
end

Figure 1: Matlab code dump to illustrate the structure ofrtiwalel file:nodel . m
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the “LPV Design Blockset” can be applied — the blockset iduded in the tool. This
block uses linear interpolation of the system matrices tplément a LPV controller
from the set of controllers.

If the simulation time should be updated in the GUI, the blagkdate gui” should

be included in the Simulink model as in Figu2e The zero-order-hold is implemented
to control the rate with which the GUI is updated.

o

Clock

Figure 2: A way to update the simulation time in the GUI.

3. Presentation of graphical user interface

In Figure3 a snapshot of the graphical user interface (GUI) is givere rEld boxes mark
different components of the GUI numbered from one to six.himfollowing sections,
these six components will be described one by one.

—lofx|
File Design Simulation setup ~

Coupling Bounct X bound Rate of variation

Coupling oftset W Bouned Polynamial form X
l— Coupling coefficient 1 l— trK) weight l_ Polynomial form
l_ Primal offset () weight

[ #ofremaved staies
l_ Dusl affset l_ Simulstion parameter
Made! Syrthesis
Construct 4 Hifif desian BodE
Reduice i |ed Fecall| [ fade oL
NCsim | [ SmCT [ Smin | smEy | Csmi | os S

Figure 3: lllustration of graphical user interface.
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3.1. LMI Bounds, offset and coefficients

The first component marked in Figudds for constraining the synthesis linear matrix
inequalities (LMIs) and variables in order to make the colfgr construction possible
in practice.

Coupling bound (3.) is the upper bound on the coupling condition

Coupling offset (¢.) is the lower bound on the coupling condition

Coupling coefficient (c.) is the coefficient for separating fromy —!

X bound (Bx) is the upper bound oX

Y bound (By) is the upper bound ol

Primal offset (¢,,) is the upper bound on the primal LMI

Dual offset (¢,,) is the upper bound on the dual LMI

The control problem is formulated as minimisifngn the set of LMIs given byX) with
a detailed interpretation described in Pa@drased on the results i8,[2, 1]

Y «¢d
X=0xI , Y=pyI , Bd>- LCI X} — € (1a)
@)L 0] [XA+ATX XB, CI'][C(5). 0
F(5). 0 BTX  —yI DT||F()L 0| <—¢ (1D)
o I C, D =l 0o I
B,(6:)7 01" [AY +YAT YC, B,] [By(6:)T 0
E@)T 0 CY -—~I D E@)T 0| < —eq (1c)
0 I BT DT I 0 I

If no value is entered in the respective text fields it meams the bound, offset or
coefficient is not in use.

Remark 19. The bounds and offset should be non-negative and the ceeffici, should
be larger and equal to one for the LMIs to guarantee stabditgl performance.

For the optimisation problem, the trace¥fandY can be included in the optimisa-
tion problem to reduce the size of the two variables. Thigisedin the two fields

tr(X) weight A weight on the trace oK between 0 and 1.
tr(Y) weight A weight on the trace oY between 0 and 1.
This means that a large weight (close to one) will result inxaor Y with small

diagonal components whereas a small weight (close to zaliadlault in a largeX or
Y.
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3.2. Rate of variation

The second marked box in Figués used to specify the tolerated rate of variation of the
scheduling parameter — in the field “Rate of variation”. i lglank or “inf” is entered
it means arbitrary fast parameter variations — otherwisedle of variation is specified
by a positive number.

When designing with a limit on the rate of variation the mas X andY must
be parameter dependent. This is implemented by polynoraraipeter dependency by
specifying a vector containing the exponents in the field®olynomial form X" and
“Polynomial form Y.

If we for instance want to design for

Xp)=Xo+pX1+p°Xo , Y(p)=Yo+p’V
we can do this as indicated in Figute

@12 Palytarmial fortm K

03 Polynomial farm
Figure 4: Example of choice of basis function for X and Y.

Remark 20. Note that for implementation purposes only one of the véemlban be
chosen as non-constant if the rate limit is non-zero. Otlimwhe controller will be
dependent on the time derivative of the scheduling paraméles dependence on the
time derivative has not been included in the tool.

3.3.  Number of removed states and simulation parameter

The third marked box in Figur® contains two text fields. One for the number of fast
states to remove from the constructed controller. If théfield is empty no states will
be removed.

The other text field is for the choice of simulation paramefehe designer wishes
to run simulations directly from the tool, this field can bedgo setup the simulation
for the chosen parameter value.

3.4. Controller design buttons

The fourth box in Figure contains various buttons for designing and simulating LPV
and LTI H controllers. These buttons will be presented one by onerdoapto Fig-
ure5. Each button will be referred to by its column and row, e.g. tlutton labelled
“Hinf design” will be referred to as button E2.

Button Al: Model creation

This button labelled “Model” will be used to create the getlised plant from which the
controller design is performed. The model is created by atfan of the form
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[ & B C D E_F G
1 Model | Synthesis
z Construct Hinf design hoce K
2 Feduce i | Red. K cal. Feduce K hode CL
4] nsim | smin | Smim | SmiPv | SmLT | 5s sigma_|

Figure 5: Buttons for controller design and simulation.

function LTI nod = nodel _fcn(parm

end

The function should be designed to return two different otsieTlI nod depending on
whethermpar mis passed as a parameter or not:

No parameterpar mpassed:
LTI nod is anss object with the input/output dimensions of the generalidadt.
Inputs and outputs should be labelled, e.g.
LTI nod. I nput Nanes = {"wl’, w2’ ,  ul’}
Performance channel must be chosen, e.g.
LTI nod. | nput G oups. Performance = 1:2;
Control channel must be chosen, e.g.
LTI nod. | nput Groups. Control = 3;

Parameterpar mpassed as a vector of real valued humbers:

LTI nod is a structure with at least two componerii3il nod. Gandpar m
LTI nod. Gis a cell-array oks objects with the input/output dimensions of the
generalised plant.
LTI mod. par mis the parameter vector
Inputs and outputs should be labelled, e.g.

LTI nod. G{I }. I nputNanes = {"wl’, w2’ ,’ ul'}
Performance channel must be chosen, e.g.

LTI nod. G{I }. | nput G oups. Perfornmance = 1:2;
Control channel must be chosen, e.g.

LTI mod. G{I }. | nput G oups. Control = 3;

Button B1: LPV synthesis

By pressing this button, the synthesis problem of miningsinwhile satisfying the
LMIs in (1). The optimisation problem is solved by usingncx from the Robust
Control Toolbox.

Button B2: Controller construction

Based on the variableX andY’, obtained from the synthesis, a set of LTI controllers
are designed. One for each operating condition.

The different representations &f.; = X, ' X, and choice of construction LMI are
selected from the menu bar.
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Button E2: H ., controller design

This button is used for designing LTI controllers at eachrafieg point. The controllers
are designed by usintg nf syn from the Robust Control Toolbox. THe,, controller
design is mainly used for investigating the difference lestLTI and LPV design, i.e.
how restrictive the assumption of arbitrary rate of vaoatis.

Button B3, C3, E3: Controller order reduction

The design methods are based on full order controllers whithypically have some
fast modes that are not implementable. These buttons ingsieanmethod for remov-
ing the states related to these fast modes by diagonaliBmgystem matrix for the
controller.

The buttons B3 and C3 are for model reduction of the contt®lieom the LPV
method in respectively a local and global coordinate systeumtton E3 is for controller
order reduction in local coordinates of the controller frdhva’ ., method.

It should be noted that by simply diagonalising the conérsllsystem matrix and
removing the fast modes this way, there is a risk that theugaqy response might be
altered significantly. In this case it is suggested to usaditive methods for controller
order reduction.

Button A4, B4, C4, D4, E4: Closed loop simulation
These buttons start a Simulink simulation of the differemiteollers according to:
A4 Simulation of controller designed using alternative methased for comparison.
B4 Simulation of LPV controller reduced in local coordinatetwirozen parameters
C4 Simulation of LPV controller reduced in global coordinatéth frozen parameters
D4 Simulation of LPV controller reduced in global coordinates
E4 Simulation of LTI’H ., controller reduced in local coordinates
The progress of the simulation is shown in the text field: F4

The Simulink models used for the simulation model are setefrom the menu bar
Button G1, G2, G3

These buttons are used to plot graphs of the controller avskdlloop for a selected
operating condition. G1 is for open loop bode plot of the colfeér, G2 shows a mag-
nitude plot of the closed loop and inverse weights, and G8sshibe singular values of
the weighted closed loop.

3.5. Panelfor entering parameters, weights, and selectiraperating
conditions

The red box in Figur® marked five is for entering information about parameter alu
and output weights for each operating condition selectedhf® design. It is assumed
that both input and outputs weights are diagonal.



SECTION 3: PRESENTATION OF GRAPHICAL USER INTERFACE 197

When opening the GUI for the first time nothing will be disptalyin this area until
a model file has been loaded (See Sec8df). In Figure6 an example of the view is
displayed for a model with two performance outputs: “int Vegid “B r” and one per-
formance input “V”. These names are determined autométif@m the performance
channel of the open loop system generatedbgel . m

partn int v e | Br | v | synconbal red sel
| | | | mficikalels

Figure 6: Panel for entering parameters, associated weighsfor selecting operating conditions
for synthesis, construction, Gramian-based balancirdgraeduction, simulation.

The left most text field is for entering the parameter for thesidered operating
condition. Then in the other fields the weights can be spelcifieentering the transfer
function used for the scalar componentin the weight. If wesfample want to weight

“int We” by a constant term: 31 and “B r” by a first order filtes:jié and “V” by

2
(;*051) this can be done as shown in Figute

intwe | Er | W |
HE RS [ (s+sr2i(s+0y2

Figure 7: Example of panel with entered values.

In the right part of Figuré there are two check boxes and three radio buttons. The
check boxes are used to choose if the particular operatinditton should be used
for respectively synthesis and controller constructiorhisTway the computationally
demanding optimisation problem can be run for a more coaidelgan the controller
construction.

The two first radio buttons are used for selecting which apegacondition is used
as basis for respectively Gramian based balancing of the tym system, and for
controller order reduction. If no operating condition idested for the balancing it
means that no a-priory balancing will be performed.

The rightmost radio button is used to select which contreiidl be used for simu-
lations when using the LTI controller.

In Figure6 only one row is displayed for entering information about tiperating
conditions, however when entering data into a row, anothemwill be displayed below.
This way it is possible to enter as many operating conditamndesired.

3.6. lllustration of design results

The sixth red box in Figur8 is used for illustration of results from the synthesis. Il wi
be described in the example (Sect®rhow to interpret the tables displayed in this area.
3.7. Menu bar

The menu bar has three menus: File, Design, and Simulatiop.sén the following
these menus will be described.
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File menu

The file menu has four menu items

Load setup reads data from a selectednt file and updates the weights, parameters,
choice of bounds, etc. according to the data

Save setupSave data regarding weights, parameters, choice of boetud$y a selected
. mat file.

Save controller data stores controller variables, synthesis result, etc. agurtsre
ctrl _dat in aselected file.

Design
The design menu has three menu items
Model file selects the file used to generate the generalised plant.

Hoo Design selects if “hinflmi” from the Mathworks Robust Control Tootk should
be used fofH, controller design or if the method in this toolbox is used.

Simulation setup

This menu is for setting up the Simulink model used for clokegh simulation. The
menu has three menu items:

LPV controller is for the interpolated controller.

LTI controller is for the LPV controller with frozen parameters and for #ig, con-
troller.

Other controller is for a controller designed using alternative methods.

Each menu item opens a window in which the Simulink model casdiected and in
which the init and stop functions can be entered. In thesetims, the ternPARAMcan
be used to represent the initial parameter value so thatthdunctions can be made
dependent on operating condition.

4. LPV design from command prompt

It is also possible to use the tool for designing controlfessn the command prompt.
The commands to use are listed in the following and for a dgmn of the command
options and outputs can be seen using the Matklbp function.

Ipvsynthesis.m Runs the optimisation problem and retutxisY’, and~.
constructK.m Constructs the set of controllers for the chosen operatiigt®.

rmfast.m Removes the selected number of fast modes from the desigmétbiter(s).
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5. Example

This section presents the tool by giving a simple examplesighing a linear parameter
varying controller for an LTI plant. The purpose is to make tiontroller aggressive for
large tracking errors and slow for small tracking errors.

5.1. Preparation steps

The example will consider the control of a double integratith the control formulation
as in FigureB. The objective will be to track the reference, r, and intégction has been
included to obtain asymptotic tracking. The setup in Figgileads to the following

tpv| u |1 y

r *KT/e @e, ctrl | ¢

Figure 8: Block diagram of model and controller structure.

model of the interconnection used for controller design

T1=u , d2=w1 , X3=T—2T2
e=r—r , € =x3 , Y=1=T2
The input for the performance channels is chosenarwd the performance outputs have

been chosen to heandy to trade off sensitivity with complementary sensitivityhd
generalised plant is then as ) (

[ &1 ] 0 0 0]0|1]
o 1 0 0(0}0 1
I3 0 -1 0110 To
e =10 —-1 0f1]0 T3 2)
0O 1 0]0]0 r
e 0 —1 0110 U
| € | L0 0 1]0]0 |

This open loop model is entered into the Matlab file “modelan¢ording to the specifi-
cations of Figurdl. Also Simulink models “ltimod.mdI” and “lpvmod.mdI” are eated
with the extra blocks according to Secti@r2 Output variables are also stored in the
workspace to allow for plotting later on.

5.2. GUIl interface

The GUI is now opened by issuing the commdnalygui . Now all input fields are
empty and no fields are available for entering performandghw& The design is per-
formed by the following steps:

Step 1: The model filenndel . mis selected from the menu item “model file” in the
design menu.
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parmm -y ¥ Isyn con bal red =sel
0 18- *(5+.1)/ (5+18-4) 16-3 * (5+11 4 (18-3*5+1) W W
s 18-5 * (5+1) f (3+18-3) Se-d * (14410 1 (1e-dr5+1) | I R G
1 18-3 * (5+100) J (3+.1) 1e-4 * [01*%=+1) 1 (18-5%+1) V ¥
| e i

Figure 9: Entering of weights.

Step 2: Parameter and weights are entered. For the specific applichie weights
have been selected from an iterative procedure to get wishbisn in Figured.

Step 3: Select operating points used for synthesis and mark if Grarhased balancing
should be performed for the open loop model. In this exanmdwo operation
conditions for the parameter equal to zero and one, respécthave been se-
lected for synthesis, and no balancing is to be performeds ddm also be seen
from Figure9.

Step 4: Create model and perform synthesis without bounds. Doneré&ssmg first
the “Model” button and subsequently the “Synthesis” butt&tesults from the
synthesis are displayed in the right hand side of the GUI arféigure10 it is
shown for the particular example. The three topmost linesvstespectively the
polynomial expansion oK (p) andY (p), the size of optimisation problem, and
computation time and obtained performance level.

The two topmost tables show information about the primal dd#s. The first
two columns show the parameter values with the first one imkedwersion. The
third and fourth column show the minimum and maximum eigereaf the LMI
and the fifth column display the conditioning of the LMI. Hiyathe last column
shows a green figure which illustrates that the conditiomisted — a red figure
is displayed if the LMI is not satisfied.

The bottom table display information about variables ratdévfor the controller
construction. The columns are interpreted similar to whalisplayed above.

— Synthesi
=0, Yip) =0
Synthesis with 31 variahles

Elapsed time 0.10 seconds | Achieved gamma value: 0.9567

Primal Drual

min eig
-232403  -1.82-03 1edls -1 o]
-232405  -Se-02 Jedls 1 o

P pArm mzx ey cond ok P pArm  minel  maxely cond ok

S2324003  -1.6203 e+l

-232405 -Se02 dosld

Coupling, X, Y, - XY

Lhdl min e max e ceond ok
X 11400 77es0d4 T4
b 12201 A5e404 Fosl5
1-3%  -682418 -18e01 de+d0

Figure 10: Presentation of synthesis results.
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Step 5: Construct controller by pressing the “Construct” buttdredntroller construc-
tion fails return to step 4 but with introduced bounds onvafe variables. For this
simple application it has not been necessary to improve naai@erformance by
bounding variables.

When performing the controller construction, four differ@ages are illustrated
in the right side of the GUI — selected by the buttons panelalbe informa-
tion. The first page shows information about some of thecalitrariables used in
controller construction. If the controller constructiail$, these variables can be
used to backtrack what went wrong and for example what viarialbound in the
synthesis in order to make the controller construction ipéess

The two topmost tables display variabl&sandY and variables deducted from
these two variables. The top two rows show respectively thallest and largest
singular value of each variable. The bottom table displayilar information
together with the condition number for variables deductethfthe coupling con-
dition.

The construction of the input and output matrices for thetrdler is done by
solving two different LMIs on the basis of the constructedafales in Figurell.
Properties of these two LMIs are displayed in Figiavhich can be interpreted
similar to the tables in Figurg0.

An LTI closed loop analysis is performed by sampling the LRWitcoller at the
grid points. The result of this analysis is presented in thedtpage which is
reproduced in Figur&3 for the particular example. The topmost table illustrate
the largest real value for the closed loop poles to indictability properties.
Further the local{., norm is shown at each grid point and a green/red marker
is illustrated if the closed loop is stable/unstable. Thédio table display the
norm of the controller variables which give an indicatiothi& controller has high
gains. Such large gains can typically be removed either bjbdimg X and/orY’

or by controller order reduction.
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— Cohatruct ;X =12 Y =yl Sy2

X=x1invi=2), methed: QR

= xd x2 HxZ-xd H- iz
min swdd 1 A4e4dd FEE=01 1.30=05 1.70e-18 218
max swd  TTe+sd4 100ed00 5 50=0d TAd=15 14611

W=y inuw(yZ) , methed i QR

¥ i ¥ ¥y -y V- iy
min svdl 12201 1.22=01 142208 0.00 Q00
max svd  A0e40d 10020 998201 10014 {65211

MM =37 - Y X) X2
il h YR y1%E |- X
min svgl  1.5e08 1 .0e00 1 -0 00

min swcl 10400 1 Oepdd 559408 1.8e-11

cond 532401 102400 Ada+iD Inf

Figure 11: Information about variables used in controlanstruction.

— Con. Lkl

Constuction Ll for B fikcke

FArmM P minel maxeg cond ok

6] O -BEeE -34e-08 Zotid

Q08 Q05 -7 e+l -2de0d 2odd

01 04 982404 18207 Ba+id

Constuction Ll for Ck tidke

parm p mineg maxeg cond ok

6] O -3 831l deid

Q08 Q05 -5 72403 -1 ie08 Loz

01 04 92404 -4 Tei] S+l

Figure 12: Illustration of construction LMIs.
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— LTl analysis
Construction gamma walue; 09567
LTI anaby sis
parm - p mas real eig H-inf nesrm stable
o] o} -7 Rerf 0001
005 005 -3.5-05 QL0005
o4 o4 -1. 705 0515
Controller varkbles

parm  p [lAkI BRI (ICKIl |IDK]

a 0 152404 10240 152404 Q0

005 005 252404 1020 14em0d Q0

21 01 502405 1e+d 142404 Q0

Figure 13: LTI analysis of closed loop.
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Step 7: Controller order reduction. From the selection of an opegatondition (done
by clicking on an appropriate radio button in the “sel” colunit can be seen that
the constructed controller has two modes that are signtfictaster than the other
modes. This can be seen from the left column of Fidi#te

— Reduce K Ahsolute value of sigenyvalues of K

LPY Controller
num orig red]. k. rec. gleb.
1 2442403
2 1.2224+02
a4 12,000 12,084
4 0230 0230
5 10008 1.00e-0d

Figure 14: Controller order reduction.

These modes are removed by entering “2” in the text field “#eofioved states”.
The order reduction can now be done in local coordinates bgsimg “Reduce
K” or in global coordinates by pressing “Red. K. col.”. We cse the global
coordinates because this is the only option that will enaioteilation of the LPV
controller. The result can be seen in Figdeein which it can be seen that the
corner frequency of the other poles are not affected sigmiflg by the reduction
in global coordinates. The effect can also be seen from béate py pressing
either the “bode K” or “bode CL" buttons and selecting an @pi@g point to view
(by the radio button “sel”).

Step 8: Simulate closed loop response. First a simulation modeh@sen for both
LTI and LPV simulations from the appropriate menu item in $ieulation setup
menu. The choices for the LTl and LPV setup are shown in Figgfeom which
it can be seen that thet opf cn is used for plotting simulation results in a com-
parison.

The result of the controller design can be seen in simulatamillustrated in Fig-
ure 16 which shows a simulation of the designed controller with dio¢ted lines rep-
resenting the three constructed controllers with frozerapaters and the solid line is
LPV controller. The horizontal black, dashed lines illasérthe design points (param =
le]) and it can be observed how the aggressiveness of the dentiiodnges as a function
of tracking error.

From Figurel6 it can be seen that when the tracking error is large (above thé
controller is aggressive and follows the behaviour of tret gmntroller with frozen pa-
rameters. When the tracking error decreases below 0.1 titeotler changes behaviour
and has a much slower behaviour. Such a behaviour can betageans if we want a
fast step response without having overshoot or simply if vaatvaggressive behaviour
when the error is large and small control effort when therasremaller.
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) Setup simulation -0 x| 10l x|
PARAM : Selected parameter value PARAM : Selected parameter value
InitFcr IhitFch
Jtizim Browrse | Jsim Browese I
InitFcn IhitFch
StopFen StopFon
ix = find(LTimod parm == PARAM), ;l if exist(i_clat") -
if ~izempty(ix) plotsimiLTImod parm ti_dat v _dat);
Ii_chat{i=} = fi_cst_tmp; elze
clear ti_dat_trp; plotsiml L Tleodd parm [] v _dat);
et end
clear ix
if exist('lpy_dath
plotsitn L TIvodd poare fti_clat oy _dat);
elze
plotzirm(LTIrmad parem ti_dat []0;
eng ;I :I
Ok, | Cancel | QK | Cancel |
Figure15-a: Simulation setup for LTI Figurel5-a: Simulation setup for LPV
simulations. simulations.

Figure 15: Setup for LTI and LPV simulations. InitFcn is usednitialise parameters necessary
for the simulation — controller parameters are automdjidahded. StopFcn is used for automatic
post-processing of simulation results — In the examplalised to plot simulation data (by plotsim)
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1.2 T

— LPV
~+ LTI: param = 0.00
~ LTI: param = 0.05
 LTI: param = 0.10(]

— — —Parameter region

Tracking error, e

time [s]

Figure 16: Simulation results. Comparison between frozmampeter controllers and LPV con-
troller.

The model file fodel . m), Simulink files ( t i si m ndl andl pvsi m ndl ) and
a setup (setup.mat file) for the GUI can be found together thithmanual. Note that
the designer is free to choose alternative filenames whittltemable the possibility of
having different versions in the same directory.

Alternatively the design can be done from the command prdphe following
commands. In this command line example, the model is irggdldirectly in the lines
of code. This could also be done callingpdel . mif this file has been created. No
simulation is done within this sample code, and this coulddr@e by standard means.

parm= [0 0.05 0.1];
for |=1: Iength(parn’)
plantWI} =
end
cnd. offset = [0 O O 1e4 led 0];
crd. coef f 1;
[gam X, Y] = |
cnmd. cX = 3;
cmd. net hod =
ctrl = | pvconstruct XY_const (pl ant Wparm X, Y, gam cnd) ;
for I=1:1ength(parm
ctrl{1} = rnfast(ctrl{l},1);
end

pvsynt hesi s_const (pl ant W parm cnd) ;
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