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Introduction

This Ph.D. thesis consists of the three papers, “The Translation Invariant
Massive Nelson Model: II. The Lower Part of the Essential Spectrum,”
“Asymptotic Completeness in Quantum Field Theory: Translation In-
variant Nelson Type Models Restricted to the Vacuum and One-Particle
Sectors” and “A Taylor-like Expansion of a Commutator with a Function
of Self-adjoint, Pairwise Commuting Operators” as well as an overview,
Chapter 1. We will refer to the papers as [MR], [GMR] and [Ras], respec-
tively. The aim of the overview is to explain, mostly without proof, the
role of some of the techniques used in these papers. We do not intend to
present optimal results, instead we try to make it simple and informative.

* * *

We will now give a brief description of the overview. A natural first step
in the spectral analysis of an operator is to determine the structure of the
spectrum, i.e. where is the discrete spectrum, how is it distributed and
where is the essential spectrum? The expected picture for many physically
motivated operators including those we consider in [MR] and [GMR] is
that they satisfy a so-called HVZ! theorem, which states that the spectrum
below a certain point X is discrete and can only accumulate at X5, and
everything above Xess belongs to the essential spectrum, Oess = [Zess, ).
A common way to prove the first part of this statement is to make a
“smooth energy cut-off” below the point Xess of the Hamiltonian operator
H,i.e. look at f(H) for an arbitrary, compactly supported smooth function
with support below X¢ss. If H is known to be bounded from below, we
are done if we can prove that f(H) is a compact operator. This is one of
many reasons for introducing the functional calculus of almost analytic
extensions known as the Helffer-Sjostrand formula, which is done in
Section 1.

In all three papers, commutators between (possibly) unbounded opera-
tors play an important role. One has to pay attention to domain questions
when dealing with unbounded operators in general and in particular

lfor Hunziker-van Winter-2Kncann



iv Introduction

when defining the commutator. Thankfully, the concept of an operator
being of class C¥(A) for k > 1 and A some self-adjoint operator, often
provide rigorous justification for calculations which would be trivial, were
it not for the domain questions. Section 2 is devoted to this subject.

Now with firm ground under our feet, we proceed to see how one
can use commutators to answer questions of the following kind: What
does the essential spectrum look like, in particular how are the embedded
eigenvalues, if they exist, distributed? Can they accumulate, and if so,
where? How about their multiplicities? Is there any singular continuous
spectrum? The keyword for answering these questions is Mourre theory,
and this is the topic of Section 3.

In order to formulate the models we investigate in [MR] and [GMR],
we need to introduce the concept of second quantisation. Second quan-
tisation is a method for constructing a quantum field theory based on
the Hamiltonian formulation of quantum mechanics; several other ap-
proaches exist, but we will not elaborate on that here. The term “second
quantisation” comes from the fact that it can be seen as the process of
quantising the classical theory of a fixed number of particles, which again
is quantised to deal with the theory of an arbitrary number of particles. In
the resulting theory, the dynamics is determined by a self-adjoint operator,
the Hamiltonian, acting on a Hilbert space with a certain structure, called
a Fock space. The basic constructions in Bosonic Fock spaces are treated
in Section 4.

The translation invariance of a model implies that its Hamiltonian
commutes with the operator of total momentum. This again implies that
the Hamiltonian and the operator of total momentum are simultaneously
diagonalisable, i.e. there exists a direct integral representation of the
Hamiltonian with respect to total momentum. In Section 5, we will briefly
discuss the connection between the Hamiltonian and the fibers in the
direct integral.

In [GMR] a series of so-called weak propagation estimates is shown.
Weak propagation estimates are statements of the form

o ; dt
| IB@e oS < clgl?,

where B(t) is some time-dependent observable. The proofs of all of these
propagation estimates depend heavily on pseudo-differential calculus,
so before going into the details of the role of the different propagation
estimates, in Section 6 we will present a useful lemma from pseudo-
differential calculus and briefly discuss its relation to [Ras]. As a warm-up
for the next section, we will also briefly discuss two lemmas related to the
propagation estimates.



For the reader who is not familiar with propagation estimates, the roles
played by the four propagation estimates might be a bit blurred by their
somewhat technical appearance and equally technical proofs. To make up
for this, in Section 7 we will go through the propagation estimates, their
mutual relations, their consequences and the connection to the Mourre
estimate.

Scattering theory is the study of an interacting system on a scale of
time (or distance) which is large compared to the scale of the interaction.
Scattering normally involves a comparison of two dynamics for the same
system, the given dynamics and a “free” dynamics. This gives rise to
the concept of the so-called wave operators. Asymptotic completeness
in quantum mechanics is the statement that the state space splits into a
direct sum of bound and scattering states. The definition of bound states
depend on the concrete model while scattering states are states that in the
far distant past and/or future appear to be “asymptotically free.” As the
interaction we consider in [GMR] is a so-called short-range interaction,
one would intuitively expect that for scattering states, the particles — at
least for large times — are far apart. This idea is exploited to prove an
intermediate result called geometric asymptotic completeness. Section 8
is devoted to the discussion of these subjects.

* * *

I would like to thank my family for love and support. In particular I would
like to thank my wife Mika, who during my years as a Ph.D. student
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I am most grateful to my supervisor, Jacob Schach Mgller, who has
been the ideal supervisor for me, personally and professionally. I would
also like send my warm thanks to Christian Gérard, from whom I learned
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have benefitted from the source files of Rasmus Villemoes’ Ph.D. thesis,
which I used as a IXTEX template, and from the proofreading on parts of
the manuscript performed by Matthias Westrich.

Morten Grud Rasmussen
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CHAPTER

Overview

The purpose of this overview is to expose some of the main tools, ideas
and concepts used in the papers [MR], [GMR] and [Ras]. However, before
performing this task we will briefly outline the contents of the three papers
and discuss how they relate to each other.

In [MR], the two authors study a large class of linearly coupled trans-
lation invariant massive models which include both the Nelson model
and the Frohlich polaron model. Many results related to the energy-
momentum spectrum on this class models valid for all values of the
coupling constant have been obtained in previous work by Moller, see
e.g. [Mel05] and [Mol06], including an HVZ theorem and non-generacy
of ground states. In [MR], we focus our attention to the lower part of
the essential spectrum, i.e. the range between the bottom of the essential
spectrum and either the two-boson threshold, if there are no exited iso-
lated mass shells, or the one-boson threshold pertaining to the first exited
isolated mass shell, if it exists. In this region we prove a Mourre estimate
and C? regularity with respect to a suitably chosen conjugate operator,
implying that this region contains no singular continuous spectrum. Go-
ing further up in the spectrum is a difficult task for several reasons, see
the introduction in [MR] for a detailed explanation.

A natural next step would be to prove asymptotic completeness in the
considered region. As the model in this region is expected to resemble
the model with at most one field particle in many aspects, the authors
of [GMR] set out to handle this simplified model. The class of models
studied in [GMR] is basically the class of models from [MR] restricted
to the vacuum and one-particle sectors, although strictly speaking, in
[GMR] they are not assumed to be massive. However, the positive mass
assumption for the field particles in [MR] is primarily used to avoid

1



2 Chapter 1. Overview

infrared problems, and in [GMR], due to the finite particle assumption,
we have already avoided infrared problems. Another consequence of
restricting to the vacuum and one-particle sectors is that the method
for proving the Mourre estimate in [MR] now works for the whole of
the essential energy-momentum spectrum. The asymptotic completeness
statement proved in [GMR] is therefore not restricted to a limited region.
We hope to be able to combine the methods used in [GMR] with the
Mourre estimate of [MR] to prove the aforementioned partial asymptotic
completeness for the full model.

An important part of many of the proofs in both [MR] and [GMR]
is to be able to compute commutators and to give estimates on their
norms. When computing commutators of functions of the momentum
coordinates with functions of the position coordinates, this is usually
performed using pseudo-differential calculus. However, for computing
commutators of functions of second quantisations of momentum operators
with the second quantisation functor applied to functions of the position,
one cannot use pseudo-differential calculus directly. In [Mol05], Meller
computes such a commutator in some special cases where the function
acting on the second quantised momentum operators is of one of three
certain types. This leads to a mathematically unnatural assumption on one
of the dispersion relations. To avoid this assumption, in [Ras], the author
develops “an abstract pseudo-differential calculus,” that also works for
these more complicated momentum-position related commutators. We
stress that it is not an extension of the already existing pseudo-differential
calculus, as one e.g. is not able to use this method to say anything about
commutators of functions that depend simultaneously on both position
and momentum, at least not directly. However, as the results of [Mol05]
have been extended to hold for a larger class of models using the method
developed in [Ras] — see the section on localisation errors in [MR] — and
as it plays a central role in computing a commutator in [MR], this method
has proven to be useful.

1 The Helffer-Sjostrand Formula

The functional calculus of almost analytic extensions known as the Helf-
fer-Sjostrand formula is a useful tool in the computation of commutators.
In both [MR], [GMR] and [Ras], it is used in several crucial steps. The
usefulness comes from the fact that it reduces the task of computing
commutators with functions of a self-adjoint operator to computing the
commutator with its resolvent, and in the case of several pairwise commut-
ing, self-adjoint operators, it also reduces the task, although to a somewhat
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more complicated one than in the case with only one self-adjoint operator.
The idea is to replace the function by an integral representation based on
the Cauchy integral formula using an “almost analytic extension,” see
below. We will now present the formula without proof. For details, see
the monographs [Dav95] and [DS99].

In the following, we write d = (d1,...,9,) where 9; = —(8 + idy,)
and u; and v; are the real and imaginary parts of z; € C, respectlvely, and
z=(z1,...,2zv) € C". Let f € C*(RY) and assume that there exists an
s € R with the property that for any multi-index « there exists a constant
Cy > 0 such that 9% f(x)| < Cx(x)*~1*|. Then there exists an almost analytic
extension f € C®(C") of f satisfying:

(i) supp(f) C {u+iv|usupp(f), o] < C(u)}.
(ii) For any ¢ > 0 there is a C; > 0 such that [0f(z)| < Cy(z)* “ [Imz|".

Let A = (Ay,...,Ay) be a vector of pairwise commuting, self-adjoint
operators. If s < 0, we now get the representation

f<>—ﬂ§”%‘2;/ 97 () (Aj —2))|A — 2| P,

where [S?~1]| is the area of the unit sphere in R?”. For v = 1, this reduces
to

7)==+ [ A-2)d

A commutator of the form [B, f(A)] can thus be written as

B A(A) =+ [, (A—2) "z,

or, using [B, (A —z)" 1 = —(A —z)"![B,A](A—z2)71,

(B, f(A)] = ——/ 37 (2) 1B, A](A — z)"1dz.

2 The C* Regularity Classes

We begin by reviewing what a commutator is. For this purpose, let T
and A be (possibly unbounded) operators with domains D(T) and D(A)
respectively, acting on a complex Hilbert space H with inner product
(-,-) conjugate linear in the first variable. A priori, one might think that
the commutator [T,iA] of T and A — where the i is to insure that for
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self-adjoint T and A, the commutator is symmetric — should be defined as
[T,iA] = i(TA — AT) on some appropriate domain. However, as always
the case when dealing with unbounded operators, one should be careful
regarding domain issues; for an arbitrary pair of operators T, A, we have
no reason to expect that T maps anything from its domain D(T) except
the zero vector into the domain of A, D(A). To solve this issue, we instead
view [T,iA] as a form on D(T*) N D(A*) x D(T) N D(A) given by

([T, iAlg) = i((T"9, Ag) — (A", Te)).

To simplify matters, in the following we will assume that T is either
bounded or self-adjoint, and that A is self-adjoint. For a treatment of more
general operators, see [GGMO04]. When T is a bounded operator, we will
denote it by B, and when it is self-adjoint, we will denote it by H. This
ensures that [T,iA] is a form on D(T) ND(A)(= D(A) if T = B).

Even though we now have a good definition of a commutator, one
should still be careful with formal manipulations. For an example of
how bad things can go, even with D(H) N D(A) being a dense set in
D(H), we refer the reader to [GG99]. To avoid such trouble, we introduce
the concept of T being of class C*(A) for some k > 1. As mentioned in
the introduction, the condition that T is of class CX(A) often provides
rigorous justification for calculations that would be trivial without the
domain issues. We will only consider k € IN, for the definition of C7(A)
for o € R \ IN, we refer to the paper [Sah97] or the monographs [ABG96]
and [GLO02].

Definition 2.1 (The C*(A) property of bounded operators). Let B be a
bounded operator and k € IN. We say that B € CX(A) if, for all ¢ € H,
the map R > s — e “4Be’*4 g € H is k times continuously differentiable.
If B € C(A), B is said to be of class C¥(A).

For the case k = 1, the following alternative characterisations are often
useful.

Proposition 2.2. Let B € B(H). The following are equivalent.
(i) B € Cl(A).

(ii) It holds that limsup 1||e 4 Be"*A — B|| < oo,
s—0+F

(iii) There is a constant C such that for all ¢, ¢ € D(A),

[(Ay, Be) — (¢, BAg)| < Cllo|l[[¥]l-
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(iv) B maps D(A) into itself and AB — BA: D(A) — H extends to a bounded
operator on H.

(v) There exists a core C for A such that BC C D(A) and AB — BA extends
from C to a bounded operator on H.

These equivalences are well-known, see e.g. [ABG96], [GGM04] and
[FGS08]. For B € C!(A) the commutator [B,iA], which a priori only is
defined as a form on D(A), extends uniquely to a bounded operator on
H by (iv) (or (v)). We denote this extension by [B,iA]°. If B € C¥(A), we
will also write ad¥, (B) for the iterated commutator defined recursively by
adt, (B) = [ad*;1(B),iA]°. (Note that ad!,(B) € C*"I(A) for j < k if and
only if B € CK(A)).

Proposition 2.3. Let A be a self-adjoint operator. Then:

(i) The linear map A: C'(A) — B(H) defined by B — [B,iA]° is closed for
the weak operator topology.

(ii) The space C1(A) is a sub-algebra of B(H) and A is a derivation on it.

(iii) If B € C'(A) and z € p(B), then R(z) = (B—2z)"! € C(A) and
[R(z),iA] = —R(z)[B,iA]R(z).

We now extend the property of being of class C*(A) to self-adjoint oper-
ators. We note that it is possible to extend this property even further to
include merely closed and densely defined operators, see [GGMO04] for
the case k = 1.

Definition 2.4 (The C¥(A) property of self-adjoint operators). Let H be
a self-adjoint operator on # and k € IN. We say that H is of class CF(A) if
(H —2zy)~! € CK(A) for some zy € p(H).

Note that we do not extend the set C¥(A) but only the property of being of
class C¥(A). This ensures that Proposition 2.3 is still valid. However, while
(i) and (ii) clearly fail to extend to unbounded, self-adjoint operators, (iii)
remains true. Note also that (iii) ensures that for bounded, self-adjoint
operators, the two definitions coincide.

Let H be a self-adjoint operator of class C'(A). From Definition 2.4
and the form identity [(H —z9)™!, A] = —(H —z9) [H, A](H — z9) !
which holds on D(A), it follows that [H, A] extends to an operator [H, A]°
in B(D(H), D(H)*). By sandwiching [H, A]° with R(z) := (H —z)~!, we
see that R(z) € C!(A) for any z € p(H). Hence the C!(A) property is
independent of the choice of zy. In fact, this is also true for the C¥(A)
property for k > 1. We will now outline a proof of this fact.
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Proposition 2.5. Let A and H be self-adjoint operators with H of class CX(A)
and zg € p(H) be such that (H — zo) ™' € CK(A). Let z € p(H) and write
Ro=(H—-2z) ', R=(H—2z)" and o = z —zy. Then R € C*(A) and for
¢ <k,

4 /! n

Z Z ma”*1(1+o¢R)Had?A(Ro)(1+“R)-

j=1

In particular, the C ( ) property is independent of the choice of z € p(H).

We note that the quotient in front of the terms of the sum is in fact a
multinomial coefficient and that the sum may actually be seen as the sum
of all decompositions of k, counted with multiplicity. The number 7 is
then interpreted as the number of terms in the decomposition.

Proof. Assume that R € C"™ 1(A) and the formula holds for ¢/ = m — 1.
The form identity
m-1(R - m! -1 )
[ad,( Z ) — " (1+aR) [ Jad/; (Ro) (14aR)

. |
-1 Z} 11 mal. an. ]:1

now holds by induction, and hence [ad”; (R),iA] extends to a bounded
operator ad} (R) satisfying the identity in the proposition. O

We finish this section by stating a few results that would be trivial without
the domain issues. For a proof of those not treated in the text, we refer

the reader to [ABG96] and [GL02].

Proposition 2.6. Let H, A be self-adjoint operators such that H is of class
ClY(A). Then:

(i) The form [H,iA] on D(H) N'D(A) extends to a bounded form [H,iA]°
on D(H).

(ii) The virial relation holds: 1¢,y(H)[H,iA]°1,y(H) = 0.
(iii) Forz € p(H), [(H—z)71,iA] = (H —z)"'[H,iA]°(H —z)~ L.
(iv) For f € CP(R), [f(H),iA] is bounded.

(v) Forz € p(H), (H — z)~! preserves D(A).
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3 Mourre Theory

At the end of the previous section, the virial relation was stated (Proposi-
tion 2.6 (ii)). This relation is a very important part of Mourre’s positive
commutator method. Combined with a positive commutator estimate, one
can use the virial relation to obtain local finiteness of the point spectrum.
To illustrate the idea, assume that H and A are self-adjoint operators
with H of class C'(A), and that there exists a bounded operator C with
ker(C) = {0} satisfying

(p, [H,iA]°y) > ||Cy|>. (1.1)

As the virial theorem holds, the left-hand side is zero for eigenvectors.
This contradicts the estimate, implying that the pure point spectrum
opp(H) of H is empty. In fact, if H and A are bounded, H has purely
absolutely continuous spectrum. This result is known as Kato-Putman’s
theorem, see e.g. [RS78, Theorem XIII.28] and references therein. However,
as almost always the case, the situation is a bit more delicate when dealing
with unbounded operators.

In models of quantum mechanics the operator H generating the dy-
namics — the Hamiltonian — is usually an unbounded operator, and for
physical interpretation purposes one would like the spectrum of the
Hamiltonian to consist of eigenvalues (bound states) and absolutely con-
tinuous spectrum (scattering states) only. For this reason, we will now go
through the basics of Mourre theory, which gives conditions under which
one can verify that an unbounded operator has no singular continuous
spectrum.

The development of the abstract Mourre commutator method was initi-
ated by the fundamental paper by Mourre [Mou81] and later extended and
refined by many authors, see among others [PSS81], [Mou83], [JMP84],
[BG92], [ABGY6] and [Sah97] for developments of “regular” Mourre the-
ory, i.e. where the commutator is comparable to the Hamiltonian and
[Ski98], [MS04] and [GGMO04] for developments of the “singular” Mourre
theory.

The inequality in (1.1) is an example of a global commutator estimate.
The essence of Mourre theory is the Mourre estimate, which is a local
commutator estimate. The precise definition of a Mourre estimate is given
by the following;:

Definition 3.1 (Mourre estimate). Let H € C!(A) for some self-adjoint
operator A and I a bounded, open interval on IR. We say that the Mourre
estimate holds true for H on [ if there exists a ¢ > 0 and a compact
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operator K such that
Ei(H)[H,iA]°E[(H) = cE;(H) + K (1.2)

The operator A is called a conjugate operator. We say that the Mourre
estimate is strict, if we can choose K = 0.

Note that if we assume (1.2) and that A € I is not an eigenvalue of H, then
we can choose an I’ 5 A and a ¢’ such that a strict Mourre estimate holds
with I and c replaced by I’ and ¢/, respectively.

To illustrate what role the compact operator plays and how the locality
of the estimate comes into play, we state two simple consequences of the
Mourre estimate.

Proposition 3.2. Let H and A be self-adjoint operators with H of class C'(A)
and A € R. If there exists a neighbourhood I of A such that a Mourre estimate
holds true for H on I, then the eigenvalues of H, counted with multiplicity, cannot
accumulate at A. In particular, A is not an eigenvalue of H of infinite multiplicity.
If moreover, the Mourre estimate is strict, then there are no eigenvalues of H in I.

So far, we have only made use of the C¥ property for k = 1, and we have
not yet discussed the nature of the essential spectrum. As we shall see,
this is no coincidence. The connection goes via the limiting absorption
principle, which we will now give a precise definition of (we use the

somewhat standard notation (x) = v/x2 + 1).

Definition 3.3 (Limiting absorption principle). Let H and A be self-ad-
joint operators, | a bounded interval on R and s > 0 a non-negative
number. We say that the limiting absorption principle holds for H with
respect to (A, ],s) if

sup||(A) *(H —2)H{A) °|| < oo,

zeJ+
where J* = {z € C|Re(z) € ], £Im(z) > 0}.

Note that the limiting absorption principle implies absolute continuity
of the part of essential spectrum of the operator lying in |, see [RS78].
Clearly, if the limiting absorption principle holds for an sy, then it holds
for all s > sy.

To prove absence of singular continuous spectrum, it suffices to find
conditions under which the limiting absorption principle holds. It turns
out that it is sufficient to prove a C? property and a Mourre estimate for
the operator. More precisely we have:
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Theorem 3.4. Let H be of class C*>(A), I an open interval on R and s > %
Assume that the strict Mourre estimate holds true for H on 1. Then the limiting
absorption principle with respect to (A, ],s) holds true for H, where | is any
compact subinterval of 1.

For a proof, wee refer to [ABG96].

4 General Constructions in Bosonic Fock
Spaces

As mentioned in the introduction, second quantisation may be seen as the
process of converting quantum theory with a fixed number of particles
into a quantum theory with a variable number of particles. To satisfy
relativistic invariance, one is forced to take creation-annihilation processes
into account in the formulation of a quantum field theory. However, for
matter particles, the energy involved in creation-annihilation processes
are so high that one often simplifies to a fixed matter particle number.

We will now introduce some mathematical objects and notation related
to bosonic second quantisation. At the moment there seems to be no
generally accepted notation for many of the objects, but we will for the
most part follow the notation used in the paper by Dereziriski and Gérard
[DG99].

Let h be a complex Hilbert space, which we call the one-particle space.
It describes the quantum states for a single particle. Denote by h®" the
n-fold tensor product

h" =h® - ®b
—————
n times

with the usual convention that h®? = C. We define the Fock space over b
to be the direct sum

r(n) = "
n=0

The vector Q) = (1,0,0,...) € T'(h) is called the vacuum vector.

It is not I'(h) itself but two subspaces of T'(f) that are used most fre-
quently in quantum field theory, the bosonic and the fermionic subspaces.
As indicated by the title of the section, we will focus on the bosonic Fock
space. For any n, take the set of basis elements in h®" invariant under
permutations of the tensors, i.e.

H¥" S P1®@ - ® Py = Yp1) ® - ® Pon)
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for all permutations ¢ € S(n), and denote by h®" the closed linear span
of this set. It is clear that

Ls(h) = P H™" CT'(h)
n=0

constitutes a closed subspace, which we call the symmetric Fock space or
the bosonic Fock space over h. Let us mention that the fermionic Fock space
['2(h) (a for antisymmetric) is defined in a similar manner, with basis
elements that changes sign according the the sign of the permutation.
For later use, let S denote the projection from I'(h) to I's(h) and S, the
projection from h®" to h®". We call h®" the n-particle sector of Ts(h).

As we exclusively work with bosonic Fock spaces, we will from now
on drop the index s from the notation. An important subspace of I'(h)
is the set I'y,(h) of finite particle vectors, by which we mean a vector
¥ = (), € T(h) with (") = 0 for all but finitely many n. For
any vector subspace ¢ C b, we likewise define I'y,(¢) C T'gn(h) as the
set of vectors i = (") with p(") € £2" for all n in addition to the
requirement that () = 0 for all but finitely many 7.

Let A be an operator on b, essentially self-adjoint on some domain D.
We define the second quantisation dT'(A) of A by the closure of the operator
given by linearity and

n . .
dr(A)jpes = Y 1807V @ A@1®0))
j=1
for each n. The operator dI'(A) is essentially self-adjoint on I', (D). An
important example is the number operator N = dI'(1).
We now proceed to define the creation and annihilation operators. For
h € hlet b*(h) be the operator that takes each n-particle sector into the

n + l-particle sector by the action

B (1) e ™ = S,y 1h @ p(1) € pS1) ) ¢ e
Its adjoint, which we denote by b~ (h), is given by

b () s 9" = (91" )9l @ - @yl € 92,

where (") € h® (1) Tt is easy to see that b* (k) and b~ (h) are bounded
operators of norm ||/||. The annihilation operator a(h), initially defined
on I, (h), is then given by

a(h) = VN + 10~ (h),
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and its adjoint a* (1) is called the creation operator and is given by
a*(h) = VNb* (h).

Both the creation and the annihilation operators are closable, and we
denote their closures by the same symbol. They satisfy the cannonical
commutation relations,

[ﬂ(hl) ()]=<1
[a(h1), ( 2)] =

and it follows from the boundedness of [a(hy),a*(hy)] that they have the
same domain.

It is clear from their construction that they are bounded relative to the
square root of the number operator;

la*(h) (N +1)72 || < [|R]|,
I(N +1)"2a*(n)|| < [|1]),

where a*(h) denotes either a(h) or a*(h). On their common domain, we
define the (Segal) field operator by

®(h) = —5(a*(h) +a(h),
which is self-adjoint by Nelson’s commutator theorem.

Let B be a bounded operator of norm less than or equal to 1 on h. We
will now turn the symbol I into a functor, the second quantisation functor,
from the category of Hilbert spaces with bounded operators of norm less
than 1 to the category of (bosonic) Fock spaces with bounded operators
of norm less than or equal to 1 by defining

T(B)jyon = B®".

Its relation to the second quantisation of a self-adjoint operator is given
by the identity
l—v(eitA) — eitdF(A)

As mentioned earlier, we will at some point need to calculate commutators
of (a function of) a second quantised operator with the functor I' of a
contraction. For that purpose, the following definition is useful. Let B be a
bounded operator on h of norm less than or equal to 1 and B a self-adjoint
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operator on h with domain of essential self-adjointness D. We define

n . .
dr(B, A)jpes = }_ B®U DV @ Ag B ),
j=1
which clearly reduces to dI'(A) for B = 1. The first commutator can then
be computed as

[dI'(A),T(B)] = dI'(B, [A, B]).

For further constructions in bosonic Fock spaces, we refer the reader to
[DG99].

We will now present some concrete examples of some of the objects
introduced above. Let h = L?(R"). Then h®" is the Hilbert subspace
Lisym(lR””) of L2(R™) of all functions invariant under permutations of
their v-variables, i.e.

L2(]Rm/) = f(xl, e ,xn) = f(xg(l), ... ,xa(n)), X; € RY
for any permutation o € S(n). The Fock space I'(h) is the set of sequences

(o, P1(x1), Y2 (x1,x2), Y3(x1, X2, x3),...) of functions ¢, where for each
n, i, € L (R™). For ¢ = CP(RY), T, (k) is a dense subset of I'(h).

v-sym
If A is the self-adjoint operator of multiplication by the real function
w, then

(dT(A) )P (x1, ..., 1) = (éw(xi)>1/)(”)(x1,...,xn).

The creation and annihilation operators are given by

(a* (W) (x,...,x,) = %iéf(xi)lp(”_l)(xl,. R X)),
(a(h) )™ (x1,...,%,) = Vi + 1/sz(x)gb(”+1)(x,x1,. e, Xp)dx,

where %; denotes that x; is omitted. Finally, for B the operator of multipli-
cation by j € C*(RY;[0,1]), we have

(F(B)¢)(n)(x1, e Xp) = (Hj(xi)>¢(”)(x1, ey Xp)-
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5 Direct Integral Representations

Direct integrals are a generalisation of the concept of direct sums. We will
now give a definition of a direct integral of Hilbert spaces. For a thorough
treatment of the subject, we refer the reader to e.g. [Nai59].

Definition 5.1 (Direct integrals of Hilbert spaces). Let X denote a Borel
space equipped with a countably additive measure y. A measurable family
of Hilbert spaces on (X, u) is a family { Hy } xex which satisfies the following:
There is a countable partition {X;};cnu{e) Of measurable subsets of X
such that

H,=C" forxe X,,n €N,
H,=H forx € X,

where H is some infinite dimensional, separable Hilbert space.

A measurable cross-section of {Hy}yex is a family {vy}rex such that
vy € H, for all x € X which satisfies that the restriction of {vy }cx to each
partition element X, is measurable. As usual, we identify measurable
cross-sections that are equal almost everywhere.

Given a measurable family of Hilbert spaces, we define the Hilbert
space direct integral

[ Hadp()

as the set of measurable square integrable cross-sections of { Hy }ycx. This
is a Hilbert space equipped with the inner product

(w,0) = [ (u(x),0()) . dp ().

For counting measures, the definition reduces to a direct sum. We will
now give a very simple example of a Hilbert space direct integral which is
not a direct sum. Let X = [0, 1] be equipped with the Lebesgue measure.
For any x € X, let Hy = C. Then {H, },cx is clearly a measurable family
of Hilbert spaces. The set of measurable cross-sections equals the set of
measurable, complex valued functions on [0, 1], and

®
/ Hydx = 12(]0,1]),
X

equipped with the usual inner product. One could now proceed to
construct L%([0,1]2) by replacing C with L?([0,1]) in the above example.

In the papers [MR] and [GMR], X is R" and the measurable family
{Hx}xeRrv is just the constant family H, = # for all x € R".
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An operator A acting on f;f H,du(x) which can be represented as

| f Axdu(x) for some strongly measurable family of operators { Ay} yex
is called decomposable. By a strongly measurable family { Ay} cx we mean
a family of operators whose restriction to each X;, is strongly measurable.

The importance of direct integrals comes from the fact that if two self-
adjoint operators commute, then they are simultaneously diagonalisable.
Examples of such operators appear e.g. in the analysis of 3-body magnetic
Hamiltonians, see [GL02], and of course in translation invariant models,
where the Hamiltonian commutes with the operator of total momentum.
This means that the Hamiltonian is diagonalisable to an operator that
decomposes on the Hilbert space direct integral fﬂg Hzdg, where ¢ de-
notes the total momentum. The unitary operator that diagonalises the
Hamiltonian in our setup was first identified in [LLP53].

6 Tools for Proving Propagation Estimates

Pseudo-differential calculus is in short the calculus of operators that are
functions of the position and differential operators. The functions belong
to certain symbol classes, which we will not go deeper into here. As the
momentum operator is a differential operator, one may use pseudo-diffe-
rential calculus to compute the commutator of functions of position and
momentum, which often is needed in the proof of propagation estimates.
In particular, we have the following lemma, see [FGS02].

Lemma 6.1. Let f € S(RY) be a Schwartz function and let ¢ € C"(IR") satisfy
SUP |4y [10°8lce < 00. Let p = —iV. Then

=
i

i)l

¢(p) 1| ‘ (0°f)(x)(0"¢) (p) + Rin
al=1
n—l Z|ac

where
IRjnll < Co sup 1981l [ IK]" £ ()]l

|a|=n
In particular, if n = 2 then
8(p),if (e2)] = eVg(p) - Vf(ex) + O(e?)
=eVf(ex) - Vg(p) + O()

in the limit ¢ — 0.
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It is the last statement one commonly needs in the computation of commu-
tators of functions of position and momentum, respectively. The method
of proof is usually based on the Fourier transform and and application
of Taylor’s formula. However, it is easy to see that one can use the result
of [Ras] for an almost immediate proof. If one identifies f(x) = B and
A = p, then it follows from the observation that

ad (B) = 9% f(x).

We stress that in general, pseudo-differential calculus cannot replace the
results obtainable by using the result of [Ras] or vice versa.

We will now present another lemma which is used to prove propaga-
tion estimates. It is a version of the Putnam-Kato theorem mentioned in
Section 3, see also [RS78, Example XIIL.7.5], developed by Sigal and Soffer
[SS87].

Lemma 6.2. Let H be a self-adjoint operator and D the corresponding Heisen-
berg derivative

d .
D= a -+ [H,l . ]
Suppose that ®(t) is a uniformly bounded family of self-adjoint operators. Sup-
pose that there exist Co > 0 and operator valued functions B(t) and B;(t),
j=1,...,n,such that

n

D(1) > CoB*(1)B(t) — ) B} (1)B;(¢),
j=1

| IBi (e gl < Cllgl, j=1,...,n.

Then there exists Cq such that
[ 1B gl at < ciflgl. (1.3

The operator valued function ®(t) is called the propagation observable. The
main idea of the proof of the propagation estimate (1.3) is thus to find
a propagation observable whose Heisenberg derivative is “essentially
positive.” For completeness, we will now prove the lemma.
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Proof. Let1 < t; < tp. Compute

t . t . .
Co [ I1B(H)e gl < [ (e Mg, D(t)e )t
tq 51

n t2 .
w1 [CUB e g)Par
j=1"h
< (e, DD(t)e M g) — (71, DO (t)e " p)

n t .
£ [ 1B (ne ol dt < Callgl?,
j=17h

from which the result follows. [l

One important application of the propagation estimates is in the proof
of the existence of asymptotic observables. Cook’s method ([RS79, Theo-
rem XL.4]) is based on the observation that if f € C!(R) has f' € L!(R),
then lim;_,« f(t) exists since

)= el = [ Pl < [“Ifwida =0

for T < t; < tp in the limit T — co. The following lemma is a variation
of Cook’s method due to Kato, which provides existence of asymptotic
observables.

Lemma 6.3. Let Hy and Hj be two self-adjoint operators. Let ;Dq be the
corresponding asymmetric Heisenberg derivative:

Dy D(t) = %d)(t) + iHy®(t) — iD () Hy.

Suppose that ®(t) is a uniformly bounded function with values in self-adjoint
operators. Let D1 C H be a dense subspace. Assume that for P, € H and
1/’1 € Dl/

[ ($2,2D1 @ () 1) | < iHsz(f)llﬂzHHB1j(f)lIJ1H,

j=1
By g lPdt < gl g e M =1,

*© i 2 2 .
[T IByte MholRdr < Cllol, g€ Dy j=1,.m.

Then the limit
s—lim e*H2(t)e it (1.5)

t—00
exists.
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Proof. Let ¢ € Dp and i € H. Compute
(9, () g) — (y, e Had(t)e )]

ty ,
< /h (i, €2 (D, D (£) e H ) | di

n t2 . : ta .
< ,—itHp 2 2 / ,—itH 2 )
<L (f 1BageglPae) ([ By gl Par)

Nl—=

Hence
”eitszq)(tz)e—itzHl(P _ eit1H2<I>(t1)e_it1H1g0||
= sup |(p M E@()e i) — (p, o (e i)
¥ll=1
- iC(/tZHBlje_itHl(Pszt)%-
j=1 h
An argument similar to (1.4) now implies (1.5). ]

7 The Propagation Estimates

In [GMR], we prove four propagation estimates. For the purpose of this
section, their exact formulation is not too important, and hence we will
not explain the notation [-] used below. What is important is the following:
The matter particle position is denoted y and it has the dispersion relation
(), the field particle position is denoted by x and it has the dispersion
relation w.

In each propagation estimate a function ) appears, it plays the role
of an arbitrary energy cut-off. Likewise, on the right-hand side of each
propagation estimate inequality, there is a constant factor C. This depends
on the x but is independent of the vector u. The left endpoint of the
integral is irrelevant. For the intuitive understanding of the propagation
estimates, the x and the C is not so important, in fact one might just as
well have written the propagation estimates in the form

o _ dt
[ 1B )P < o,

which may be interpreted as the statement that the time-dependent ob-

servable B(t) (or actually w) goes to zero at an integrable rate as
the arbitrary state ¢ evolves according to the dynamics given by the

Hamiltonian H.
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We will now go through each of the propagation estimates from [GMR]
in the order they are proved and state in words roughly what they say.

Theorem 7.1 (Large velocity estimate). Let x € Cy°(IR). There exists a con-
stant Cy such that for R" > R > Cy, one has

g (7)) ey

2dt
—<CHH

The large velocity estimate states that the probability of finding a field
particle with an average velocity relative to the matter particle larger than
some critical value depending on the energy of the state goes to zero at
an integrable rate.

Theorem 7.2 (Phase-space propagation estimate). Take x € C°(R) and
let 0 < co < cq1. Write

Oy (H) =
(5 =V (Da) + VDY), W) (BF) (5~ Vo (Dy) + V(D))

Then

/H®%MO“W()II < Cllul®.

The phase-space propagation estimate states that for any state where the
field particle has an average velocity relative to the matter particle which
is positive (i.e. larger than ¢y for an arbitrary ¢y > 0), the instantaneous
velocity difference converges to the average velocity difference of the two
particles at an integrable rate.

Theorem 7.3 (Improved phase-space propagation estimate).
Let x € CF°(R), 0 < cop <cyand ] € CF(co < |x| < c1). Then for 1 <i <,

2dt
—<w|

ST (7 —010(D)+9,0(D,)) +hc || Fe e Hu]

As the name indicates, it states the same as the phase-space propagation
estimates, only the rate of the convergence is improved.

Before stating the minimal velocity estimate, we note that due to the
tibered representation of the Hamiltonian used in the formulation of
the result, x no longer denotes the field particle position, but rather the
relative position of the field particle with respect to the matter particle.
We also note that the sets 6(Py) and oppp(Pp) are the threshold set and the
pure point spectrum, respectively, for the fiber Hamiltonian H(Py), which
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describes the dynamics for fixed total momentum Py. Furthermore, we
note that the union of the set of thresholds and the pure point spectrum
of the fiber Hamiltonians is a closed subset of the energy-momentum
spectrum.

Theorem 7.4 (Minimal velocity estimate). Assume that (P, Ag) € RV*1
satisfies that Ag € R\ (0(Py) U opp(Po)). Then there exists an ¢ > 0, a
neighbourhood N of (Py, Ao) and a function x € C(RV*Y) such that x =1 on
N and

[ |mear ) [ e e, Hepyapu| F < clul?

The minimal velocity estimate states that away from thresholds and the
pure point spectrum of the fixed momentum fibers, the probability of find-
ing states with low average relative velocity goes to zero at an integrable
rate.

The most important propagation estimates are the improved phase-
space estimate and the minimal velocity estimate. We use the improved
phase-space estimate in connection with Lemma 6.3 from the previous
section to show the existence of an asymptotic observable, whose intuitive
interpretation is that it is the projection onto the states where the matter
and the field particles separate over time. The minimal velocity estimate is
then used to prove that states that do not separate over time belong to the
subspace of “bound states,” for some suitable definition of this subspace.

To prove these two propagation estimates, the two other propagation
estimates serve as ingredients; the large velocity estimate is used in the
proof of the (first) phase-space propagation estimate, and the phase-space
propagation estimate is used both in the proof of the improved phase-
space estimate and in the proof of the minimal velocity estimate. The
Mourre estimate again comes into play as another important ingredient
of the minimal velocity estimate.

8 Scattering Theory

As mentioned in Section 3, scattering states are usually the states that
“live” in the absolutely continuous part of the spectrum of a Hamiltonian.
In [GMR], this is a bit more complicated due to the translation invariance
that forces one to instead look at the energy-momentum spectrum of the
operator. In our model, “bound states” are wave packets of eigenstates for
the fixed momentum fiber Hamiltonians and hence lie in the absolutely
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continuous spectrum of the full Hamiltonian. We may thus define the
space of bound states in the following way:

@
Hpa = Ran /IR Lpp(H(P))dP,

where H(P) is the fiber Hamiltonian at momentum P and 1, (H(P)) is
the projection onto the pure point spectrum of H(P). After proving that
there is no singular continuous spectrum, one is thus lead to define the
space of scattering states as

®
Hecat = Ran / Tac(H(P))dP.

RI/

7

We would like to compare the dynamics given by the “interacting’
Hamiltonian H to that given by a “free” Hamiltonian Hg.e on the scatter-
ing states. In quantum field theory, this is usually somewhat complicated
by the fact that the “free” dynamics is not the same as the “non-interacting”
dynamics; the dynamics of the “bound states” is still governed by the
“interacting” Hamiltonian. One expects that scattering states emits bosons
that asymptotically will evolve as free bosons until the remaining system
reaches a “bound state.” A way to handle this situation is by introducing
asymptotic fields or asymptotic creation and annihilation operators, which
are defined as the limits of the usual creation and annihilation operators
in the so-called interaction picture:

El#’+ (h) — lim eitHa#(e—itwh)e—itH/
t—o0

where a*(h) is either a*(h) or a(h) and w is the dispersion relation of
the field particles. The operator a** (h) may thus be interpreted as the
operator that adds an asymptotically free boson, and a™ (h) as the operator
that annihilates asymptotically free bosons. One can then define the space
of bound states as the space of states annihilated by a™ (h), i.e. the states
with no asymptotically free bosons. However, a* (h) and a(h) do not
conserve momentum, and this complicates matters in connection with
the fiber Hamiltonians. Moreover, for the Polaron model, the asymptotic
creation and annihilation operators do not exist.

In [GMR], we avoid this problem completely. With at most one field
particle, there are none left if one is removed, and hence the “free” and
the “non-interacting” dynamics do in fact coincide, i.e. Hpee = Hp. The
space Hpq of bound states for Hy is defined analogously to that of H and
as Hy has no singular continuous spectrum, the space of scattering states
equals H()L,b 4- One expects that each scattering state ™+ for Hy correspond
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asymptotically to a scattering state i for H, i.e.

e~ oyt — e~ Hep|| — 0 for t — oo,

or equivalently,
lim Hetheftholer _ lp” =0.
t—o00

This leads to the following definition.

Definition 8.1 (Wave operators). Let H and Hj be self-adjoint operators
such that Hy has no singular continuous spectrum, and let P (Hp) denote
the projection onto a subspace of the absolutely continuous spectrum of
Hy which we call the space of scattering states for Hy. The wave operators, if
they exist, are the operators given by

+ _ : itH ,—itHy pL
W — S—tgl'irlooe e OPbd(HO)

Asymptotic completeness in quantum mechanics is the statement that the
space of states splits into a direct sum of bound and scattering states, that
the wave operator exists and that all scattering states for H for large times
evolve as a scattering state for the “free” dynamics, i.e.

Ran W* = Ran P4 (H),

where Py (H) denotes the projection onto the space of scattering states of
H.

For so-called short-range interactions, there is a connection between
large times and large distances. This leads to the concept of “geometric
asymptotic completeness,” which roughly speaking is the statement that
the states that are asymptotically comparable to “free” states are the states
where the particles are far apart for large times.

To prove such a statement, one may introduce an asymptotic observable
Poi, which projects onto the states where the particles in the distant future
(or distant past, according to the sign) are far apart. Hence, geometric
asymptotic completeness may be stated as

Ran PgE — Ran W=,

Hence, if geometric asymptotic completeness is obtained, the proof of
asymptotic completeness is reduced to the proof of

Ran P = Ran P4 (H).

A minimal velocity estimate is usually an important ingredient in the
proof of this statement.
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1 The Model

In this paper we study the structure of the lowest branch of continuous
energy-momentum spectrum of a class of massive translation invariant
models describing one quantum particle linearly coupled to a second
quantized radiation field. Included in the class of models we study are the
translation invariant massive Nelson model, [Nel64, Can71, Fr674, Mel05],
and Frohlich’s polaron model, [Fr654, Spo04, Mel06b, AD10].

This paper is a natural continuation of [Mel05, Mel06b], where the
structure of the groundstate mass shell and the bottom of the continu-
ous energy-momentum spectrum was studied for the class of models
considered here.

Before describing our results in detail, we pause to introduce the class
of models we consider.

25
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1.1 A class of translation invariant massive scalar field
models

We consider a particle (from now on refered to as “the electron”) moving
in RY linearly coupled to a scalar field of massive field particles (“pho-
tons”). Note that the terms electron and photon are somewhat arbitrary,
replaceable with e.g. the terms “particle” and “phonon”. The electron
Hilbert space is

K := L*(RY)

where x is the electron position. The free electron Hamiltonian is Q(p),
where p := —iV. We will later impose some conditions on the electron
dispersion relation (), see Condition 1.1.

The photon Hilbert space is

hph = LZ(]RK)

where k is the photon momentum, and the one-photon dispersion relation
is w(k). See Condition 1.2 for the conditions imposed on w.
The Hilbert space for the field is the bosonic Fock space

F =TI hph @ F where

‘F(n) - (bph) = hph

Here b, **" is the symmetric tensor product of n copies of h,,. We denote
the vacuum by Q) = (1,0,0,...). The creation and annihilation operators
a*(k) and a(k) satisfy the following distributional form identities, known
as the canonical commutation relations.

[a*(k), a*(K')] = [a(k), a(K')] =0,
la(k),a”(K')] = 6(k — k) and
a(k)Q) = 0.

Qsn

The free photon energy is the second quantization of the one-photon
dispersion relation,

dT (w) = / w(k)a* (K)a(k) dk.
The Hilbert space of the combined system is
H=K&F,



1. The Model 27

on which we make the following identification.
H := L*(RY; F).
The free and coupled Hamiltonians for the combined system are
Hy:=Q(p)1r +1x ®dl'(w) and
H:=Hy+V

where the interaction V is given by

V= / ) (e7 > o(k) I @ a* (k) + e v(k) 1 @ a(k)) dk

where v € by, = L%(IRY) is a real-valued coupling function. A natural

choice for v would be v(k) = x(k)/+/w(k), where x is an ultra-violet
cutoff function which insures the v € L?(IR") requirement. We hope to be
able to remove this cutoff in future work.

The total momentum of the combined system is given by

P = —iV®lr+lcdl (k).

The operators Hy and H commutes with P, i.e. Hy and H are translation
invariant. This implies that Hy and H are fibered operators. Using the
unitary transform Iy p first introduced in [LLP53] and given by

Iiip == (F®1F) o I(e *¥)

we can identify the fibers of Hy respectively H. Here F is the Fourier
transform. We get

®
Iuip Ho I p = /]RV Hy(¢)d¢ and

@
Iip H Ifyp = /IRV H(¢)dg,

where Hy(¢) and H(¢) are operators on F and given by

Ho(&) = dT(w) + Q(¢ — dT(k)) and
H(¢) = Ho($) + @(0).

Here ®(v) is the field operator given by

®(v) = /v(v(k) a* (k) + o(k) a(k)) dk.
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See also [RS75] and [DG99] for general constructions related to bosonic
Fock space.

The set {(,A)|A € 0(H(E))} is called the energy-momentum spec-
trum of the Hamiltonian H. In Figure 2.1 such a spectrum is depicted.
The grey region is the continuous part of the energy-momentum spectrum,
and the black solid curve is the ground state mass shell. This part of
the depicted spectrum is in fact that of the free Hamiltonian Hj, with
Q(n) = 1?/2 and w(k) = vk% + 1. The black dotted curve that extends
the ground state mass shell into the continuous spectrum is an embedded
eigenvalue for the uncoupled model. It is expected to disappear when the
coupling is turned on, which has been established if v > 3 for a class of
models including the polaron model in [AMZ05], at least in the region
between the two lowest solid red curves representing the lowest 1- and
2-body thresholds (see subsection 1.3).

\ N &) L /

Figure 2.1: The lower branches of the energy-momentum
spectrum.

It is a curious fact that in dimension 1 and 2, the coupled system
will have an isolated ground state mass shell for all k (if v is nowhere
vanishing). This is orginally due to Spohn, see [Spo04, Mol06b].

If the coupling constant is small and v > 3, one can show, again for
a class of models including the polaron model, that there are no excited
mass shells below the lowest 2-body threshold. See [AMZ05]. At large
coupling one cannot rule out the existence of excited isolated mass shells
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(or even embedded ones). Such exited mass shells will also give rise to
thresholds. An exited mass shell and associated 1- and 2-body thresholds
are depicted in Figure 2.1 as the dash-dotted curves. Based on the work
of [AMZ05] one is lead to conjecture that in general there should at most
be finitely many excited isolated mass shells.

In the present paper we study the structure of the lowest part of the
continuous energy-momentum spectrum, that is the region lying between
the bottom of the continuous spectrum and the first of the drawn red
curves. Le. the first 2-body threshold, if there no excited isolated mass
shells, or the 1-body threshold pertaining to the first isolated excited mass
shell if it exists.

In order to explain the significance of this choice of region, we discuss
briefly in scattering terms what the structure of the associated spectral
subspace should be. Suppose we start out at total momentum ¢ and en-
ergy A, with (¢, A) in the region just discussed in the previous paragraph.
Let ¢ be a state localized in momentum and energy at (¢, A). Then i can
be decomposed into a linear combination of possible bound states, corre-
sponding to embedded eigenvalues at total momentum ¢, and a scattering
state that should emit a field particle at momentum k, leaving behind a
bound interacting state at momentum ¢ — k, with energy Xy(¢ — k) — the
ground state energy at momentum ¢ — k. Due to energy conservation we
must have A = Xy(¢ — k) + w(k). conversely, any such compound state,
emitted field particle and interacting bound state, satisfying energy and
momentum conservation, should be attained by some scattering state.
This description is in fact that of asymptotic completeness.

If we had started between the red dash-dotted curve and the 2-body
threshold coming from the ground state mass shell, the second solid red
curve, the scattering process is more complicated. Here there are two
available channels. In either case the state emits 1 field-particle, but it now
has two bound states available to the remaining interacting system. Either
the ground state, or the first excited mass shell. The further one moves
up into the continuous spectrum, the more scattering channels become
available. Including the emission of multiple field particles if one starts
above the first 2-body threshold.

The significance of the thresholds is also best explained in a dynamical
picture. If we had started on a threshold, then there would be momenta
such that if field particles were emitted at these momenta, then the remain-
ing interacting state, which travels with an effective dispersion relation
equal to the mass shell it ends up at, would not separate from the emitted
tield particles. L.e., the emitted particles cannot be treated as uncoupled
from the remaining bound state.

In Figure 2.1 we have chosen to depict a situation where the mass
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shells are convex. Unfortunately it is a very hard question, outside of
the weak coupling regime, to determine if a mass shell is convex or even
monotonically increasing away from ¢ = 0. If a mass shell is not convex,
then this will potentially give rise to extra thresholds falling in between
the thresholds depicted in Figure 2.1. Our methods however are capable
of dealing with such additional thresholds, so we are not required to make
implicit assumptions on the structure of mass shells. In addition, our
method is not sensitive to the possible existence of embedded mass shells
in the region considered. In fact, we can prove that at fixed momentum,
embedded eigenvalues are locally finite away from thresholds, with only
possible accumulation points at thresholds.

We make use of the fact that in the region considered there is only
one available scattering channel to construct an operator A conjugate to
H(¢) in the sense of Mourre. This enables us to deduce information about
the structure of the continuous spectrum, such as absence of singular
continuous spectrum. If Q(y) = #2/2 (or a multiple thereof), we can
combine with recent results of [FMSa, FMSb, MW] to conclude that the
embedded eigenvalues together with the threshold set, in the region
considered, form a closed subset of energy-momentum space, with the
property that at fixed total momentum this set becomes at most countable.
The precise formulation of the main results are contained in Theorem 3.6
and Corollary 3.7, see pages 60-61.

We remark that this model has an interesting technical feature. If
Q(n) = 7*/2, the fiber Hamiltonians are of class C*(Ag), but not of class
C3(Ag), see [ABG96] or subsection 1.6. In fact, neither the domain nor
the form domain of the Hamiltonian is invariant under the unitary group
generated by Az. See Remark 1.23. That is, we need the full force of the
Amrein-Boutet de Monvel-Georgescu extension of Mourre’s commutator
method [ABGY96, Gér08, GJ06].

1.2 Conditions on ), w and v

We will need a combination of the following conditions.

Condition 1.1 (Electron dispersion relation). Let ) € C*°(IR") be a non-
negative function. There exists an s € [0,2] such that ) satisfies:

(i) There exists ¢ > 0 such that Q(7) > ¢~ 1{)*® —c.

(ii) For any multi-index a there exists a positive constant ¢, > 0 such
that [9%Q(17)| < cu () 071",
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(iii) Rotation invariance of (), i.e. Q(O&) = Q(¢) for all ¢ € R” and
O € O(v).

(iv) Analyticity of (), i.e. () is real analytic.

Note that the standard non-relativistic and relativistic choices Q(77) = %

=1,

and Q(7) = /n?+ M? satisfies Condition 1.1 with s = 2 and sq
respectively.

Condition 1.2 (Photon dispersion relation). Let w € C®(IRY) satisfy

(i) There exists a positive constant m > 0, which we call the photon
mass, such that infycge w(k) = m.

(i) w is strictly subadditive, w(ky +k2) < w(ky) + w(ky).

(iii) Rotation invariance of w, i.e. w(O¢) = w(¢) for all { € R” and
O € O(v).

(iv) Analyticity of w, i.e. w is real analytic.
(v) For any multi-index a with |a| > 1, we have sup; . [0*w(k)| < 0.
(vi) There exists ¢ > 0 such that |k||Vw(k)| < cw(k).
(vii) There exists ¢ > 0 such that |k|*||V2w (k)| < cw (k).
Condition 1.2 is e.g. satisfied for w(k) = vk2 + m2 and w(k) = wy > 0.

Condition 1.3 (Coupling function). Let v have 2 distributional deriva-
tives and satisfy

(i) We have that v € L2(RY).
(i) We have that (-)|Vo|,d;v € L*(RY), for 1 < j < wv.

(iii) Rotation invariance of v, i.e. v(O¢) = v(¢) for a.e. £ € RY and
O € O(v).

(iv) We have (-)|| V20|l € L>(RY).

Condition 1.4 (Dispersion relation behavior at infinity). The dispersion
relations () and w satisfy one of the following conditions.

(i) The photon dispersion relation satisfies lim j|_,o, w(k) = 0.

(i) The dispersion relations satisfy sup w(k) < oo and| l‘im Q(n) = co.
k =
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We note that any combination of (2 and w as in one the examples above
satisfies Condition 1.4, i.e. we are able to cover the Frohlich Hamiltonian,
Q(n) = 1%/ (2Meg) and w(k) = hwy > 0, with a (sufficiently smooth)
ultraviolet cutoff in the coupling function v.

1.3 Some preliminaries

In this subsection we recall some known results and establishes some
notation used throughout the paper. Apart from a lemma about the
structure of the thresholds, the results are all from [M@l05] or [Mel06b].
We also need a corollary to a result from [Mol06b] and lemma, which is
an easy consequence of this corollary.

Proposition 1.5. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). Then
(i) The operator Hy({) is essentially self-adjoint on C§°:= I'gn (CF(RY)).
(ii) The domain D := D(Hy(¢)) is independent of ¢.

(iii) The field operator ®(v) is Hy(&)-bounded with relative bound 0. In par-
ticular H({) is bounded from below, self-adjoint on D and essentially
self-adjoint on C3’.

(iv) The bottom of the spectrum of the fiber Hamiltonians,
¢—info(H(E)),
is Lipschitz continuous.

The proof, which uses the identity Hy(¢) — Ho(0) = ¢ - fol vQa(té —

dT'(k)) dt, the HO(C)%-boundedness of N2, where N = dl'(1x) is the num-
ber operator, a standard estimate on creation and annihilation operators
and the Kato-Rellich theorem twice, can be found in [Mel05, Chapter 3].

Proposition 1.5 also holds with the pair (Hy(¢), H(E)) replaced by

either of the pairs (H§(&), H*({)) or (Héf) (&), HO(¢)), where HS (),

H®Y({), Hég) (&) and H(&)) are the operators defined i subsection 1.4
respectively subsection 1.5.

We now introduce some notation. We denote the bottom of the spec-
trum of the fiber Hamiltonians

Zo(¢) := info(H(Z)).
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The bottom of the spectrum of the full operator:
Y := inf X —
’ Clenuzv 0(¢) > —eo

where the inequality follows from Proposition 1.5. Let n € IN be some
positive integer and k = (kq,...,k,) € R™. We introduce the bottom of
the spectrum of a composite system consisting of a copy of an interacting
system at momentum ¢ — }i'; k;j and 7 non-interacting photons with
momenta k.

S (Ek) 1= Eo(& — Ty kj) + Ty w(k)).

The following functions are so-called thresholds. We need them to outline
the region in which our Mourre estimate is valid.

() zy . s (n) (.
£(7(¢) = inf 2{"(&K).
Z(()n) (¢) is the first n-particle threshold. If w and Xy(-) are convex, this is in
fact the only n-particle threshold pertaining to the ground state mass shell.
It turns out that the bottom of the essential spectrum can be expressed in
terms of these threshold functions. More precisely we have

Tess(£) 1= inf £V (§), 2.1)

n>1

see Theorem 1.7 below. If w satisfies Condition 1.2(ii), then Z(()n)(é) >

Z(()n/)(é) when n > 1/, see also Proposition 1.11. Hence (2.1) reduces to
1
Zes(£) = 24 (6).
Let Zp := {7 € RY|Z0(7) < Zess(17) }, 1.€. I is the region of momenta
of the interacting system where the bottom of the spectrum of the fiber
Hamiltonians are isolated eigenvalues. For ¢ € R” and n € IN we define

I (8) = {k e R™ | — T k; € To}. (2.2)

For 0 < p < oo, we let X£,({) < Xess(¢) denote the p’th isolated
eigenvalue of H({) below the essential spectrum, counted from 0 and
without multiplicity and with the convention that £, (&) = Zess(§) if there
are less than p + 1 isolated eigenvalues at total momentum ¢&. Note that if
25 (8) = Zess(G), it is not necessarily an eigenvalue. In fact, if 4 > v > 3
and ¢ & I, then X((¢&) is not an eigenvalue, see [Mol06b]. Let

Pmax :=sup{p+1 €N |3 € R": £,(¢) < Zess(¢)},
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then for p = 0 we have the bottom of the spectrum, for p > 1 we have
excited states and pmax counts the number of mass shells.

Letn € N, k = (ki,...,ky) € R" and p < Pmax. As for the ground
state, we introduce excited states of a composite system consisting of
a copy of an interacting system at momentum ¢ — Z]’-lzl ki and n non-
interacting photons with momenta k.

Z (Ek) = Zp(E — T k) + Dy (k).
We also define the corresponding

5y (@) = nf 5 G

Iy = {1 € RY|Zp(17) < Zess(17)}

and
I(2) == {k e R™ [& — T  kj € T}

for 0 < p < pmax- The Zl(gn) (¢) are the first n-particle thresholds for the
mass shell X,. If w and X, (-) are convex, they are the only ones.
We need the following lemma about the structure of the thresholds.

Lemma 1.6. Assume Conditions 1.1(i), (ii), 1.2(i), (ii) and 1.3(1), n > 1, ¢ €
RY, 0 < p < pmax and k € R™. IF£ (& k) < (@), then k € T8 (2).

Proof. Assume k ¢ I,(,”)(g) Then X£,(& — 0L ki) = Zess (& — Xy ki). But

Tess (1) = infreps To(7;k). Let 26 = 2" (&) — =17 (&%) > 0. Choose k.
such that Xess (& — Y1 ki) +€ > 2o(¢ — Y1 kis k). Then

EO(EK) fe> Do~ Y ki — k) + Y wik) + wlk) = £ (@),
i=1 i=1

which is a contradiction. |

The following HVZ-type theorem on the structure of the spectrum of H(¢)
is crucial for our arguments in the proof of the virial-like theorem and the
Mourre estimate.

Theorem 1.7. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). Then

(i) The spectrum of H({) below Xess(&) consists at most of eigenvalues of
finite multiplicity, with Yess(&) as the only possible accumulation point.

(ii) If Condition 1.4 is also satisfied, then 0ess(H(E)) = [Zess(&), ).
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For a proof, we refer the reader to [Mel06b].
The following theorem, [Mol06b, Theorem 2.3], has two important
consequences, Theorem 1.9 and Proposition 1.12.

Theorem 1.8. Let { € RY. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). If
either § € Iy or Xo(§) is an eigenvalue of H({) and v # 0 a.e. then Ly({) is
non-degenerate.

Theorem 1.9. Assume Conditions 1.1(i), (ii), 1.2(i), 1.3(i) and 1.4(ii). We have
the limit

M Tess(&) — Zo(&) = 0.

|§]—o0

This theorem is a slightly simplified version of [Mel06b, Theorem 2.4].
The simplification comes from the fact that

es(£) = int (%0(& —K) + (k) < inf Zo(Z —K) + sup w(l

which is independent of ¢ and bounded under Condition 1.4(ii), and
hence ¥(+) is bounded.

Corollary 1.10. Assume Conditions 1.1(i), (ii), 1.2(i), (ii), 1.3(i) and 1.4. Then

limsup 7 (&) — 2" (&k) < 0.

|k|—00

Proof. Condition 1.4 implies that either limy_,,, w(k) = oo, in which
case the result is trivial, or, Condition 1.4(ii) is satisfied, in which case
Theorem 1.9 applies. We see that

=2 () — =M (&)

< jnf Zo(f— K —k) +w(k') + w(k) = (Zo(§ — k) + w(k))

=2V (E— k) = %o(¢ k)
= Yess( — k) —Xo(—k) — 0,

which proves the corollary. O]

The following proposition ensures that our main result is not an empty
statement.
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Proposition 1.11. Assume Conditions 1.1(i), (ii), 1.2(i), (ii), 1.3(i), 1.4 with
the addition that if sup w(k) < oo then
k

2liminfw(k) > sup w(k).

|00 k

Then, for any ¢ € RY and n > 1, we have Z(()n)(é‘) < Z(()”H)(g',‘).

Again, the proof is found in [Mel06b].

Assume Conditions 1.1(iii), 1.2(iii) and 1.3(iii), i.e. (2, w and v are rota-
tion invariant. Then clearly %y(¢) is rotation invariant and all information
can be obtained by the function 0: R — R defined by o(t) := Xy(tu),
where u is an arbitrary unit vector in IRY. We have the following result on
o, which follows from Theorem 1.8.

Proposition 1.12. Assume Conditions 1.1, 1.2(i), (iii) 1.3(i) and (iii). Then the
map t — o(t) is real analytic on {t € R |, tu € Zy}.

The proof goes back to [Fro73].

The following threshold set is needed in our argument to make sure
that in the proof of the Mourre estimate, Theorem 3.5, we get something
positive from the virial-like theorem, Theorem 3.1.

TV(E) = (A eR| I e TV (@): =V(&k) = A and GV (& k) = 0}

Note that Z(()l) (¢) € 76(1) (¢) is a lower bound. We are now ready to prove
the following lemma.

Lemma 1.13. Assume Conditions 1.1, 1.2(i), (ii), (iii), (iv), 1.3(i), (iii) and 1.4.

Then 76(1)(5) N [Z(()l)(é),Z(()z)(C)) is at most countable with 262 (&) the only
possible accumulation point.

Proof. Let ¢ € RY. Assume first that { # 0. If VkZ((Jl)(g;k) = 0 and

Vw(k) # 0 for some k, then it follows from the rotation invariance
that k = 6¢ for some 6 € R, see [Mol06a, Lemma 3.2]. By analyticity

—VZ(()U(C —6¢) + Vw(0¢) = 0 can only be true for countably many
§ and hence countably many k, with the possible accumulation points

at the boundary of I(gl)(é). If k, — k € an(l) (&), then it follows that

Z(()l)(‘:} kn) = 20(& —kn) + w(ky) — Zél)((f —k)+w(k) > Z(()Z)(C). Hence
the set

(AeR|FHKezM@): Bz (Ek) =0, Vw(k) £ 0and =V (&k) = A}
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is countable with the only possible accumulation points being greater

than or equal to Z(()Z) (¢). If Vw(k) = 0, then by rotation invariance,
Vw(tu) =0, t = |k|, u € RY any unit vector. By analyticity this can only
be true for locally finitely many {t,}. Clearly, if there are infinitely many
ty’s, then t, — co, so Corollary 1.10 implies that the set

(AeR|Ie V(@) Vwlk) =0and =V (& k) = A}

is countable with all possible accumulation points greater than or equal

to Z(()z). Since 76(1) is contained in the union of these two sets we are done.
The case ¢ = 0 can be handled by similar but easier arguments. [

1.4 The extended space and a partition of unity

We introduce introduce operators I'(b): F — Ft, where the extended
space F! is the Hilbert space defined by

F = F@F
and b = (bo, bes) with bo, beo € B(bpp) and

bobo + baobeo = 1 (2.3)

ph’

We identify b with the bounded operator

b: bph — bph @ hph/
by = (boip, beotp).
It is easy to see that b*: by, @ b, — bpn is given by b* (¥, @) = by + b, 9.

Hence b*b = b§bg + bi,be and (2.3) implies that ||b|| = 1.
Define U: T'(hph ® bpn) — T(hpn) @ T(bpn) = F* by

ua =00,
Ua™(f,8)) = (a*(f) ®1r +1r® a”(g))U
and linearity. Since vectors of the form a*(f1) - - - a*(f,)Q form a total set
in F and since U preserves the canonical commutation relations, we see

that U extends uniquely to a unitary operator, which we also call U. Let b
be as before. Then it is easy to check that

UdT(b) = (dT(bo) ® Lr + 17 ® dT(be))U
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as an identity on I, (hpp @ bpp). Define I'(b) by
I F— Fe
I'(b) = UT(b).

~—

Note that (2.3) implies that T'(b
L'(b)*T(b) = 1.

is an isometry:

We will interpret T'(b) as a partition of unity. We note that our I is a
special case of a more general construction, see e.g. [M@l05].
We will use two different choices for b. One will be the family jX, R > 1
given by
i = (701 jo) = (jo(x/R), joo (x/R)),

where x = iV and jy, joo € C*(IRY) are real and non-negative and satisfies
that jo(k) = 1 for |k| <1, jo(k) = 0 for |k| > 2 and j3 + j2 = 1. By the last
condition, (2.3) is satisfied for b = jR. The other choice will be the family
J" = (X{lk|<r} X{k|>r}), 0 < 7 < 00, where x 4 is the characteristic function
of the set A. One should think of '(jR) as a decomposition of a state in
F into two parts, one containing the photons near the electron, and one
containing photons near infinity. Intuitively, photons near infinity should
be more or less non-interacting. Under certain conditions, this is true in a
very precise sense, see Corollary 3.3.
If we let

®,(0) = /|k|<r(v(k)a*(k) + o(k)a(k))dk

and define H,({) = Hy(¢) + O+(v) for 0 < r < oo, then clearly H,(¢) is
well-defined for ¥ = 0 and H (&) = H(E).

We now introduce some operators on F*. If 4 is an essentially self-
adjoint operator on hyp, with domain D(a), then

dr®(a) = dl'(a) ® 1 +1r ® dl(a)
defines an operator on F*! with domain D(a) ® D(a). If a is essentially

self-adjoint, so is d'***(a), and the self-adjoint extension will also be
denoted by dT***(a). In particular, we have for a = 1y,

Next.— dreXt(]lhph) = dl“(]lbph) Qlr+1r® dF(]Ibph).

The extended free Hamiltonian is given by
HF(Z) = dI*"(w) + Q(& — dT(k))
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and is essentially self-adjoint on C°® C. As for D, D™ := D(H§(¢)) is
independent of ¢ by Proposition 1.5.

The extended Hamiltonian, which in the spirit of the previous discus-
sion treats photons in the first part of 7! as interacting and photons in
the second part as non-interacting, is defined as

H®(g) := H*(Z) + @(v) ® 1.

Again by Proposition 1.5, ®(v) ® 1r is H*({)-bounded with relative
bound 0, so H*(¢) is self-adjoint on D** and essentially self-adjoint on
Ce® CY. Likewise, we define H(Z) = HS(E) + D1 (v) ® 1 7.

1.5 Auxiliary spaces and auxiliary operators

We introduce auxiliary Hilbert spaces for a system consisting of a copy
of the original system and a fixed number ¢ of non-interacting photons.
More precisely we define

HY = Fo F.

As before, we can identify HO =12 (]RZV ; F), where gy indicates that

sym
the functions are symmetric under permutations from S(¢). We extend
the notation of second quantization by setting

dr)(a) = dr'(a) @ 1z + 1 @ dT(a) 0

for a self-adjoint operator a. The operator dT'(“)(a) is essentially self-
adjoint. The auxiliary Hamiltonian is given as

H() == B (&) + ®,(0v) @ 1 ) where
H (@) = drO(w) +Q(§ —dr (k).

Proposition 1.5 tells us that D) := D(H(()g) (¢)) is independent of ¢ and

that @,(v) @ 1 ) is Hég) (¢)-bounded with relative bound 0, so Hr(é) (¢) is
essentially self-adjoint on

e =T (CP(RY))

and self-adjoint on D), We abbreviate H(") (&) = Y ().
Define

HY(E:k) == Ho(& — Tioy k) + (T w k)1,
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and again we write H(Y) (& k) = HY (¢; k) for short. The auxiliary Hamil-
tonian can then be written as a direct integral representation as

1@ = [ B @Rk (2.4

These fiber operators are clearly self-adjoint on D and essentially self-
adjoint on Cg°. Note that we have
28)(8k) = inf{o(HO (&)} and
¢ .
20(2) = inf{o(H) ()} (2.5)

Using this notation, the extended space and the extended Hamiltonian
defined in the previous subsection can be written as

Fr-@Prer -Fo@rer’ =ro(Pn")
=0 (=1 (=1
and

HE) = Hi©) e (@ HO@). 26)

/=1

1.6 Limiting absorption principle

We briefly recall the definition of the regularity property C¥(A) of opera-
tors on a Hilbert space H for a self-adjoint operator A on H and establish
some results regarding this property. Throughout this subsection, A will
denote a self-adjoint operator on a separable Hilbert space H.

Definition 1.14. Let B € B(H) be a bounded operator and k € IN. We
say that B € C*(A) if, for all ¢ € H, the map R > s+ e *4Bei4¢p € H is
k times continuously differentiable. If B € C¥(A), B is said to be of class
CK(A). Let H be a self-adjoint operator on H. If for some (and hence all)
z € p(H), (H—2z)~! € C'(A), we say that H is of class C'(A).

The following equivalences are well-known, see e.g. [ABG96].
Proposition 1.15. Let B € B(H). The following are equivalent.
(i) B € Cl(A).
(ii) There is a constant C such that for all ¥, ¢ € D(A),

(A, Bo) — (p, BAg)| < Cllo[[[[¢]l
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(iii) B maps D(A) into itself and AB — BA: D(A) — H extends to a bounded
operator on H.

(iv) There exists a core C for A such that BC C D(A) and AB — BA extends
from C to a bounded operator on H.

We denote the extension of AB — BA from D(A) to ‘H by [A, B]°.

Proposition 1.16. If H is a self-adjoint operator of class C'(A) and W; = ¢4
is the unitary group associated to the self-adjoint operator A and ¥, ¢ € D(H),
then we have

(9, [H, iA]° @) = lim = ((Hp, Wag) — (, W, Hep)).

s—0 S

The proof is left to the reader.

Definition 1.17. Let H be a self-adjoint operator and k € IN. We say
that H is of class C¥(A) if (H —z)~' € CK(A) for some (and hence all)

z € p(H).

If H is of class C¥(A) it follows that the form [H, A] extends from D(A) N
D(H) to D(H). This extension is also denoted [H, A]°.

As mentioned earlier, we will obtain a Mourre estimate and a C?
property of our Hamiltonians to prove a version of the limiting absorption
principle. We begin by recalling the definition of a Mourre estimate.

Definition 1.18 (Mourre estimate). Let H € C!(A) for some self-adjoint
operator A on a Hilbert space H and I a bounded, open interval on RR.
We say that the Mourre estimate holds true for H on [ if there exists a
¢ > 0 and a compact operator K such that

E;(H)[H,iA]E;/(H) > cE;(H) + K 2.7)

as a form on H. We say that the Mourre estimate is strict, if we can choose
K=0.

Remark 1.19. Assume (2.7) and that A € [ is not an eigenvalue of H.
Then we can choose an I’ 5 A and a ¢’ such that a strict Mourre estimate
holds with I and ¢ replaced by I’ and ¢/, respectively. To see this, pick
I, C I,n € N such that A € I, and |I,,| — 0 for n — co. As A is not an
eigenvalue of H, s-lim(E;, (H)) = 0 and hence ||KE;, (H)|| — 0. Choose
I' = Iy for N so large that |[KE; (H)| < § and ¢’ = §. If we now
sandwich both sides of the inequality (2.7) with Ej;, we easily arrive at the
desired inequality.
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Remark 1.20. Assume (2.7) and that H is of class C'(A). Then the so-
called Virial Theorem, E)(H)[H,iA]°E;(H) = 0, holds by [ABG96, Propo-
sition 7.2.10]. This in turn implies by [ABGY6, Corollary 7.2.11] that the
total multiplicity of eigenvalues in I is finite.

By the limiting absorption principle, we mean the following.

Definition 1.21 (Limiting absorption principle). Let H and A be self-
adjoint operators on the Hilbert space H, A self-adjoint, | a bounded
interval on R and s > 0 a non-negative number. We say that the limiting
absorption principle holds for H with respect to (A, ], s) if

supl|{A)”* (= 2)7 ()] < e,

where J* = {z € C|Re(z) € ], £Im(z) > 0}.

Note that if the limiting absorption principle holds for an sy, then it holds
for all s > sp. Note that the limiting absorption principle implies absolute
continuity of the part of essential spectrum of the operator lying in J.

To obtain a version of the limiting absorption principle, it is sufficient
to prove a Mourre estimate and a C? property of the Hamiltonian. More
precisely the following theorem holds.

Theorem 1.22. Let H be of class C*(A), I an open interval on R and s > %
Assume that the strict Mourre estimate holds true for H on 1. Then the limiting
absorption principle with respect to (A, ],s) holds true for H, where | is any
compact subinterval of 1.

For a proof, see e.g. [GJ06] or [Gér08]. We note that this is a generalization
of Mourre’s original result, see [Mou81].

Remark 1.23. Mourre assumed a list of technical conditions, among these
the condition that e*AD(H) C D(H), a condition which is not true in all
the cases covered in this work. An example where this condition fails
is v =1, vg(k) = Ck+b(k) and Q() = 5> where C = 0and b = 1.
Calculate on C7°

¢ (& —dT(k))’f = (§ —dT(k— 1) f
= (¢ —dT (k) + N .
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2 Regularity Properties of the Hamiltonian
with Respect to a Conjugate Operator

In this section we will define the conjugate operator Az and prove that
Hy(&) and H(¢) are of class C?(Ag).

2.1 A tool for proving the C>(A) property

The following proposition will be used to prove the regularity property of
the fiber Hamiltonians.

Proposition 2.1. Let Hy be a self-adjoint operator, V a symmetric operator and
Co a form on D(Hy). Write Ro(z) = (Ho —z)~! for z € p(Hp) and Hs,
—1 <'s <1, for the scale of spaces associated to Hy. Assume that

(i) C € D(A) ND(Hy) is a core for Hy and A,
(ii) [Ho,iA] = Co as a form identity on C,

(iii) there exists zy € p(Hp) such that (Hy — z)C and (Hy — Zo)C are cores
for A,

. 1
(i0) |{, Cog)| < c(|Hoyll* + [ Hol>@* + 19l|* + | @]I*) for some ¢ > 0
and all P, ¢ € C.

(v) VR()(Z)% is bounded,

(i) [(Vyp,iAp) — (Ap,iVe)| < c(Hop|I” + [pl* + llgl|*) for some ¢ >0
and all Y, ¢ € C and

(vii) VC C D(A).

Then the self-adjoint operator H = Hy + V with domain D(Hy) is of class
CY(A) with H = [H,iA]° € B(Hit, H_y_ ) for0O<t< 3

Write Cy for the Hy-bounded operator associated with the form [V,iA], cf.
(vi). Assume furthermore that Dy is a form on D(Hy) and

(viii) AC C C and [Cy,iA] = Dy as a form on C,

(ix) CyC C D(A) and |(Cyp, iAp) — (Ap,iCyp)| < c(|HY|” + |]*) for
some ¢ > 0 and all ¢ € C and

(x) |{¥, Doy)| < c(||H01,b||2 + ||1p||2)for some ¢ > 0 and all ¢ € C.
Then H is of class C?(A).
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Proof. For any ¢ € (Hy — 29)C, ¢ € (Ho — 20)C,
(¥, [(Ho —z0)~",iA]@) = —((Ho — Z0) ¢, [Ho, iA] (Ho — z0) ')

Then by (i), (ii) and (iv),

(¢, [(Ho —20) ", iA]g)]
< K(Igl* + loll* + 1| (Ho — 20) ' 9lI* + || (Ho — 20) " 9l*)

<c(lyl*+ llol*)

for some constant ¢ > 0. By (iii), this proves that (Hy —z9) ' € C}(A).
Hence Hy is of class C!(A) and [Hy,iA] has a unique extension from
D(Hp)NC(A) to a continuous form [Hy,iA|° on D(Hp). By noting that (iv)
extends to D(Hp) and using symmetry and an approximation argument,
one sees that [Hy,iA]° = Cj as an operator in B(’Hlft,?-[f%ft) for0 <t <
1

z.
It is clear that (v) implies that H = Hy + V is self-adjoint on D(Hp).
Furthermore, it follows that we can choose z; such that |[VRy(z1)|| < 1.

We can now write
R(Zl) = (H — Zl)_l = Ro(zl)(l —+ VRo(Zl))_l.

As Cl(A) is a subalgebra of B(H) and as S € C!(A) and z in the connected
component of infinity of p(S) implies (S —z)~! € C1(A) (see [GGMO04,
Proposition 2.6]), it suffices to show that VRy(z;) € C!(A) in order to
prove that H is of class C!(A). Calculate for ¢ € C, ¢ € (Hy — z1)C

(§, VRo(21)iA@) — (Ap,iVRo(21)9) (2.8)

= (V§,iARo(21)¢) — (A@,iVRo(21)9) — (¢, VRo(21)[Ho, iA]Ro(21)9)-
By using that [Hy,iA]° € B(Hi, H_ 1 ), (v) and (vi), it follows that (2.8)
can be bounded by c(||||* + ||¢||*) for some ¢ > 0. Then by (i) and
(vii) we may apply Proposition 1.15. It is now easy to see that H' €
B(”Hl_t,H_%_t) for0<t< %

Write Cy for the unique Hp-bounded operator from D(Hy) to H asso-
ciated with the form [V, iA] on C, cf. (vi). Note that (v) implies that R(z)V
can be extended to a bounded operator and that one by an argument
similar to the one above can prove that R(z)V € C'(A) using (viii). We
have the identity

[R(z1),iA]° = —R(z1)V[Ro(z1),iA]°(I + VRo(z1)) !
— R(Zl)CVR(Zl)
— [Ro(z1),iA]°(I + VRo(z1)) L.
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Note that Ro(z1) = Ro(z0)((zo — z1)Ro(z0) — I). Thus, to show that H is
of class C?(A), it suffices to show that Ro(zo)CyRo(zo) and [Ro(zo),iA]
are in C!(A).

We begin with [Ry(zg),iA]° € C}(A). Let ¢ € (Hy—2p)C and ¢ €
(Hp — z0)C. Then by the assumptions

(¥, [Ro(z0),1A]°i1A@) + (A, i[Ro(z0), iA]° )
= (¢, Ro(z0) DoRo(z0) @)
— {1, Ro(20) CoRo(z0)CoRo(z0) p)

— (Ro(20)2CoRo(20) ¥, Ro(20)2CoRo(20) 9),

can be bounded by ¢(||9||* + ||¢||*) for some ¢ > 0. Hence Proposition 1.15
can be applied and [Ry(z9),iA]° € C(A).

By the assumptions, the following form identity on (Hy — Zo)C x (Hp —
20)C is true,

[Ro(Zo)CvRo(Zo),iA] = RO (Zo)CV [Ro(ZO),iA]O
+ Ro(20)[Cv, iA]Ro(z0)
+ [Ro(20),iA]"CvRo(z0)

and again one finds that Proposition 1.15 can be applied. O

2.2 Definition and self-adjointness of the conjugate
operator

We choose the conjugate operator as an operator of the usual form dI'(az)
with az = J(vz - x + x - vz), where x := iV} and v¢ is a sufficiently nice
vector field. More precisely, we assume that vg satisfies the following
condition.

Condition 2.2. Let vz € C*(IRY;R). For any multi-index &, |a| € {0,1,2},
there exists a constant c, such that |[0%vg(17)] < c,x(17>1_|“|.

In order to define Az as dI'(az), we need to make sure that 3 (vz - x + x - vz)
represents a well-defined self-adjoint operator. The following proposition
takes care of this and implies the essential self-adjointness of the operator
Ag :=dI'(ag) on Cf.

Proposition 2.3. Let vg satisfy Condition 2.2. Let x := iV. Then the operator
given by az = 3(vz - x + x - vg) is essentially self-adjoint on C§°(R").
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Proof. Let vg satisfy the assumptions. Then v¢ is globally Lipschitz and
hence we can define the flow 75: R" — R" generated by v as the unique
solution to the ODE

Toys() = o5(1(K)), 70(k) =k

Then (s, k) := s(k) is smooth in (s, k). By differentiating the Jacobian of
s with respect to s we get

d

%D’)’s(k) = Dog(ys(k)) Dys (k). (2.9)

Note also that Dyg(k) = I and that Tr Dvg = V - vz. Now differentiating
the identity det A(s) = expTrln A(s), which holds for differentiable,
quadratic matrix functions A with A(0) = 1 when s is sufficiently small,
we get

T det Afs) = Te(£A()A ™ (5)) det A(s). (2.10)

Hence we see by combining (2.9) and (2.10) that for small s

%detD'ys(k) = V- 0s(15(K)) det Dys(K), det Dyo(k) = 1.

This implies that the function J(s, k) = det D+y,(k) is given by

J(s, k) = elo Vog(n(k)dt ¢ gmall.

We will now define a one-parameter group of unitary operators. We begin
by setting

ps(k) = /I (s, K)p(rs(k)), ¢ € Cg(RY),

for s sufficiently small. Clearly, ¢ is again in C§°(R"). Straightforward
computations (using the definition of J) show that (¢s); = 54+ and that
lgs|| = ||¢]|- By repeated use of the group property, we extend the
definition of s to arbitrary s, so the maps ¥ — s extend to a strongly
continuous one-parameter group of unitary operators U; on H, essentially
self-adjoint on C§°(R").

The calculation

P00 = $R) T Bl 028 -x 1)
= (5 div(vg) +vg - x)P(k) = %(vg x +x-vg)p(k).

show that this group is in fact generated by 3 (vz - x + x - vz). O



2. Regularity Properties of the Hamiltonian 47

Lemma 2.4. Let ag be as in Proposition 2.3, and assume Conditions 1.3(i),(ii),(iv)
and 2.2. Then agv,azv € L*(R").

Proof. We calculate —iazv = 3div(vz)v + vz - Vo, which clearly is in
L?(R") by the assumptions. Similarly

1

1

+ 20z - ((V div(vg))v + div(vg) Vo)
+ (vg, (V20)vg)) + ((Vog)vg, Vo),

where V20 is the Hessian of v and Vg is the Jacobian of vg. It follows
from the assumptions that each term is in L?(RY). O

2.3 The C*(A;) property of the Hamiltonian

In this subsection we prove that H(¢) is of class C?>(Az). In fact, we will
prove a little more than that. In the following D; will be used to denote
the scale of spaces associated to Hy(¢). Note that by Proposition 1.5 D; is
independent of ¢, that replacing Hy(¢) with H(() leaves D; unchanged
for |s| <1 and that D; = D.

Proposition 2.5. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv)
and 2.2 and that there exists a constants c1, cp and a function b: RV — R such
that ||b(k)|| < ciw(k) and vg(k) = cok + b(k). Then the fiber Hamiltonians
H(Z) are of class C*(Ag) and

[H(G),iAg]° = dT'(vg - Vw) — dT (vg) - VQ(E — dT (k) — P(iag0)
is contained in B(D, Df%) N B(Df%, D).
Note that the proposition also holds true with H(¢) and Af replaced

by H®(¢) and A‘é"t or HO (&) and A(&), respectively, by the same

arguments. We remark that we do not make use of the result for ¢, # 0.
However, we have another application in mind that requires ¢, # 0.

Proof. We will show this by applying Proposition 2.1 with Hy = Hy(¢),
V = (I)(’()), A = AC and CO = dI"(vg : Vw) - dI"(v,;c) . VQ(C - dF(k))
Clearly ®(v) is symmetric, Cy is a form on D and Hy(¢) and Ag are self-
adjoint by Proposition 1.5 and Proposition 2.3, respectively. We choose
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C§® as our common core. Note that (Hy(¢) — z) IC = C§° for any z €
p(Ho(¢)). On Cg’, the identity

[Ho(¢),iAg] = Co (2.11)

holds. Indeed, by noting that Hy(() leaves particle sectors invariant and

restricting to the n’th particle sector ("), (2.11) is easily seen by direct
computation.
First we show that the following holds:
Jc > 0: [oz(k) - Vaw(k)| < cw(k). (2.12)

Condition 1.2(v) imply that ||Vw]||, is finite and Conditions 1.2(i) and (vi)
imply that

vz (k) - Vw(k)| < |ck - Vw (k)| + [b(k) - Vw (k)]
< (¢ + [IVwll)w(k),

for a suitable constant ¢’.
We now show that:

3e > 0: [(,dT(vp) - VO(E — dT(K))g)|
1
< c(|Ho(@)29lI” + | Ho(&)@lI* + 1w ]|* + [l 9l®)
First observe that by Condition 1.1(i) and (ii), for any 7, ¢ € R” we have

(2.13)

14

|—1-VQ(n) +&-VQn)| < E(Im'a]ﬂ(nﬂ +1¢;0,Q(1)|)
=

< Y- (il + [gihem™

<

(2.14)

—_

< C/<77>SQ < CNQ(W)—FCW,

~

" are suitable constants. Calculate

dr (vg) - VQ(E — dT (k) = dT(Ck + b(k)) - VQ(& — dT'(k))
=c(dI'(k) —¢) - VO(E —dl'(k))
+clE-vQ(E —drk))
+dT(b(k)) - VQ(E — dT(k)).

where ¢, ¢/, ¢” and ¢

To treat the first two terms, note that (2.14) implies that

[{, c(dT (k) = &) - VQ(E —dT (k) +c 7' - V(S — dT (k) g)]

(2.15)
< (10 —dr®) el + ¢l* + lol*)
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for a suitable ¢’. To treat the last term, note that
v n
dr(b(k)) - VQ(& —dT (k ZZb )i9i Q¢ — L] ki)
j=1li=1

Condition 1.1(i) and (ii) together implies that there exist constants ¢ > 0
and ¢’ > 0 such that [0,Q(y)|> < C(n)** 7> < ()™ < (|Q(n)| + ).
Let ¢, 9 € F) N CS. Then

[(,dL(b(k)) - VQ(E —dT (k) )|
ZI(aQ(é X1 k) X b(ki)j)]
=

<l (QE - I k) + ) 2yIL] w(k)jell. (2.16)

As dT'(w) and Q(¢ — dT'(k)) are both bounded from below, this implies
that for any ¢, ¢ € F,

[(,dL(b(k)) - VO(E —dI'(k))¢)]
< c([Ho(@) 29l + [ Ho@el* + 191> + llol®),
so (2.15) and (2.16) implies (2.13).

By combining (2.12) and (2.13) and using the semiboundedness we see
that

[, [Ho(2), iAg]@)] < c(|Ho(&)29I1” + | Ho(@) !> + [l + [l pll)-

1

That ®(v)(Hp(&) — z)~ 2 is bounded follows from the positive mass as-
sumption and standard arguments.

By Lemma 2.4 ia;v € L?(IR”). This implies that ®(v)C{° C D(Ag). It
also implies that

(P(0), iAzg) — (Asp, i®(v) )| = | (), (iaz0)g)]
< c(|[Ho@wl* + IplI* + o)1)

for all ¢, ¢ € C3°, which shows that the first part of Proposition 2.1 is
satisfied.
To get the C?(A¢) property, let Cy = ®(v) and

Dy = dT ({vg, (V?w)ve)) +dI({(Vvg)vg, Vew))

+ (dT (vg), VP& — dT (k) )dT (vg )
— dT((Vog)ve) - VO(E — dT(k)).
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We clearly have that AzCj° C C5°. One may check by direct calculations on
each particle sector that [Cp,iA] = Dy as a form on C°. That CyC;° C D(A)

and [(Cyyp, iAzy) — (Ap,iCyy)| < c([HQpl* + [|y|l*) for all y € CF
follows from Lemma 2.4.
The rest of the proof deals with showing the inequality

[, Doy)| < c(lHoy|I” + 19]1°)-
By Condition 1.2(vii) and the assumption on vz, we have
(ve, (V2w)v g < cw (2.17)
for some constant C. That
(Vog)vg, Vo) < cw (2.18)

for a constant c follows by the boundedness of Vv and the same argu-
ments as in the proof of (2.12). Likewise, the inequality

[{g,dT((Vog)oz) - V(G — dT (k) 9) |
1
< ¢([[Ho(@)29 )1 + [ Ho(@)9l* + 191> + l9]1*)
can be proved by the same arguments as in the proof of (2.13) and using

the boundedness of va.
Calculate

(2.19)

(dT (vg), V2Q(E — dT'(k))dT (ve))

= A(dT' (k) — &, VQ(E — dT (k) (dT (k) — &)) (2.20a)

c*(§, V*Q(g — dr (k))) (2.20b)

+2cRe(g, V2Q(§ — dr< )(dr (k) = &) (2.20c)
+ 2cRe(dT'(b(k)), VZQU(E — dT' (k) (dT (k) — &)

(
+2cRe (¢, V2Q(E — dT'(k))dT (b(k)))
+(dL(b(k)), V2Q(E — dT' (k)T (b(k))).

The inequalities (1)P|9*Q(y)| < cQ(y) + ¢/, for p = 0,1,2 and « a multi-
index with |a| = 2, which follows from Condition 1.1(i) and (ii), shows
that (17, V2Q(17)n), Re(y, V?2Q(7)¢) and (&, V2Q(57)¢) are dominated by
cQ(n) + ¢’. This implies that |(, Te)| where T is any of the operators

(2.20a), (2.20b) or (2.20c) is bounded by ¢” (|| QA (& — dT (k) @||* + ||[¥|* +
l9ll*)-



3. Mourre Theory and a Limiting Absorption Principle 51

The inequalities ||b(k)| < cw(k) and ||V2Q ()5l < cQ(n) + ¢, give
that

[{, Re(dL'(b), V2Q(E — dT'(k))(¢ — dT (k))) 9)|
< c([ldr (@)g[I* + 19 = dr ) ell” + [l + llell*)-
Note that (dT (vz), V2Q(¢ — dT'(k))dT (vg)) leaves the particle sectors in-
variant. Let ¢, ¢ € F") 0 Cy Then as s <2

[{, (T (b(k)), V2Q(E — dT (k))dT (b(k))) ¢)]
< c[(y, (L b(ki), Xf b(K;)) @)

< ¢ (Lleolh)plP + an k)ol?),

i=1
which proves that
[(, (dL(b(k)), V2Q(E — dT (k)T (vz)) @)
< (T (@) |I* + [T (w) @ 1* + 1l + 9 11%).

Finally, we se that Re(Z, V2Q)(17)dT (b)) is bounded by cw. All in all, we
have proved that

[{, (dT (vg), VZQUE — dT'(k))dT (vg)) ) |
< c(|ldr (@) + 10§ — dr (k) ol* + 9[> + | #]1%).
Combining (2.17), (2.18), (2.19) with (2.21), we get the inequality
(. [[Ho(£),iA¢)° iAgl @) | < e(IHo(@)w[1” + 1Ho()lI” + 1911” + loll*),
so H(¢) is of class C?(Az) by Proposition 2.1. O

(2.21)

3 Mourre Theory and a Limiting Absorption
Principle

In this section, we prove a Mourre estimate. The Mourre estimate holds in
the energy interval between Z(()l) (¢) and Zgl) (¢) away from the threshold

set 76(1) (¢) at the bottom of the essential energy-momentum spectrum.
We hope to extend the result to cases where w is bounded, so we are
able to cover the polaron model. We also wish to extend this result to
cover a larger part of the essential spectrum in a future work.
We conclude the section by obtaining a limiting absorption principle,
implying absolute continuity of the essential spectrum.
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3.1 A virial-like theorem

In the following E, , denotes the characteristic function of the set [A —
k,A 4+ k] and E, denotes the characteristic function of {A}.

Theorem 3.1. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv)
and 2.2. Let O C I(l)(é‘) be open and A € R and x > 0 be such that

(i) Forallk € OwehaveZ (C k) >A+x

(ii) There exists k € O such that A —x < Z (é’ k) <A+«

Then
LoE «(HD(@)[HD (), iAl B« (HD ()10
® n " (2.22)
= [ee0) - EP @5 dk B e (HO(2),
as an identity on L*(RY; F) = HW), where 1o = féB 1 zdk.

Proof. Since o(HW (& k)) = o(H(E — k)) 4 w(k) the assumptions on O, A
and « imply that

Epe(H(E36)) = Exy(e—i (HE = K)) = Egay o (HU(EK)).

Since H(¢) is fibered, 1p and E, «(H™ (¢)) commute. In fact,

ToEnc(H(@) = [ B HO @)k = Ere(HO ()10

= / (HV (& k))dk. (2.23)

(1)
Write W(l) "¢ for the unitary group associated to the self-adjoint
operator A(l) Then by Proposition 1.16, we have for (), (1) € D) that

(M, [HV(),iAM)79M)
= nm1(<H“><¢>¢“>,w§”¢“>> — (), WV HD @)pV) ). (224)

s—0 S

Let p(1, (M) € Ran(E, (HM(&))10). We now calculate using (2.23) and
(2.4)

(HO (&) p®, Wl o))
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= <H<l><¢> EM<H<1><¢>>H ¢<1> w<”<o<1>>

= (J HO@GR)dk [§ Egy o (HO(E0)p0 R)ak, Wi o)

= (J§ HV (@GR Egm < >< &K)p (k)dk, Wi V)

=<f§2<” ERE () o (HO @89V (K)dk, W o)

= (J&x Ckm;dkEm D) Loy, W pM)

= (17 ® Zé (&)™, Wil ey, (2.25)
Similarly,

(D, WYHO ()W) = (p, W10 V(&5 )9M).  (226)

Let x € C8°(I(§1)(§)) be such that x = 1 on O. Since (I, (1) € Ran(1p),

multiplication of Z(() ) (&;-) with x in (2.25) and (2.26) leaves the expressions
invariant. This means that (2.24) equals

1
lim - (1 @ x=(& )™, WMy — (p), Wiz @ x5V (&) pM))

s—0 S

= (W, 1r @ x2y (&), iAoM) (2.27)

iflr® )(Zél) (C-) € Cl(Aél)). But a simple computation on a core shows
that
[1r %0 (&), 1A
=17 ® xvoz - (%E\)(E) +1r© 50(& Joe - (Vy),  (2.28)

which clearly extends to a bounded operator under the assumed condi-

tions, so Proposition 1.15(v) shows that 1r ® XZél) (G;-) € Cl(Aél)). Since

Vx =0on O, (2.27) reduces to (2.22) when inserting (2.28). L]
3.2 Localization errors
Let P: 7' — F be the projection F&t = (@g  H ) (u,v) —

u€ Fand I: F — F the injection F 3 u — (u, )E]—“@(@Z 17—[£>

Define TeXt(jR): Fet — Fext py I“e"t(] ) = T(jR)P. Note that PI is
the identity and that I'**(jR)I = T'(jR), HI = IH(g), AI = IA; and
P(v) @1l = [D(v).
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Lemma 3.2. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv) and
2.2. Let f € C3°(R). The following is then true.

(i) [T, f(H(E))] = or(1).
(i) [F(H (@) [H (@), AN f(H(E)), T (R)] = or(1).
Proof. We will start by proving the following statements:
(a) f‘ext(jR)f(Hext(g)): Hext D;xt and f(HeXt(é))feXt(jR)I D‘?t*_) F{ext
for any R > 1 and,
(H(E) = ) A F (), HM@LF(H()) = or(1) and
FOHSH@)I(R), HE) (H™(E) — )72 = or(1).
(b) [T(j®), 902(& — dT(k))] f(H™(S)) = or(1).
(©) FH(E)AT (o), T (FOIHF @) = 1) ~F = o (1),
(@ FHN @)@ lingo) &7, TR HN(E) = or(1).
We will use the following abbrevations:
= Iv-vext(jR), H = HeXt(C),
A = AP and O™ (v) = O(v) ® 1.

Also, for notational convenience, we write M = N if M = N + og(1).
(a) We only prove half of the statement as the other half follows by a

symmetric argument. Note that (H — i)_% [T,H— Q& —dret(k))]f(H) =
or (1) by (the proof of) [Mel05, Lemma 3.2]. Hence, to prove the statement,
we need only show that (H — i)~2[T, Q& — drt (k)] f(H) = og(1). We
write, using [Mol05, Lemma 3.6],

(H—1)72[[, Q& — dr(k))]f (H)
= (H =) 2 [[(N™ 4 1), (& — dr (k)] (N + 1) (H)

The commutator [T'(N®t 4 1)73, (& — dI'®*(k))] satisfies the assumptions
of Theorem A.3 with B = T(N®*t+1)73, A = & —dI'®(k), fy = Q, s = sq,
np=3and n =2 so

LN+ 1)*3 Q& —dr*(k))]

—

_ Z _aoc g dFeXt(k))adgfdrext(k)(r(NeXt+1)73)
=1 %

+ Ry (& — dT®(k), T(N®t 4+ 1)73).
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Now one can readily verify that

n

addrext( )(F =Uu Z ®(ad1¢:i (]5), ad;’é" (ji))P|f(n)®fr
Y= i1 4! i=1
that Y5y Ha_;xz' = nl*l, that ad,’ (j§) = O(R~14l), where the sums are
over all ordered sets of multi-indices {a;}” ; such that } /" ; a; = a. It
follows that addrext( )(1")(Ne"t + 1)~ 1¢l = O(R~1*l) and hence that

2
Y lladz_grev( T(IN*'+1) )
la|=1
+[|R2(§ — T (k), T(N®*+1)7°)[| = O(R™H).

Assn <2, (H-— i)*%am(g — dI'®(k)) is bounded. Hence (a) follows.
By an analogous argument we get (b). The proof of (c) and (d) can be
found in the proof of [Mel05, Lemma 3.2].

(i) By symmetry it suffices to show that f(H)x(H)T = f(H)T'x(H) for
any x € C§°(IR), which follows by the identity

FIX(H)T = F(H)X(H) + [ 37(z)(H — =) f(H)IL, H](H = 2) "'dz
and (a).
(ii) Choose x € C5°(R) such that f = fx. By (i) and (a) we see that
f(H)[H,Alf(H)T

— F(FDIH, ALf(H)Tx(H) + £ (H)[H, Al (H)ox (1)
£ F(H[H, AIF(H)

+ [ FOH)IH, AJ3F(z) (H — 2) V[T, H)x (H) (H - )"z
£ F(H)[H, AITF(H),

which this splits into

f(H)dT*(vs - Vw)T'f(H) (2.29a)
— f(H)dT®(vz) - VQ(E — dT' (k)T f(H) (2.29b)
— f(H)®*(inzv)T f(H) (2.29¢)

Now by (c)

(2.29a) = f(H)TdT® (v - Vw) f(H),
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by (b), (c) and (a)

(2.29b) = — f(H) ﬁ[& AT (vz) T3, Q& — dT'(k)) f(H)
— — f(H)TAT®(vz) - VO — dT(K)) f(H)
—f&ngyﬂ“%%nIMH—w—hﬂxa—mxmxH—o?ﬂH>
and by (d)
(2.29¢) Z — f(H)T @ (iazv) f(H).
Putting this together — and again using (a) and (i) — we see that

(229) = f(H)T[H, A]f(H)
x(H)Tf(H)[H, ]f(H)

+/w ()L, H](H = 2)[H, Alf(H)dz
£ TF(H)[H, Af(H) + or(1) f(H)[H, Al f(H),

as wanted. [l

We get the following important corollary to (i) and (ii) of Lemma 3.2.

Corollary 3.3. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv)
and 2.2. Let f € C§°(R). Then

(D) T(R)f(H(E)) = fFH(E))T () +or(1)

(i) T(*) f(H(Z))[H(E),iA¢]° f(H(E))
= f(HZ(@)[H(G), iAZ)° F(HO(E))T(X) + or(1)

We note that the first part of this corollary was already proved in [Mel05]
in the case sn € {0,1,2}. As the assumption of s being integer is only
used in the proof of this result in [Mel05], this new proof implies the
validity of the results in [Mol05] for non-integer values of sq.

Lemma 3.4. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). Then

LM fH(@)) = fFHPE)T(J") + or(1).
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Proof. Note that

(v(k)a* (k) +v(k)a(k))dk.

The operator I'(J")I'(J")* projects 7t onto I'(L?(A,)) @ T(L?(AS)) where
Ay = {k € RV ||k| < r} and it commutes with H™!(¢), hence

H(E) = T B @N() + |

|k|>r

T("H() :ngt(g)f(]r)+f(]r)/ (o(k)a* (k) + o(k)a(k))dk.

k|>r

Subtracting zI'(J") on both sides and multiplying with (H®(&) —z)~!
and (H(&) — z)~! from left respectively right, we get

(H(&) =2)"'T(") =T(U)(HE) —2)
+ (HOYE) — 2) ()" )/M( v(k)a* (k) + o(k)a(k))dk(H(Z) —z) ",

where the expression on the last line of the equation is |im z| 20,(1). The
result is now obtained using calculus of almost analytic extensions. [

3.3 The Mourre estimate

Theorem 3.5 (Mourre Estimate). Assume Conditions 1.1, 1.2(i), (ii), (iii),
(iv), (v), (vi), 1.3and 1.4. Let € R, A & 76(1) (&) and suppose that Z((,l) (¢) <
A< zgl)(g). Then there exist k > 0 and ¢ > 0 such that

Exx(H(G))[H(E),1Ae]°Eax(H(E)) = cEx(H(E)) + K. (2.30)

Proof. Let vz (k) = (k)VkZ (& k) with x € CP(Z3M(2)), see (2.2). Note

that the function k — Z (C k) is differentiable in Z; (1 )(C) by Proposi-
tion 1.12 and the assumptlons Clearly the conditions of Proposition 2.5
are satisfied for this choice of vz, and we get that H(¢), H**(&) and

HW () are of classes Cl(Ag), Cl(Angt) and Cl(Aél)), respectively.
Let f € C&( (Z(()l) (), Zgl) (€))). Calculate using Corollary 3.3

fIH(S)) [H(G), iAg]” f(H(E))

=T(7*) T(*) f(H(E)) [H(Z), iA¢]° f(H(E))
= LR F(HO(E)) [HY(2),iAZY)° F(HO(E)) (%) +0r (1) (2.31)
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In analogy with (2.6), one sees that
FHEE)) [H(E), i) F(H™(E))
=@ F(HO (@) [HO@),ial) FHO (@), (232)
=0

where H(O (&) := H(¢) and Ag)) := Ag. If we insert (2.32) into (2.31) and
look at the ¢ = 0 contribution, we get

T(jo)" f(H(E)) [H(2),iAe]° f(H(E) T (ji)
)*

N ) < (2.33)
=T(jo)" f(H(S)) [H(E),iAg]° g(H(S)) f(H(S)) T(jo) = BK

for

=T(jg)* f(H(&)) [H(Z),iA¢]° g(H(&)) and
K= f(H(Z))T(j5)
where ¢ € C3°(R) equals 1 on the support of f. Note that B is bounded,

so to see that BK is compact, it is enough to prove that K is compact. Now
by Lemma 3.4

K=T(") f(H(E)TUN () +or(1).

Like before, we split
F(J7) FHP@)TUNT ()
— () @ / FH @) TG @39

The operator I'(J") maps F onto the subset T(L2(A,)) ® T(L?(AS)) € FeX,
where again A, = {k € RY | |k| < r}. We split the subset

T(L2(A,)) ®T(L2(AS)) = T(L2(A,)) & (é T(L2(A,)) @ (LZ(AE))>,
/=1

and T(L2(A,)) @ TO(L2(AS)) we identify with Lsym((ArC)Z;F(LZ(Ar))).

Now H,(&) = H(&) and H,(&k) = H(&k) on T(L?(A,)) and the inte-

grand in (2.34) is killed by I'(J") if k < 7, so

o0

@39 =1 FE () © (B [, FHOGINAETITGE), @35
=1
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Note that
2(g) < z<2><é), (2.36)

hence we see that H) (¢; k) > HO (&) > ( My > 2(1)]1 ) for £ >
2, cf. (2.5). It follows that f(H)(¢; )) =0 for ¢>2 and by Corollary 1.10
r can be chosen so large that f(H)(&k)) = 0 for £ = 1 and |k| > 7.
The remaining part of (2.35) equals f(H,(&))T (xa,)T(j&X), which clearly is
compact, hence we see by letting » — co that K is compact.

By the same argument as above, we only get one more contribution
from (2.32), namely

FEHO @) [HY(E),iA)° F(HD (@),

Since we have Zél)(é) < Z (1) ((Z k) and Z(l)((f) =\ (C k) for any n £ >1
while Zél)(é) <AL Zgl) (&), the only possible solutlon for A = = (C k)
iswithn =0and ¢ = 1.

Note that (2.36) and Lemma 1.13 implies that locally there are only
finitely many points in 76 M (c:,‘ ) between Z(()l) (¢) and Zgl) ().

Let kg € R". Assume A = Z (§ ko). Then by Lemma 1.13, we can
choose a number x;, such that dist(A, 76 Uy {Z(()l)} U {Z(()l)}) > Ky, > 0
and a neighbourhood Oy, of kg such that the conditions of Theorem 3.1
are satisfied. This implies that

10, Ex(HV (@) [HV (@), iV Er o (HD(8)10,,

— /O@x(k) (VS (& k) Pz dk Ey o (HD (€)). (2.37)

Now assume that Z (C ko) 75 A Then we can choose a number x;,, such
that dlst(/\,TO U {ZO U {ZO }) > &g, > 0 and a neighbourhood O,
of ko such that 1o, Ej (HM()) = 0. Then the following trivially holds,
e.g. with ¢, = 1.

(2.38)

In the Corollary 1.10 argument given above, we found an r such that if
k| > r then f(HW(&k)) = 0. As A, is compact, there exists a finite cover
UkeFOk Of AT'
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Let k = 3 mingcp{x;} and X = {k € R"| Z(()l)(é;k) € [A—x,A+x«l}.
Then we have X C Zél)(é‘) and again Corollary 1.10 gives compactness
of X. Choose x € C§° (Z(l)(é)) such that x = 1 on X. For this y, (2.37)

implies that for all ky € F for which Z ((;‘ ko) = A there exists a cx, > 0
such that (2.38) holds.
If we now take ¢ = %minkG r{cx}, multiply both sides of (2.38) from

left and right with E 5, (H)(&)), then it follows that

Er2e(HD (@) [HV(£),iAL) e (HD (2))

(2.39)
> ZCEAQK(F{UJ(g)}

Choose now an f € C§°((A —2x,A 4 2x); [0,1]) such that Ey , < f < Ej o
Then we get by inserting (2.33) and (2.39) into (2.31) via (2.32) that

f(H(E)) [H(E),iAg]° f(H(S))
> 2c(jR) F(H™(8))*T(j®) 4+ 0r (1) + K (2.40)
> 2cf(H(£))? + or(1) + K.

Now choose R so large that ||og(1)|| < ¢ and sandwich both ends of (2.40)
with E) (H(E)), then we get

Erx(H(S)) [H(E),iAg]° Exx(H(S))
= E\x(H()) f(H(S)) [H(E),iAg]° fF(H(E)) Eax(H())
> 2cE (H(&)) (f(H(E))? + or(1) + K) Ex x(H(E))
> cEy«(H(Z)) + Exx(H(E)) KEn(H(E)),

which is of the form (2.30). U

3.4 The limiting absorption principle

Theorem 3.6. Assume Conditions 1.1, 1.2, 1.3 and 1.4. Let ¢ € RY and
J C (inf (Tess(H(g)),Zgl) &)\ (76(1)(6) UE(E)) be closed, where £ () denotes
the set of eigenvalues of H(¢), and s > 1. Then

supl|(Ag) *(H(g) —2) ' (Ag) || < o0,

zeJ*+

where [* = {z € C|Re(z) € J,£Im(z) > 0}.

Note that £(¢) is also locally finite in (inf oess(H ({;’)),Zgl) (2)).
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Proof. By Remark 1.19, Theorem 3.5 and Proposition 2.5 with vz chosen
as in the proof of Theorem 3.5, Theorem 1.22 is applicable. [

Combined with the results of [FMSa], [FMSb] and [MW], Theorem 3.6
implies the following.

Corollary 3.7. Assume Conditions 1.2, 1.3 and 1.4 and that Q)(n) = % Then

(@A) e R Zess(2) <A < 2(),4 € E()UO(E))

is closed and (&) UO(E) N [Less (), Z(()l) (&)] is at most countable.

A A Taylor-like Expansion of
[B, f(Ay,...,A))]

We now recall a result from [Ras].

In the following, A = (A1,..., Ay) is a vector of self-adjoint, pairwise
commuting operators acting on a Hilbert space H, and B € B(H) is a
bounded operator on . We shall use the notion of B being of class
C™(A) introduced in [ABG96]. For notational convenience, we adobt
the following convention: If 0 < j < v, then (5]- denotes the multi-index
0,...,0,1,0,...,0), where the 1 is in the j'th entry.

Definition A.1. Let np € N U {co}. Assume that the multi-commutator
form defined iteratively by ad(B) = B and ad%(B) = [adi;&j (B), Aj]
as a form on D(Aj), where & > §; is a multi-index and 1 < j < v, can
be represented by a bounded operator also denoted by ad’% (B), for all
multi-indices &, |a| < 19+ 1. Then B is said to be of class C"(A) and we
write B € C"(A).

Remark A.2. The definition of ad’% (B) does not depend on the order of

the iteration since the A; are pairwise commuting. We call |«| the degree
of ad% (B).

In the following, H5, := D(|H|’) for s > 0 will be used to denote the scale
of spaces associated to A. For negative s, we define H5 := 15"

Theorem A.3. Assume that B € C"(A) for someng >n+1>1,0<t <
n+1,0 <ty <1and that {f)},cy satisfies

Va3Ca: 3%, (x)] < Calx)*
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uniformly in A for some s € R such that t; +tp +s < n+ 1. Then

B A= |2 01 (A) ad(B) + Ry,(4, B)
al=1"

as an identity on D((A)*), where R, ,,(A, B) € B(Hfz,?{i{) and there exist a
constant C independent of A, B and A such that

1R (A, B g 52, < C Xty (B)]]
A A |a|=n+1
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Abstract

Time-dependent scattering theory for a large class of transla-
tion invariant models, including the Nelson and Polaron models,
restricted to the vacuum and one-particle sectors is studied. Asymp-
totic completeness of these Hamiltonians is shown. The translation
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invariance imply that the Hamiltonian is fibered with respect to
the total momentum. On the way to asymptotic completeness we
determine the spectral structure of the fiber Hamiltonians, establish
a Mourre estimate and derive a geometric asymptotic completeness
statement as an intermediate step.
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asymptotic completeness, translation invariance
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1 Introduction and motivation

In this paper, we study the spectral and scattering theory of a class of
Hamiltonians that arise when one restricts e.g. the Nelson or Polaron
model to the subspace of at most one field particle. As our results are
valid for both models, we will use the term “field particles” rather than
photons or phonons, and in the same spirit, we will use the term “matter
particle” rather than electron or positron.

In [MR], two of the authors prove a Mourre estimate and C? regularity
for the full model, with respect to a suitably chosen conjugate operator.
The estimate holds in the part of the energy-momentum spectrum lying
between the bottom of the essential energy-momentum spectrum and
either the two-body threshold, if there are no exited isolated mass shells,
or the one-body threshold pertaining to the first exited isolated mass
shell, if it exists. This is a natural first step for scattering theory. As
the full model in that energy-momentum regime is expected to resemble
the model with at most one field particle in many aspects, the scattering
theory of the cut-off model is of obvious interest. We note that in [G]JY03],
the spectral and scattering theory of the massless Nelson model is studied,
and that the stationary methods used there would to some extend also
work on the class of models considered here. However, the scattering
theory in [GJY03] is obtained via a Kato-Birman argument, a method one
cannot hope to work on the full model.

In recent years a lot of effort was put into investigating the spectral
and scattering theory of various models of quantum field theory (see
among many other papers [AmmO0], [AMZ05], [DG99], [FGS04], [FGS08],
[Gér96], [Piz03], [Spo04] and references therein). Substantial progress
was made by applying methods originally developed in the study of
N-particle Schrodinger operators namely the Mourre positive commutator
method and the method of propagation observables to study the behavior
of the unitary group e~/ for large times. Up to now, the most complete
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results on the scattering theory for these models have only been available
for models where the translation invariance is broken [AmmO00], [DG99],
[Gér96], [Piz03], [Spo04], or for small coupling constants [FGS04]. In
fact the only asymptotic completeness result valid for arbitrary coupling
strength, in time-dependent scattering theory of translation invariant
models known to us are variations of the N-body problem, where the

2
dispersion relations are of the non-relativistic form %. Our results hold
for a large class of dispersion relations, including a combination of the
relativistic and non-relativistic choices.

In order to appreciate the difficulties associated with proving asymp-
totic completeness for translation invariant models of QFT, we explain
the structure of scattering channels. If a system starts in a scattering
state at total momentum ¢ and energy E, it will emit field particles with
momenta ky, ..., k, until the remaining interacting system reaches a a
total momentum ¢’ and an eigenvalue E’(¢’) for the Hamiltonian at total
momentum ¢'. In order to conserve energy and momentum we must have
E=¢+ki+ - +kyand E=E (') +w(ky) + - - - + w(ky), where w is
the dispersion relation for the field.

That is, the scattering channels are labeled by bound states at momenta
¢’ and the number of emitted field particles n, under the constraint of
conservation of energy and total momentum. The resulting bound particle
will not be at rest but rather move according to a dispersion relation
which is in fact the eigenvalue band, or mass shell, to which it belongs.
This band may a priori be an isolated mass shell or an embedded one. If
one wants to capture the behaviour of scattering states through a Mourre
estimate, then one needs to build into a conjugate operator the dynamics
of all the mass shells that appear in the available channels. This is a
difficult task. The thresholds at total momentum ¢ are energies E that
has a scattering channel with the property that the bound state and the
emitted field particles do not separate over time.

When introducing a number cutoff in the model, one simplifies the
situation in that the scattering channels are now labeled by bound states of
Hamiltonians with strictly fewer field particles. In particular in our case,
we can label the scattering channels by mass shells of the Hamiltonian on
the vacuum sector, which are easily understood. Indeed, there is in fact
only one mass shell and it is identical to the matter dispersion relation ).

Finally, we will briefly outline the contents of this paper. In Section 2
we introduce the model in details and state our main result, the asymptotic
completeness. In Section 3 we briefly go through the spectral theory
for the fiber Hamiltonians, in particular we prove an HVZ theorem, a
Mourre estimate, absence of singular continuous spectrum and a semi-
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continuity statement about the Mourre estimate. In Section 4 we prove the
following propagation estimates: A large velocity estimate, a phase-space
propagation estimate, an improved phase-space propagation estimate and
a minimal velocity estimate. These form the technical foundation for
Section 5, where we introduce the asymptotic observable, the spaces of
asymptotically bound resp. free particles, the wave operators and prove
asymptotic completeness via so-called geometric asymptotic completeness.

2 The model and the result

The Hilbert space for the Hamiltonian is
H = L*(R",dy) ® (C & L*(RY,dx)) = L*(RY,dy) @ L*(R?,dxdy),

where v € IN. We write D, = —iVy, D, = —iVy, for the respective
momentum operators. The Hamiltonian we wish to study the spectral
and scattering theory of is given by

H=Hy+V= <Q(([))y) Q(Dy) E)rw(Dx)) i (S %> ’

where

(vup)(x,y) = p(x —y)uo(y) and (v*uq)(x) = / p(x —y)ur(x,y)dy

for some p € L?(RY). Here Q) is the dispersion relation for the matter
particle, w the dispersion relation for the field particles and p a coupling
function. One may view it as the translation invariant Nelson or Polaron
model restricted to the subspace with at most one field particle, depending
on the choice of dispersion relations.

The coupling function will be assumed to satisfy a short-range con-
dition which implies a UV-cutoff (see Condition 2.3). We work with
more general dispersion relations w and Q than w(k) = Vk% 4+ m? or
w(k) = wp > 0 and O(5) = #%/2M respectively (see Conditions 2.1 and
2.2 for details). As the infrared problem is not present in this model due
to the finite number of field particles, the mass of the field particle is
not important. However, the singular behavior of the dispersion relation
w(k) = |k| at k = 0 makes this choice fall outside of what can be handled
in this treatment, although it seems likely that one with minor adjustments
may include this case in the same framework. For a treatment of the case
where Q(17) = 1% and w(k) = |k|, see [G]Y03].
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The operator H commutes with the operator of total momentum,
P=( DXRDL)’ and hence H is fibered, H = U~} f]l?v H(P)dPU, where

U(uo, u1)(x,y) = (uo(y), u1(y, x +y))
and

) =)+ = (% e 0] saon) + () )

where (| and |-) denote the Dirac brackets. The fiber Hamiltonians are
operators on the Hilbert space K = C @ L?(RV).
The precise assumptions on (), w and p are given below.

Condition 2.1 (Matter particle dispersion relation). Let Q) € C*®(RY) be
a non-negative, real-analytic and rotation invariant! function. There exists
sa € [0,2] such that () satisfies:

(i) There is a C > 0 such that Q(y) > C~ ()" —C.

(i) For any multi-index a there is a C, > 0 such that [0*Q(7)| <
Ca<17>SQ—|“\_

Note that this assumption is satisfied by the standard non-relativistic and
relativistic choices, Q(7) = % and Q(y) = /n*>+ M2

Condition 2.2 (Field particle dispersion relation). Let w € C®(RY) be
non-negative, real-analytic, rotation invariant and satisfy:

(i) For any multi-index a with |a| > 1, we have sup; g.[0*w (k)| < 0.
(i) If so =0, then w(k) — oo as |k| — oo.

This is satisfied e.g. for w(k) = Vk? +m?, m # 0, and if sq # 0, also for
the Polaron?, w(k) = wy.

Condition 2.3 (Coupling function). Let p € L?(RV) be rotation invariant
and satisfy that

(i) p € C3(RY).
(i) (-)[Vol, 90, (-)[IV?p] € L*(RY).

By rotation invariance of a function f we mean that f(y) = f(Oz) a.e. for any
O € O(v) where O(v) denotes the v-dimensional orthogonal group.

%In fact the Frohlich Polaron has Q(7) = %, s0 s =2 #0.
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(iii) There exist constants C, u > 0 such that |p(x)| < C<x>—1—%—y.

Condition 2.3 (iii) is the so-called short-range condition. Note that it
implies that for ] € C*(R") with support away from 0, we have

()] (§) = O0(t~7H). (3.1)

For the rest of this paper, Conditions 2.1, 2.2 and 2.3 will tacitly be
assumed to be fulfilled, and under this assumption, our main result will
be the following

Theorem 2.4 (Asymptotic completeness). The wave operator

W = s—lim e tHHop+ (Hy)
f—00
exists, where P+ (Hy) is the projection onto {0} @ L?(R?"), and the system is
asymptotically complete:
RanW™ = ’Hﬁd,

where Hypq = U~ [ Lpp(H(P))dPUH.

Remark 2.5. That P +— 1,,(H(P)) is weakly — and hence strongly — mea-
surable follows from an application of the RAGE theorem, [CFKSS87,
Theorem 5.8], see the proof of [CFKS87, Theorem 9.4] for details.

3 Spectral analysis

We begin by recalling the following well-known properties of the fibered
Hamiltonian. The Hamiltonian Hy(P) is essentially self-adjoint on C @
C5°(RY) and the domain D = D(Hy(P)) is independent of P. As V is
bounded, the Kato-Rellich theorem implies that the same is true for H(P)
and that D(H(P)) = D.

The following threshold set will play an important role in our analysis:

0(P) = {A € R|Zk € R" : A = X(P — k) + w(k), VQ(P — k) = Vew(k)}.

By rotation invariance and analyticity it is easy to see that 0(P) is locally
finite and closed.

The following results, Theorems 3.1 to 3.4, correspond to completely
analogous statements for the full model, see [MR].

Theorem 3.1. Assume that the vector field vp € C®(RY;RY) satisfies that
for any multi-index «, |«| € {0,1,2}, there is a constant C, > 0 such that
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|0%vp(17)| < C,X<17>1_‘“|. Then the operator ap = (vp(Dx) - x + x - vp(Dx))
is essentially self-adjoint on the Schwarz space S and H(P) is of class C*>(Ap),
where Ap = (9 2 ) is self-adjoint on D(Ap). The first commutator is given by

Oap

. 4 10 0 i
88 = () (D) S(w(Br 5P D)
as a form on D.

This can be seen either by direct computations or by following [MR].

We now introduce the extended space K& = K @ L?(IR") to be able to
make a geometric partition of unity in configuration space. The partition of
unity is similar to what is done in the analysis of the N-body Schrodinger
operator (see e.g. [DG97]) and in complete analogy with what is done in
e.g. [DGY99] and [Mol05]. The partition of unity used here may actually
be seen as the partition of unity introduced in [DG99] restricted to the
subspace with at most 1 field particle.

Let jo, joo € C®(RY) be real, non-negative functions satisfying jo = 1
on {x||x| <1}, jo =0o0n {x||x| > 2} and j5 + jZ = 1. We now define

R K — Kt
j* (@0, 01) = (v0,jo(%)01) @ (jeo (7)01).

Clearly, jR is isometric.
We introduce two self-adjoint operators, the extended Hamiltonian,
H®*(P), and the extended conjugate operator, A$", acting in K,

H®Y(P) = H(P) ® Fp(Dy) and
ARt = Ap@ap,

where Fp(Dy) = w(Dx) + Q(P — D,), with the obvious domains denoted
by D and D(AF*). The extended Hamiltonian describes an interacting
system and a system with a free field particle. It is easy to see that
Theorem 3.1 holds true with H(P) and Ap replaced by H**(P) and A%,
respectively, and the commutator equal to

[H™(P),iAS)° = [H(P),iAp]° & (vp(Dy) - (Vw(Dy) — VQ(P — Dy))).

We have the following localisation error when applying jX.
Lemma 3.2. Let f € C°(R). Then
j*f(H(P)) = f(H™(P))j" +0r(1) and

j*f(H(P))[H(P),iAp]°f (H(P))
= f(H™(P))[H™(P), iA]° f(H(P))]* + or (1),
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for R — oo.

This can be seen either by a direct computation or by applying [MR,
Corollary 5.3]. The following two results, an HVZ theorem and a Mourre
estimate, are now almost immediate.

Theorem 3.3. The spectrum of H(P) below ess(P) = infrere {Q(P — k) +
w(k)} consists at most of eigenvalues of finite multiplicity and can only accumu-
late at Less(P). The essential spectrum is given by Tess(H(P)) = [Zess(P), 00).

Proof. Using Lemma 3.2 for an f € C7°(R) supported in (—00, Xess(P))
and letting R tend to infinity shows that f(H(P)) is compact. This proves
the first part.

To prove the last part, let A € [Xess(P), 00) and note that there exists
a kg € RY such that A = Q(P — ko) + w(kog). Now choose u,, = (0,uy,) €
C @ L*(RY) with 71, (-) = n2 f(n(- — ko)) for some f € C3(RY) with f >0
and f(0) = 1. One may now check that u, is a Weyl sequence for the
energy A. U

Theorem 3.4. Assume that A ¢ 0(P). Let Ap be given as in Theorem 3.1 with
vp(Dyx) = Vw(Dy) — VQ(P — Dy)). Then there exist constants «,c > 0 and
a compact operator K such that

Exx(H(P))[H(P),iAp]"Ep(H(P)) = cErx(H(P)) + K,
where E) , denotes the characteristic function of the interval [A — x, A + «].

Proof. We may find a x such that [A —2x,A +2x] N 6(P) = @. Choose
f € C(R) with support in [A —2x, A +2x]| and equal to 1 on [A —x, A +x].
Note that

f(H(P))[H(P) iAp]°f(H(P))
= j}' i} F(H(P))[H(P),iAp]° f (H(P))
= j*" F(H(P))[H™(P), 1AR]° F(H(P))® + or(1),

by Lemma 3.2. Note that
FHSY(P))[H™(P), 1A$")° £ (H™(P))®
— FHP)HP) A FHP) () 62
& f(Fp(Dx))|Vw(Dx) = VO(P — D) £ (Fp(Dx))jeo ()
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Taking the support of f into account, one finds that
f(Ep(D:))|Veo(Dx) = VO(P — Dy)[*f (Fp(Dx)) = 2¢f*(Fp(Dx))

for some positive constant ¢ > 0. The operator K(R) = f(H(P))( ]'o(lﬁ))
is easily seen to be compact. Let g € C5°(R) equal 1 on the support of f.
Then

B = f(H(P))[H(P),iAp]"¢(H(P))
is bounded and (3.2) equals BK(R). Hence by Lemma 3.2

f(H(P))[H(P),iAp]"f(H(P))
R* 1 .o
> R 2 HP) (- ) @2 EDDs(R)

+jR°(B —2cf(H(P)))K(R) &0 + 0g(1)

— 2¢f2(H(P)) + Kg + 0 (1),
for some compact operator Kr depending on R. One may now choose R
so large that ||og(1)|| < ¢ and sandwich the inequality with E, ,(H(P))
on both sides to arrive at the desired result. 0]

We infer the following corollary of Theorems 3.1 and 3.4 by standard
arguments of regular Mourre theory.

Corollary 3.5. The essential spectrum of the fiber Hamiltonians is non-singular:
Osing(H(P)) = @.
Theorem 3.6. Let (Py, Ag) € RV'L. Assume that Ay & 6(Py) U 0pp(Po). Then

there exists a constant C > 0, a neighbourhood O of Py and a function f &
Cy’(R) with f =1 in a neighbourhood of Ao such that for all P € O,

f(H(P))[H(P),iAp]°f(H(P)) = Cf*(H(P))
where Ap, is given as in Theorem 3.4.

Proof. We begin by noting that the object [H(P),iAp,|° is well-defined by
Theorem 3.1. By standard arguments using the fact that Ag & opp(Pp) and
Theorem 3.4, there exist a function f € C3°(R) and a constant C such that

F(H(Po))[H(Po),iAp,)°f(H(Po)) > Cf*(H(Py)),
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with f = 1 on a neighbourhood of Ag. It is easy to see that the operators

(H(P) —2)~L(Ho(0) i) and (Ho(0) — i)~ [H(P),iAp]* (Ho(0) —i) ! are

norm continuous as functions of P, and hence it follows by an application

of the functional calculus of almost analytic extensions that f2(H(P)) and

f(H(P))[H(P),iAp,)°f(H(P)) are norm continuous as functions of P.
Let O > Py be a neighbourhood such that

W[

and

IfA(H(P)) = f2(H(Po))|| <
If(H(P))[H(P),iAp]° f(H(P)) — f(H(Po))[H(Po),iAp )" f(H (Po))|| <

for all P € O. Then

W[ )

FUHP)HPY AR FHP) > ~S1+CPHP). (3

Choose now C = g and f € C°(R) such that f =1 on a neighbourhood
of A9 and f = ff. The result is then obtained by multiplying (3.3) from
both sides with f(H(P)). O

4 Propagation estimates

We will write D = [H,i-] and dg = [Q(Dx + Dy) + w(Dx),i-]| for the
Heisenberg derivatives. The following abbreviation will be used to ease
the notation:

[B]:= (0 5):

Theorem 4.1 (Large velocity estimate). Let x € Ci°(IR). There exists a con-
stant Cy such that for R" > R > Cy, one has

S g

Proof. Let C; be a constant to be specified later and R” > R > C;. Let
F € C*(R) equal 0 near the origin and 1 near infinity such that F'(s) >
clg g (s) for some positive constant ¢ > 0. Let

_ dt
) e X (Hyul P < Clul?

(1)
b(t)

—X(H)[F
—doF(& yl)

AO1x(H),




4. Propagation estimates 75

By using e.g. Theorem B.3 or pseudo-differential calculus one sees that

b(t) = 1 (57 — (VO(D,) - Veo(Dy)) 22 ) F (72) 1 0(72).

t
Hence for any ¥ € C°(R) such that x = x ¥ one finds that

(H)[b()]x(H)
= JX(H) (5P (VO(Dy) ~ Veo( D)) ) F (52 x (H) +0(2)
= Tx(H) (57— 2(H) (VO(Dy) — Veo( D)) 22 i,y (271)
< F'(Ehx(H) + 0(t72)
> x(H)F (B +0(2)

for some Cy > 0 if one chooses C; > || ¥(H)(VQ(Dy) — Vw(Dx))ﬁH.
It follows from Condition 2.3 (iii) that

VAF(E) = o1,
cf. (3.1). Putting this together, we get
DO(t) > Sx(H)[F (B (H) + ot~ ),
which combined with Lemma A.1 implies the result. O

Theorem 4.2 (Phase-space propagation estimate). Tnke x € C§°(R) and
let 0 < co < c1. Write

®[C0161](t) -
(5L =V (D) +VOD,), Uy (52) (5L =V (D2) +VQ(Dy)) )]
Then

1 _ Zdt 2
[ 10y (D3 M (Hul > < Cllul

Proof. The following construction is taken from [DG99] but ultimately
goes back to a construction of Graf, see e.g. [Gra90]. There exists a
function Ry € C*(R") such that

Rp(x) =0 for |x| <3,
Ro(x) = 3x? +¢ for |x| > 2¢y,
VZRo(x) > T e (1))
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Without loss of generality, we may assume that ¢c; > C; + 1, where C;
is the constant whose existence is ensured by Theorem 4.1. Choose a
constant ¢; > ¢1 + 1 and a smooth function F such that F(s) =1 fors < ¢;
and F(s) =0 for s > cp. Let

R(x) = F(|x[)Ro(x).

Then R satisfies

VER(%) = Wiy e (12]) = Clic 41,5 (Ix]), (34)
0"R(x)| < Co.
Write X = =¥ — Vw(Dy) + VQ(Dy) and let

@(t) = x(H)[b(H)]x(H),

where

b(t) = R(=Y) — 5((VR(*¥), X) + h.c.).

N[—

By using Condition 2.3 (iii) and pseudo-differential calculus, one sees that

) (Lipgop(a—y o) 2] €06

and hence
X(H)[V,ilb()]]x(H) € O(t~7).
Compute
(1) = =1 (55 VR(5)
+ 21 (54 VAR(FH)X) +hec)
+ HVRCF), )
= 11((*, V?R(*¥)X) +h.c.),

and by pseudo-differential calculus one sees that

w(Ds) +Q(Dy) (1)) = b ((Veo(D2)~ VUDy), VR(*7) +h.c)
~3}H((Vw(Dx)-VQ(Dy), sz(" %) +hc)
~IL((VR(*Y), Vw(Dx) ~VQ(D,)) +h.c.)

O(t?)
= ~3H((Va(Dy)~VO(D,), P'R(FX) +h.c)
(t72),
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hence by using (3.4), it follows that
x(H)[dob(#)]x(H)
%X(H)KX,VZR(Ty) )x(H
> T [(X, ) (P72 X))
= SX(H) (XX, 1,6 (72 X >] H)+0(t™%)

) (t_z)

By introducing | € C§°(IR; [0,1]) supported above C; with Jlic 41,,] =
Lic 41,6, and ¥ € C°(R) with ¥x = x and using pseudo-differential calcu-
lus, the functional calculus of almost analytic extensions and Condition 2.3
(iii) again, one gets that

EX(H) [Xiliey o1 (5 )XJ
R [P (5 >XJ
xR ) [X](‘x y‘) X K (H) [T(7) Jx(H) +0(2)
< Sx(E) [P (57 x(H) +Ct 2,
where we estimated §(H)[X;] ( ) i] X(H) by a constant. Putting it all
together yields

DO(t) > Lx(H)O o (DX (H) — Sx(H)[P(EFh)]x(H) + Ot~ 7H),

where the second term is integrable along the evolution by Theorem 4.1,
so the result now follows from Lemma A.1. O]

Theorem 4.3 (Improved phase-space propagation estimate).
Let 0 < co <c1, J € CqPco < |x| <c1), x € C¥(R). Then for1 <i<v

ST (72 —ai0(Da) +3:0(Dy)) +h [ ey (Hyu 4 < Clu

Proof. For brevity, we write X = ¥ — Vw(Dyx) + VQ(D,) and Ry =

(Hop — A)~! for some real A € p(Hp). Let
A=X?>+1+°,
0 > 0. Note that [](?)A%]RO is uniformly bounded in ¢ > 1.
The following identities hold as forms on C§°(R").

it (@(Dx) +Q(Dy)) it (w (D) +Q(Dy)) _ x—y

7
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(it (@(Dx)+Q(Dy)) p 3 ,—it(w(Dx)+Q(Dy)) — ((@)2“—5)% = A§ (3.5)

and
eit(w(Dx)m(Dy))](X)e—it(w(DxHO(Dy)) = J(5). (3.6)

That the following commutator, viewed as a form on Ci°(R"), extends
by continuity to a bounded form on L?(IR") can be seen using pseudo-
differential calculus:

3 ! 1 . s
[X,Aé] = [Vw(Dx),Aé] — [VQ(Dy),Aé] — O(t—mm{l,Z—E})_

Together with the functional calculus of almost analytic extensions this
implies that

J(X), A3] = O~ min(12-81),
and hence using (3.5) and (3.6) that
J(5Y), A7) = O(t79), (3.7)
where e = min{1,2 — §}. Write h = Q(Dy) + w(Dx). Note that
eithdoA%e—ith — ,ith [h, iA%]e_ith +éith( A%)e—ith
_ %(eithA%e—ith) _ %A

IS S SR ) s
SN /'y S :
T ()

4
dt
1
2
0

7

SO
o

dgA? = —1A5 L O(+71%). (3.8)
In addition )
[Ro, [Xi]] = RZP Ot )Ry (3.9)
for any p1, 0 < p; < 3 and that

[Ro, [A2]] = RE2O(£5 )R} P2 (3.10)

for any py, 0 < pp < 1. The identity (3.10) can be seen e.g. by using (3.9)
and the representation formula

_1
o

S

N—

/O (s+y) 'y~ 2dy,
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which can be verified for t > 0 by direct computations.
Let J1,]» € C0 (co < |x| < ¢1) such that JJ; = J and 1], = J; and
writefori =1,...,v:

Boi = Ro[J(=¥)Xi]Ro +h.c.
and :
Bi = Ro[J1(+") A2 i (7%)]Ro. (3.11)
We compute using (3.7), (3.9) and (3.10):
Bj; = 4Ro[Xi] ()RS (FF4) Xi]Ro + O(t 1)
= 4R3[X;J* () Xi)RG + O(t 1)
<CR2[X']%( f ) iIRo R+ Ct!
= CRAT ()X (FOIRG + Ot )
< CRI[F (AR (IR + O(t)
= CRy[A(*)AZIRA[A F (SR + Ot ™m0
= CRo[1 (5) AZ [y () RF [ (57 A2y (5] Ro + O~ min{1=24})

where x = min{1 — §,6}. By the matrix monotonicity of A — A1 [BR81,
Sec. 2.2.2], we deduce that

|By,i| < CBy+Ct2. (3.12)
Now let

is uniformly bounded for t > 1.
We compute

—D®(t) =
X(H)[VAlTCF) ART(S9)]Jx(H) + x(H) [do (JCF) AT (54) | x (H)
Using Condition 2.3 (iii) we see that

XEV ) AT (H) = Ot 1),
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Indeed,

X(H) VAT AL (5] x (H)
= X(H)( 1](_y)1(‘)\2](Ty) 8 )X(H) + h.c.
= x(H)(Ho — A)Ro<_i(A§](X_ty)+oo(t5))](¥)v g )X(H) +h.c.

Now by Condition 2.3 (iii) we have that ||J(*
0
a2 w0 1Y

Yo|| = O(t~17#) and hence

0
— O+ 1-
we also have that Ry ( i Jo 0 ) =0(t7H).

Note that
doJ (%) = —1VI(Z) v+ 0(t?) (3.13)
and using (3.8) and (3.12) (cf. (3.11)),
— x(H)[JC5Y) (doA2) ()| x (H)
> Sy (H)[[J(334)X; + h. o[y (H) — C+ 175,

Again we compute using (3.7):
Ro[VJ (YY) . XA? J(5%)]Ro + h.c.

= RoU (X - VIED ) A (5] Rg + hec. +0(t7Y)

—ZMh% ATX AR () () A o (5] Ro+h. c.+O(+ 1)

< CRO[ ( 7
< CRo[2(*
< CRo[(X, J5(*

7y
)X (S Ry + O 1)

VAL (*FL)Ro + Ct !
)X
x— )X>]R0+Ct_min{1’g}-

Hence (cf. (3.13))

— x(H)[do(J(F) AT (551)) | x (H)
>M%mﬂm+ha
doAD)J ()| x (H)
[ i +h.c.|]x(H)
- Sx(H)[(X, I%(@)XHX(H) Lo

for some 7y > 0. Since by Theorem 4.2 the second term in the r.h.s. of (3.14)
is integrable along the evolution, the theorem follows from Lemma A.1.0J

(3.14)
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Theorem 4.4 (Minimal velocity estimate). Assume that (Py,Ag) € RVT!
satisfies that Ag € R\ (0(Py) U 0pp(Po)). Then there exists an ¢ > 0, a

neighbourhood N of (Py, Ao) and a function x € C(RV*Y) such that x = 1 on
N and

[ oai(h [ e (e, mp)apu] S < clul?

Proof. By Theorem 3.6, it follows that there exists a neighbourhood O of
Pp and a function f with f = 1 in a neighbourhood of A such that

f(H(P)[H(P),iAp]f(H(P)) = Cf*(H(P))

for all P in O. Let x € C(RV"};[0,1]) be supported in the set O x
{A|f(A) =1} and x = 1 in a neighbourhood N of (Py, Ag). It follows
that

x(P,H(P))[H(P),iAp]x(P,H(P)) > $x*(P, H(P)). (3.15)

Let g € C({|x| < 2¢}) satisfy 0 < g < 1, g = 1 in a neighbourhood of
{|x| < &} for some & > 0 to be specified later on. Write

2= (o o)

@(1) = [ x(p,H(P)QW LR, H(P)AP.

Let

Taking into account the support of g and that vp, is w-bounded, and

using pseudo-differential calculus, it is easy to see that ®(t) is uniformly
bounded.
We compute the Heisenberg derivative:

@ Ap,

D(t) = [ x(P, H(P)[doq($)] =2 Q(H)x(P, H(P))dP + h.c.
+/ (P, H(P))[V,iQ(#)] tPOQ(t))((P,H(P))dP+h.c.
+5 [ X2 HEP)QOH(P), 1A (P, H(P))dP

[ X EE)QU @Q(t)x(P,H(P))dP
= Ry + Ry + R3 + Ry.
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By the same arguments as before it follows that @Q(t) x(P,H(P)) is
uniformly bounded. Using pseudo-differential calculus gives

Ry =
11 ® Ap
;/X(P H(P))[(3 —Vw(Dx)+VQ(Dy), Vq(3))] Q) x (P, H(P))dP

+h.c.+0(t?).
Let
B, — /Gax(p,H(P))[(% — Vw(Dy) + VQ(Dy), Vq(%))]dP
and
B = [“x(p,H(P)Q() Poap.
Then

Ry = {B1B; + 1B2B] > —¢ 1 B1B} —e07B2B;.

Now by Theorem 4.2, we get that 1B;B;} is integrable along the evolu-
tion. Using pseudo-differential calculus and functional calculus of almost
analytic extensions one can verify that

[x(P,H(P)),Q(t)] = (Ho(P) — R)™*"PO(t™1)(Ho(P) — R)_%_p (3.16)

for any R € R\ ¢(Hy(P)) and any p, 0 < p < 1. Hence it follows by
introducing cutoff functions ¥ € C(RV*1) a €
and §q = q that

Ap
— 18285 = — [ QUIXE(P,HP) (D R A (DIAx(P, H(P)Q()AP
+O(t 2)
> -1 / Q)X (P, H(P))Q(H)AP +O(t?)
=~ [ x(P.H(P) QP (Ox(P, H(P))aP + O ) 617)

By Condition 2.3 (iii) it follows that (i( (0%))|9> 0) € O(t~17#) and hence

Ry € O(t717H) (3.18)
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Using (3.15) and (3.16) twice, we see that
1 /@ . )
R; = ;/ Q(t)x(P, H(P))[H(P),iAp]x (P, H(P))Q(t)dP + O(t~)

> 22 [CQun(r, H(P)QUAP +O(2)
C, (@

> =2 [ x(P, H(P)) QU2 (P, H(P))dP +O(t2). (3.19)

Again using the cutoff functions and pseudo-differential calculus and
taking into account the support of g, we see that

£ x(, H(P)Q() "R Q(1)x(P, H(P))

= £Q()xx (P, H(P)[1(5)) T2 a())ex (P, H(P)Q(H) + Ot
< eCQ(N2(P, H(P))Q(H) +O(7Y)
— eCsx(P, H(P))Q(t)2x(P, H(P)) + O(+™")

Re >~ [“x(p, H(P)Q( (P, H(P))dP + O(t2).  (3:20)

Putting (3.17), (3.18), (3.19) and (3.20) together, we see that

Da(t) > “VUECLZER [ (b H(P) QU x(P, H(P)dP

1
— —BiB} + O(t~171).

Now choosing ¢ and ¢y so small that —¢oC; 4+ C; — eC3 > 0 together with
Lemma A.1 yields the result. ]

5 The asymptotic observable and asymptotic
completeness

Theorem 5.1 (Asymptotic observable). Let p € C*(RY) be a smooth func-
tion satisfying that p(x) < p(y) for |x| < |y|, p(x) = 0 for |x| < 5 and
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p(x) =1 for |x| > 1. Define ps(x) = p(3). Then the limits
P (H) = s—lim et ps (L) ]e HH, (3.21)
—00

Py (H) = s-lim Py (H),

P(;F(HOI H) = s—(lsjirg) S_tli_{]élo eifH[p(S(x_)]efitHol

—Yy
t
Py (H, Ho) = s—lim s—lim e™0[p,(*7*)]e™""!

exist and Py (H) is a projection.

Remark 5.2. Note that 6 — P;"(H) is increasing, i.e. P;"(H) < Pj(H)
for 0 < ¢’ < 6. We leave it to the reader to verify that the definition of
Py (H) is independent of the choice of p, and that one in fact could have
chosen any family of functions {ps} satisfying ps(x) < ps(y) for |x| < |y|,
ps(x) =0 for |x| < § and ps(x) =1 for |x| > 4.

Proof. We will prove the statements about P;"(H) and P (H). The state-
ments about Pj (Hy, H) and P;"(H, Hp) are proved completely analo-
gously.
Let
@(t) = —x(H)[ps(F1)x(H),

and calculate using pseudo-differential calculus

dops(*7Y) = —3} (7! ~Vew(Da)+ V(D) - Vps(74) +h.c) +O(t72).

This in combination with Condition 2.3 (iii) gives
DO(t) = fx(H)[3X - Vps(*F1) +h.c]x(H) + 0@t~ i),

where X = ¥ — Vw(Dy) 4+ VQ(Dy), so Theorem 4.3 in combination
with Lemma A.2 gives the existence of the limit (3.21).

The existence of the weak limit w-P;"(H) = w-lims_,o P (H) is ob-
vious. Moreover, for every 6 > 0, it is clear from Lemma A.3 that the
strong limit s—lgn Pt (H) exists, is a projection and equals w-P (H).

n—oo  sm

The inequality P;"(H)? < P; (H) implies
i (w-By(H) 2 () = L (=B () + By ()28 (D)), )
—

< lim ((w-Pf (H) — Py (H))u, 1) = 0.
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This finishes the argument. [

Proposition 5.3. Let & = {(P,A) € R"" | A € 0pp(H(P))} denote the set in
energy-momentum space consisting of eigenvalues for the fibered Hamiltonian
and ® = {(P,A) € RV | A € 0(P)} the corresponding set of thresholds.
Then XU © is a closed set of Lebesgue measure 0. Moreover, (XU ®)(P) =
opp(P) UB(P) is at most countable.

Proof. By the usual arguments, Theorems 3.1 and 3.4 imply that eigen-
values of H(P) can only accumulate at thresholds (see e.g. [ABG96] for
details), and by analyticity, the threshold set 6(P) is at most countable.
Hence, if ¥ U © is closed, it is in particular of measure 0.

Let (P, Ap) ¢ £ U O. Then by Theorem 3.6, there are neighbourhoods
O of Py and I of Ay such that for all P € O, a strict Mourre estimate holds
for H(P) on the energy interval I with conjugate operator Ap, given as in
Theorem 3.4 and H(P) is of class C?(Ap,) by Theorem 3.1, which by the
Virial Theorem implies that there are no eigenvalues for H(P) in I for any
P € O. Clearly,

® = {(P,A)eR"FTkeR: A=Q(P—k)+w(k), Vw(k) = VQ(P—k) =0}

is a closed set. Hence, possibly after chosing smaller O and I, O x [ is a
neighbourhood of (Py, Ag) which does not intersect £ U ©. [

Let Hpg = Exue((P, H))H and similarly Hopq = Ex,ue((P, Ho))H. We
remark that if we for a fixed P take the fiber (XU ®)(P) = {A|(A,P) €
L U@}, then we have Ey jg)(p)(H(P)) = Lpp(H(P)).

Theorem 5.4. With Hyq and P, (H) given as above, we have Hpg = (1 —
By (H))H.

Proof. Let (Ao, Py) € RV1\ (ZU®). Let the neighbourhood N and & > 0
be those of Theorem 4.4 corresponding to the point (A, Py). Let ¢ €
Ex(P,H)H. Then by Theorem 4.4, there exists a sequence t, — oo such
that

p = ertipe (L )e I + (1 — pe(FY))e My — P (H) +0,

which implies that i € Py (H)H. As the span of such ¢ is dense in H;
and Py (H)H is closed, this implies that Hpq D (1 — Py (H))H.

By Proposition 5.3, ¥ U ® may be written as an at most countable
union of graphs ; of Borel functions from (subsets of) R" to R (see [Ra80,
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Théoreme 21, p. 226]). Let ¢ = U [© ¢pdP € H. Then ¢ = Ex. (P, H)g =
uf ® Es(p) (H)@pdP. This implies that i can be written as

p=U / “ppdP,

where p is an eigenvector for H(P) with eigenvalue %;(P). Note that
this ensures that yp is Borel as a function of P. Now

P (H)p = s=lim e [ps(571)Je ™"y

® ‘
=s-lim U [ P [ps(¥)]e tHP)yppdP

t—o0

. S .
— s—lim eltHu/ [p(;(%)]e_‘tzf(P)ﬁdeP/

t—o0

where the last integrand goes pointwise to 0 and hence by the dominated
convergence theorem, the limit is 0. As § was arbitrary, this shows that

By (H)$ = 0.
Since the span of the set of i we have covered is dense in Hpgq and
Py (H) is closed, we conclude that Hpq C (1 — Py (H))H. O

Theorem 5.5 (Existence of wave operators). The wave operator W : H —
H given by

Whu = s—lim et~ tHopt (Hy)u,
00

where Py (Ho) is the projection onto {0} & L*(IR*) = Hg, o, exists.

Proof. From Theorem 5.1 and Theorem 5.4 with H = Hj it follows that
Py (Hp) can be given as in Theorem 5.1, and by passing to the fibered
representation, it is easy to see that the assumptions on () and w imply
that Hopq = L? (RY) & {0}.

By Theorem 5.1,

eitH [pé(g)]efitHo — eitHefitHoeitHO [pé(g)]efitHo

tends strongly to Py (Ho, H) when t — o0 and 6 — 0 (in that order). On

the other hand,
M [ps (1) HHo

tends strongly to Py (Hp) in the same limit. This implies that

Py (Ho, H) = s-lim (e""He~1"0) P (Hy)

t—o0
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exists. O]

Theorem 5.6 (Geometric asymptotic completeness). With W™ as in Theo-
rem 5.5, Ran W' = Py (H)H.

Proof. Consider

W = s-lim e ™ P (Hp)?
t—oc0

— g1 —1i itH x—y —itHOP+ H
s—lim s—lim ¢ [p;(=*)]e (Ho)

—y
;
ps(5F4)]e ) s-lim s—lim (e e~ H0) P (Hy)

e1tH[
0—0 t—o0

= s—lim s—lim (
0—0 t—oo

= Py (H)WT,

which proves that RanW™* C P (H)H. For the other inclusion, we
similarly calculate

Pf(H) = s-lim s—lim e [ps(Z¥)]e P (H
0 Ps\—% 0

0—0 t—oo

— o_li 13 itH ,—itHy ,itHy x—y —itH p+
s-lim s—lim ™ e ™ 0e ™0 s (557)[e ™ By (H)

— o-1li _1i itH *ifH()P‘F H, H, P+ H
s(sgl(l)stgl;oe e o ( 0)Py (H)

— g1 _Ii itH 7ii’H0P+ H, PJr H,H
s§1_r>r(1)stg£106 e 0(0)0( 0)

= W' Py (H, Hy),
which proves Ran P;"(H) C Ran W™, O

Theorem 2.4 now follows from Proposition 5.3, Theorem 5.4 and Theo-
rem 5.6.
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A Appendix A

For easy reference, we list the following lemmata, which are taken from
the appendix of [DG99]. The first lemma which is used to prove the
propagation estimates, is a version of the Putnam-Kato theorem developed
by Sigal-Soffer [SS87].

Lemma A.1. Let H be a self-adjoint operator and D the corresponding Heisen-
berg derivative

. d

Suppose that ®(t) is a uniformly bounded family of self-adjoint operators. Sup-
pose that there exist Co > 0 and operator valued functions B(t) and B;(t),
i=1,...,n, such that

D®(t) > CyB*( ZB
/1 I1B:(H)e~Ho|2dt < Cllo> i=1,...,n.

Then there exists Cq such that

| IB®e gl < il g

The next lemma shows how to use propagation estimates to prove the
existence of asymptotic observables and is a version of Cook’s method
due to Kato.

Lemma A.2. Let Hy and Hj be two self-adjoint operators. Let Dy be the
corresponding asymmetric Heisenberg derivative:

%Cb(t) +iH,®(f) — i (t) .

Suppose that ®(t) is a uniformly bounded function with values in self-adjoint
operators. Let D1 C H be a dense subspace. Assume that

leq)(i') =

| (2,2 D1D(t < Y IBai(E) 2 || 1By (£) g ||,
i=1

[ Ity gl < oI, et i=1,..m

/1 |By;(H)e "Hig|dt < Cllg||>, @€ Dy, i=1,...,n
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Then the limit

s—lim 2 (t)e~1HH
t—o0

exists.
The final lemma gives us the actual asymptotic observable.

Lemma A.3. Let Q; be a commuting sequence of self-adjoint operators such
that:

0<Qu<1l Qu< Qn+1/ Qn+1Qn = Qn.

Then the limit
Q=s-lim Q,

exists and is a projection.

B Appendix B

In this section, we recall a result from [Ras].

In the following, A = (Ay,..., Ay) is a vector of self-adjoint, pairwise
commuting operators acting on a Hilbert space H, and B € B(H) is a
bounded operator on H. We shall use the notion of B being of class
C™(A) introduced in [ABG96]. For notational convenience, we adopt
the following convention: If 0 < j < v, then dj denotes the multi-index
0,...,0,1,0,...,0), where the 1 is in the j'th entry.

Definition B.1. Let np € INU {oo}. Assume that the multi-commutator
form defined iteratively by ad)(B) = B and ad%(B) = [adi_(sj (B), Aj]
as a form on D(A]-), where a« > (5]- is a multi-index and 1 < j < v, can
be represented by a bounded operator also denoted by ad’% (B), for all
multi-indices &, |«| < 19+ 1. Then B is said to be of class C"(A) and we
write B € C"(A).

Remark B.2. The definition of ad’ (B) does not depend on the order of

the iteration since the A; are pairwise commuting. We call |«| the degree
4
of ad’%(B).

In the following, H5, := D(|H|’) for s > 0 will be used to denote the scale
of spaces associated to A. For negative s, we define 15, := H5,".
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Theorem B.3. Assume that B € C"(A) forsomeny >n+12>1,0 < ty,t,
t1 4ty < n+2and that {f) } e satisfies

Va3C,: [9%fr(x)] < Cy(x)* 1

uniformly in A for some s € R such that t; +tp +s < n+ 1. Then

B AW] = |Z 01 (A) ad (B) + Ryu(A,B)
a|=1""

as an identity on D((A)"), where R, ,(A,B) € B(H:Z,Hg) and there exist a
constant C independent of A, B and A such that

1Rn (A, B)ll g g2 1) = CY llad%(B)|.
A A |a|=n+1
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CHAPTER

A Taylor-like Expansion of a
Commutator with a Function
of Self-adjoint, Pairwise
Commuting Operators

Morten Grud Rasmussen
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Abstract

Let A be a v-vector of self-adjoint, pairwise commuting operators
and B a bounded operator of class C"(A). We prove a Taylor-like
expansion of the commutator [B, f(A)] for a large class of functions
f: RY = R, generalising the one-dimensional result where A is just
a self-adjoint operator. This is done using almost analytic extensions
and the higher-dimensional Helffer-Sjostrand formula.

Keywords: commutator expansions, functional calculus, almost ana-

lytic extensions, Helffer-Sjostrand formula
Mathematics Subject Classification (2010): 47B47

1 Introduction

It is well-known that if A is a self-adjoint operator, B is a bounded
operator of class C"(A) in the sense of [ABG96] and f satisfies that

93
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for all n, |f")(x)] < Cp(x)°™", then for 0 < t; < np, 0 < t, < 1 with
S+t + 2 < ny,
1’1071 1

B, f(A)] = k; i ¥ (A) adf\ (B) + Ry (A, B)

where ad”, (B) is the k’th iterated commutator, Ry, (A, B) € B(H % H")
and H', is defined as D((A)") equipped with the graph-norm ||v||, =

| (A)v]| for t > 0 and H ! is the dual space of HY,. This follows relatively
easily from using the (one-dimensional) Helffer-Sjostrand formula

fa) == [ A-2) e, @)

where d = %(ax +idy) and f is an almost analytic extension of f, and the
identity

no—

-r kl_ (2)(=1)F(A —2)*dz
L=

U [ 37z (4~ 2) " adp(B)(A —2) o

when % Jc of (2)(—1)¥(A — z)~¥~1dz is recognised as f*)(A) using (4.1).
See e.g. [Mol00] for details. Due to the higher complexity of the general
Helffer-Sjostrand formula, these calculations do not lead directly to the
generalised result where A is a vector of self-adjoint, pairwise commuting
operators. However, we will follow the same idea.

The theorem may be viewed as an abstract analogue of pseudo-diffe-
rential calculus. The one-dimensional version is an often used result, see
e.g. [DGY7] and [Mel00]. Apart from the obvious interest in generalising
the result to higher dimensions, our improvement has proven useful in
the treatment of models in quantum field theory, see [MR]. In particular,
a lemma in [MR] whose proof depends on our result, extends the results
of [Mol05] to a larger class of models.

2 The setting and result

In the following, A = (Ay,..., Ay) is a vector of self-adjoint, pairwise
commuting operators acting on a Hilbert space H, and B € B(H) is a
bounded operator on H. We shall use the notion of B being of class
C™(A) introduced in [ABG96]. For notational convenience, we adobt
the following convention: If 0 < j < v, then (5]- denotes the multi-index
(0,...,0,1,0,...,0), where the 1 is in the j'th entry.
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Definition 2.1. Let np € INU {oo}. Assume that the multi-commutator
form defined iteratively by ad(B) = B and ad%(B) = [adi_(sj (B), Aj]
as a form on D(A;), where a > J; is a multi-index and 1 < j < v, can
be represented by a bounded operator also denoted by ad’ (B), for all
multi-indices &, |a| < ng+ 1. Then B is said to be of class C"0(A) and we
write B € C"(A).

Remark 2.2. The definition of ad; (B) does not depend on the order of
the iteration since the A; are pairwise commuting. We call |«| the degree

of ad (B).

In the following, 75, := D(|A|") for s > 0 will be used to denote the scale
of spaces associated to A. For negative s, we define H3, := (H°)".

Theorem 2.3. Assume that B € C"™(A) for someng >n+1>1,0<t <
n+1,0 <ty <1and that {f)},cy satisfies

Va3C,: [9%fr(x)] < Ca(x)*

uniformly in A for some s € R such that t; +tp +s < n+ 1. Then

n

1
B, fa(A)] = ). —9"fa(A) ad}y(B) + Ryu(A, B)
la]=1""
as an identity on D({A)°), where R, ,(A, B) € B(H ", ’Hi{) and there exist a
constant C independent of A, B and A such that

[Ran (A Bl gy, < C L llad (B
A A la|=n+1

Remark 2.4. A similar statement holds with the ad’%(B) and 0*f,(A)
interchanged at the cost of a sign correction given by (—1)/*/~1, and the
corresponding remainder term R), , (A, B) € B (”H/;tl,Hg). This can be
seen either by proving it analogously or by taking the adjoint equation
and replacing B by —B.

Remark 2.5. If k < t; and ny > n+1+k, then R, ,(A, B) can be replaced
by R’)‘\/n (A,B) € B(’HAfterk, Hi{_k). This can be seen by commuting ad’ (B)

and |A — z| 2 in the terms of the remainder, see page 101.
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3 The Proof

Letz € C’,Imz #0,1 </ <wvandgg: RY — C be given as g(t) =
It —z| % and gy(t) = t;, — Z,. Write for 28 < a

—2)le=Bl|x—B]1 _ _o|p—
Tf(t,z) = —(Z‘ﬁ%ﬁ!(ocléﬁﬁ (t —Rez)* 2P|t — 7| 20a—pl,

Lemma 3.1. Let g be as above and « be any multi-index. Then

ag(t) = Y alTE(t,2)|t — 2|2
2B<a

Proof. For brevity, we will write &/ or B for a + &; or B + J;, respectively.
The formula is obviously true for |a|] < 1. Now assume that we have
proven the formula for |a| < k. Let |&| = k and 0 < i < v be arbitrary. It
suffices to prove the formula for a’. One easily verifies using the chain
rule that

(3%¢")(t) = —2n(t; — Rez;)|t —z| "2 (4.2)

Now by the induction hypothesis, we see that

arx—&-éig(t) _ af, Z (=2)l—Blatja—p|! (t _ Rez)(x_zﬁ,“ . Z|_2|(X_‘B|_2

25 21PIB1(a—2p)!
2)la—Fly! _ ola—Bl—2
_2’52< Z\ﬁlﬁ ZXD‘ |2“[3 Al (at (t - ReZ)a 2‘B)|t — Z| jo=p] (43)
2)la=hly! | B 5; T
+ Z 2\/3\51 0:|2th5 Bl (t - Rez)“ Z'B(at |t - Z| 2/a—p] 2). 4.4)

For the sake of clarity, we will now consider each sum independently.

4.3) = Z (=2)l*Flatja—p|! (Déi—Z,Bi)(t—Rez)“_zﬁ_‘si|t—z|_2|0‘_m_2

26 20PIB1(a—2p)!
_ ﬁ‘a'la /31\' a2 —2|a’—p| -2
2( -|—1 Z t—Rez t—z
2B;i<u;
Ivc =Bl 1 ! i olai—Bl—
= V2B Dl (t = Rez) |~z R 45)

2B<a+5;
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Using (4.2), we see that (4.4) equals

Y Pl (- Re z)*2H(—2) (|a—BI+1) (t—Rez;) |tz 21 FI~

e 21BlB1(x—2B)!
20 S ey e
_zﬁ; 2I/La/3 ﬂ;z,% Bl (—Re )"~ 26|—z| 21 P12 (4.6)
R N

Now (4.7) cancels (4.5) except for possible terms with 28 = « + §;:

2yl Bl iy — i ol —B|—
(45) + (47 = ¥ S (t—Rez)” P —2 22 4g)
Zﬁ:a+5i

Adding (4.6) and (4.8) finishes the induction. 0

Lemma 3.2. Let B € C"(A) for some ng > 1 and let n € INg and ag be a
multi-index satisfying |ag| +n+1 < ng. Then

[ad’}(B), g(A)] = ) —0"g(A)ady""(B) +Ri(A,ad}(B)), (49

where

Rii(A, ad}f (B))

d; . _
=Y Z\aﬁ? L TE b (A, 2)adyy 2 (B)[ A — 2|7 (4.10)
la|=n—1i=1
2B<u
6; _ . _
+Y ZmﬁjlmTfL& (A, 2)(A; — 2)ad® T P(B)|A — 2|2 (4.11)
la|=ni=1
2B<a

+) Z mﬁl(sﬂmTf:z{s (A,z)ady "M (B)(A; — z;)| A — 2| 2. (412)

|a|=ni=
2B<u
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Proof. The proof goes by induction. One may check by inspection of the
following identity that the statement is true for n = 0.

v
[ad’}'(B), [A—z|7%] = - Z|A_Z‘72(Ai—zi) ad‘jﬁ{ﬂ”si(B)|A—z|’2
o (4.13)
— Y |A—z| 2 ad% % (B) (Aj—z) | A—z| 2.
i=1

Now assume that we have proven the formula for k < n, |ag| +n+2 < ny.
We will now show that this implies that the formula holds for k = n + 1.
We begin by noting two useful identities.

_ Bt
‘0&+(5j—,3|

B+5;

TE(t, )|t —z| 2 = T, b (4,2). (4.14)

(Bi+ )T 55 (1,2)2(t — Rez) = (i +1—2B)TH 5 (t,2).  (4.15)

Now using (4.13) and (4.14) we see that

1%

i+1 +6; -2 20;

(410) TZ 12/3; Z;M—[ié—j—ﬁTerZé,(A’z)lA_Z' adoﬁ)+“+ (B) (416)
x|=n— Sai=

v v
Bl Bitditl o Boi+s;
+ Z Z Z Z |a+6;—PB] ‘0(+]5i+]5j7,3| Ta+25i+é(5]‘(A’Z)

la|=n—12p<ai=1j=1 (4.17)
X (Aj—z;) ad'y T (B A — 2|2

FY T LY iy e P (4,2)

la|=n—12p<ai=1j=1 (4.18)
% adi‘o-l-oc-l-Z(Si-i-tsj(B)(Aj o Z]) |A B 2’72,

and by reordering and reindexing the sum in (4.16), (4.17) and (4.18), we
get

(4.16) =

v
DD DY ﬂmTf(A/Z)IA—ZI_Zad’X)*“(B), (4.19)
i=1|a|=n+12B<a
x;>2 B>l

and (4.17) equals

v v
Bi Bi+1 B+6;

~ Z 2; ;MmTa+ZZSj(AIZ)

Ry (4.20)

X (A;—2)ad? (B A — 2|2
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wg+a+0;

and similarly for (4.18) with the factor (A; —z;)ad , ’(B) replaced by
adi‘OMHj (B)(Aj — z;). Note that we may relax the extra conditions on «

and B in the above statements, as a term with ; = 0 contributes nothing.
Instead of continuing in the same fashion with (4.11) and (4.12), we
note using (4.15) that

(4.11)+4.12) =
it1 B+ +a+26; —2
X ) Zmﬁ(s =51 Tt26,(A,2) ady™" "™ (B)|A—z| (4.21)
la|=n2B<ai=1
1-28; 5 -
VDY ZT;(; 2Tl (A2 ad B A2 (422)
|a|=n2B<Lai=1

so we may focus our attention on (4.22):

(4.22):i Y, ) e 25T (A, 2)|A— 2| 2ad T (B)  (4.23)

: |loe—pB|
i=1|a|=n+1 2B<a
a;i>1 2Bi<a;
v
oa— 2’[31 ,B—‘rl ﬁ‘l‘&
+'Z; » zg‘ Z T Bl i Bl ) Tat2s,(A,2)
e (424)

5
X (A] — Z]) adt’;‘o—i-tk-l- /

v
w;—28; PBjtl B+6;
L DB S (4
1= — 1 <a j=
|lxt‘xi£i|— 2,31‘<D(l‘] (425)

(B)|A 2|72

ag+a+9; )
ad "(B)(Aj —zj)|A -z
We note again that the additional conditions on « and f are superfluous.
We may now recollect the terms. First we see using Lemma 3.1:
n
1
| 21 —0"3(A) ad’?™(B) + (4.19) + (4.23) =
al=
n+1 1 ot
Y —0%g(A)ady™"(B), (4.26)

|
=1 %

then
(4.20) + (4.24) =
+1 . p+6; _ +a+4; _
2 me’(s s Tra (A 2) (A — ) ady U (B)[A—2 %, (427)

|ae|=n+1j=
2p<ua



100 Chapter 4. An Expansion of a Commutator With a Function of Operators

and
(4.18) + (4.25) =

o i+1 B+6; ap+a+s; )
Y Y T (A ady ) (A - z)la -2 @29)
la|=n+1j=1
2B<a
so adding up, we have proved that (4.9) equals the sum of (4.26), (4.21),

(4.27) and (4.28) as stated. 0

The following lemma plays the same role for g, as Lemma 3.2 plays
for g, but contrary to Lemma 3.2, the proof is trivial.

Lemma 3.3. Let B € C"(A) for some ny > 1 and let n € Ny and wg be a
multi-index satisfying |ag| +n +1 < ng. Then

n

[ad} (B), ge(A)] = )

laf=1

1
—0"30(A) ad’? " (B) + R3'(A,ad’ (B)),

where R (A,ad")(B)) = 0 for n > 1, R§'(A,ad"(B)) = ad’Y™" (B).
The following lemma also follows by induction.

Lemma 3.4. Let B € C"(A) for some ng > 1. Assume that h; € C®(R"),
1 <i <k, satisfies

ad}f (B), i(A)] = 3. —8"hi(A)ad}y " (B) + Ry (4,ady(B)),

where R (A,ad’{(B)) is bounded for all n € No and multi-indices ag satisfying
lag| + 1+ 1 < ng and 0*h;(A) is bounded for all 1 < |a| < ng — 1. Then

k 1 k
[B,Hhi(A)] - ||Z o (Hh) (A)ad%(B)
1= al=1"" i=
k n 1 j—1 I k
+Y Y o ([Tm) (AR, (Aadi(B) T] hi(A).
j=llal=0 %"  i=1 i=j+1

Letn+4+1<mngy. Ifweputk=v+1,h; =gfori #v, h, =g, and apply
Lemma 3.2, 3.3 and 3.4 we see that

[B,|A —z| (A — 2)] =
Y L 2P~ 2)) (A) ady (B) + Ryn(A, B),

|
la|=1 o

(4.29)
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where
Rﬁn(A B) =
Z » a, (g (ARS_, (A ad}y(B))|A—z| 2" (A—2) (4.30)
=1 a|=
+ Z D(A)ad% P (B)|A — 2|2 (4.31)
\oc| n% !
+y ;a“(g”‘lgw(A)Ri,w(A,adi(B» (4.32)
la|=0 "

In the following, we will refer to the terms of R, ,(A, B) as the remainder
terms. Let0 <t <n+1and 0 < t, < 1. By Hadamard’s three-line
lemma and using (4.10-4.12), (4.30—4.32), Lemma 3.1 and the identity

#([14) -1 Ha“ﬁ,

i=1 Y= tle 1 ali=

we may inspect that each remainder term (with R, , (A, B) replaced by the
remainder term) and hence Ry ,(A, B) satisfies the inequality

[(AY1Ru(A,BY(AY]| < Cla)"*2[imz 2. (4.33)

We will now use the functional calculus of almost analytic extensions.
See e.g. [DS99] for details. In the following, we write 0 = (d1,...,9y)
where E_)]- = %(au]. + iavj) and uj+v; =z;€C,z= (z1,...,2n) € C". The
following proposition is inspired by [Tre80, Chap. X.2] and [Mel00].

Proposition 3.5. Let s € R and {f)} e; C C®(RY) satisfy
Va 3Cy: |0% i (x)] < Calx)* ™I,

There exists a family of almost analytic extensions { fy }rc; C C®(CV) satisfying
(i) supp(fy) € {u+iv | u € supp(fy), [o] < Clu)}.
(i) V£ > 03C,: [0fi(2)] < Co(z)* “HImz|".
Proof. We define a mapping C*(IRY) > f — f € C®(C") in the following
way. Choose a function ¥ € C§°(R) which equals 1 in a neighbourhood of
0 and put Ay = Cp, Ay = max{max|a|:k Cu, A1+ 1} for k > 1. Writing
z =u+iv € R" @ iRY, we now define

floy = o P i) f[x(“'vf)

o

One can now check that the properties hold. ]



102 Chapter 4. An Expansion of a Commutator With a Function of Operators

Remark 3.6. Note that if we for a x € C§°(R";[0,1]) with x(0) = 1 define
a sequence of functions by fi A(x) = x(%)f1(x), then

B, fo(A)] = Jim [B, i (4)]

as a form identity on D({A)°) and we have the dominated pointwise
convergence

0fir(x) — 9fa(x) for k — 0.

Let {f) } 11 satisfy the assumption of Proposition 3.5 with s < 0. Then the
almost analytic extensions provide a functional calculus via the formula

AA) =C Y [ i) (A—2)lA -2z, (43
=17

where C, is a positive constant (again we refer to [DS99] for details). Note
that the integrals are absolutely convergent by Proposition 3.5(ii).

Multiplying (A)"'R; (A, B)(A)” with 8f (z), we get from (4.33) and
Proposition 3.5 (ii) that

[{A)13fx(2) Ry, (A, B)(A)2|| < Clz) etz (4.35)

Hence, if t; +t, +s <n+1, (A>t19fA(z)Rg,n(A, B)(A)"™ is integrable over
C". Using (4.29), (4.34) and (4.35), we see that

[B, fa(A)] = Cy Z/ 3¢fa(2)[B, (Ap — 2)|A — 2| %] dz
=Y [Lai(2) X0 (1~ (2)) (4) d adsy(B)
/=1 la|=1""
el i / 3.fr(2)Ryn(A, B) dz. (4.36)
=17¢"
We denote (4.36) by R, ,(A, B). Note that
):/ 90fa(2) 28 (1t — 2 (1~ 20)) d2
2—3“2/ I fa(2)|t — 2|7 (t — 2¢) dz —%aah(t),
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which implies

n

B (4] = 01 (A) ad} (B) + Ry i(A,B).
al=1""

We have now proved Theorem 2.3 in the case s < 0. For the general
case, we use Remark 3.6 to see that [B, f(A)] = limy_,[B, frA(A)] and
clearly, fi  satisfies the assumption of Proposition 3.5 with the same s, so
the estimate corresponding to (4.35) is now uniform in k and A. The point-
wise convergence and Lebesgue’s theorem on dominated convergence
now finishes the argument.
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