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## Introduction

This Ph.D. thesis consists of the three papers, "The Translation Invariant Massive Nelson Model: II. The Lower Part of the Essential Spectrum," "Asymptotic Completeness in Quantum Field Theory: Translation Invariant Nelson Type Models Restricted to the Vacuum and One-Particle Sectors" and "A Taylor-like Expansion of a Commutator with a Function of Self-adjoint, Pairwise Commuting Operators" as well as an overview, Chapter 1. We will refer to the papers as [MR], [GMR] and [Ras], respectively. The aim of the overview is to explain, mostly without proof, the role of some of the techniques used in these papers. We do not intend to present optimal results, instead we try to make it simple and informative.

We will now give a brief description of the overview. A natural first step in the spectral analysis of an operator is to determine the structure of the spectrum, i.e. where is the discrete spectrum, how is it distributed and where is the essential spectrum? The expected picture for many physically motivated operators including those we consider in [MR] and [GMR] is that they satisfy a so-called $\mathrm{HVZ}^{1}$ theorem, which states that the spectrum below a certain point $\Sigma_{\text {ess }}$ is discrete and can only accumulate at $\Sigma_{\text {ess }}$ and everything above $\Sigma_{\text {ess }}$ belongs to the essential spectrum, $\sigma_{\text {ess }}=\left[\Sigma_{\text {ess }}, \infty\right)$. A common way to prove the first part of this statement is to make a "smooth energy cut-off" below the point $\Sigma_{\text {ess }}$ of the Hamiltonian operator $H$, i.e. look at $f(H)$ for an arbitrary, compactly supported smooth function with support below $\Sigma_{\text {ess }}$. If $H$ is known to be bounded from below, we are done if we can prove that $f(H)$ is a compact operator. This is one of many reasons for introducing the functional calculus of almost analytic extensions known as the Helffer-Sjöstrand formula, which is done in Section 1.

In all three papers, commutators between (possibly) unbounded operators play an important role. One has to pay attention to domain questions when dealing with unbounded operators in general and in particular

[^0]when defining the commutator. Thankfully, the concept of an operator being of class $C^{k}(A)$ for $k \geq 1$ and $A$ some self-adjoint operator, often provide rigorous justification for calculations which would be trivial, were it not for the domain questions. Section 2 is devoted to this subject.

Now with firm ground under our feet, we proceed to see how one can use commutators to answer questions of the following kind: What does the essential spectrum look like, in particular how are the embedded eigenvalues, if they exist, distributed? Can they accumulate, and if so, where? How about their multiplicities? Is there any singular continuous spectrum? The keyword for answering these questions is Mourre theory, and this is the topic of Section 3.

In order to formulate the models we investigate in [MR] and [GMR], we need to introduce the concept of second quantisation. Second quantisation is a method for constructing a quantum field theory based on the Hamiltonian formulation of quantum mechanics; several other approaches exist, but we will not elaborate on that here. The term "second quantisation" comes from the fact that it can be seen as the process of quantising the classical theory of a fixed number of particles, which again is quantised to deal with the theory of an arbitrary number of particles. In the resulting theory, the dynamics is determined by a self-adjoint operator, the Hamiltonian, acting on a Hilbert space with a certain structure, called a Fock space. The basic constructions in Bosonic Fock spaces are treated in Section 4.

The translation invariance of a model implies that its Hamiltonian commutes with the operator of total momentum. This again implies that the Hamiltonian and the operator of total momentum are simultaneously diagonalisable, i.e. there exists a direct integral representation of the Hamiltonian with respect to total momentum. In Section 5, we will briefly discuss the connection between the Hamiltonian and the fibers in the direct integral.

In [GMR] a series of so-called weak propagation estimates is shown. Weak propagation estimates are statements of the form

$$
\int_{0}^{\infty}\left\|B(t) e^{-i t H} \varphi\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|\varphi\|^{2}
$$

where $B(t)$ is some time-dependent observable. The proofs of all of these propagation estimates depend heavily on pseudo-differential calculus, so before going into the details of the role of the different propagation estimates, in Section 6 we will present a useful lemma from pseudodifferential calculus and briefly discuss its relation to [Ras]. As a warm-up for the next section, we will also briefly discuss two lemmas related to the propagation estimates.

For the reader who is not familiar with propagation estimates, the roles played by the four propagation estimates might be a bit blurred by their somewhat technical appearance and equally technical proofs. To make up for this, in Section 7 we will go through the propagation estimates, their mutual relations, their consequences and the connection to the Mourre estimate.

Scattering theory is the study of an interacting system on a scale of time (or distance) which is large compared to the scale of the interaction. Scattering normally involves a comparison of two dynamics for the same system, the given dynamics and a "free" dynamics. This gives rise to the concept of the so-called wave operators. Asymptotic completeness in quantum mechanics is the statement that the state space splits into a direct sum of bound and scattering states. The definition of bound states depend on the concrete model while scattering states are states that in the far distant past and/or future appear to be "asymptotically free." As the interaction we consider in [GMR] is a so-called short-range interaction, one would intuitively expect that for scattering states, the particles - at least for large times - are far apart. This idea is exploited to prove an intermediate result called geometric asymptotic completeness. Section 8 is devoted to the discussion of these subjects.

I would like to thank my family for love and support. In particular I would like to thank my wife Mika, who during my years as a Ph.D. student carried and gave birth to our lovely daughter Sigrid, for always being there for me, even when that meant moving to Paris. I would also like to thank my parents for always believing in my capabilities, even at times when I did not.

During my time at Aarhus University, I have met some friends for life in Tågekammeret, in particular I would like to mention Kristoffer Ahrens Dickow ("Gorgen, du er for vild!") and Henrik Bindesbøll Nørregaard.

I am most grateful to my supervisor, Jacob Schach Møller, who has been the ideal supervisor for me, personally and professionally. I would also like send my warm thanks to Christian Gérard, from whom I learned a lot during my months in Paris. In the process of writing this thesis, I have benefitted from the source files of Rasmus Villemoes' Ph.D. thesis, which I used as a $\mathrm{LA}_{\mathrm{E}} \mathrm{X}$ template, and from the proofreading on parts of the manuscript performed by Matthias Westrich.

Morten Grud Rasmussen<br>Århus, 7 May 2010

## Chapter

## Overview

The purpose of this overview is to expose some of the main tools, ideas and concepts used in the papers [MR], [GMR] and [Ras]. However, before performing this task we will briefly outline the contents of the three papers and discuss how they relate to each other.

In [MR], the two authors study a large class of linearly coupled translation invariant massive models which include both the Nelson model and the Fröhlich polaron model. Many results related to the energymomentum spectrum on this class models valid for all values of the coupling constant have been obtained in previous work by Møller, see e.g. [Møl05] and [Møl06], including an HVZ theorem and non-generacy of ground states. In [MR], we focus our attention to the lower part of the essential spectrum, i.e. the range between the bottom of the essential spectrum and either the two-boson threshold, if there are no exited isolated mass shells, or the one-boson threshold pertaining to the first exited isolated mass shell, if it exists. In this region we prove a Mourre estimate and $C^{2}$ regularity with respect to a suitably chosen conjugate operator, implying that this region contains no singular continuous spectrum. Going further up in the spectrum is a difficult task for several reasons, see the introduction in [MR] for a detailed explanation.

A natural next step would be to prove asymptotic completeness in the considered region. As the model in this region is expected to resemble the model with at most one field particle in many aspects, the authors of [GMR] set out to handle this simplified model. The class of models studied in [GMR] is basically the class of models from [MR] restricted to the vacuum and one-particle sectors, although strictly speaking, in [GMR] they are not assumed to be massive. However, the positive mass assumption for the field particles in [MR] is primarily used to avoid
infrared problems, and in [GMR], due to the finite particle assumption, we have already avoided infrared problems. Another consequence of restricting to the vacuum and one-particle sectors is that the method for proving the Mourre estimate in [MR] now works for the whole of the essential energy-momentum spectrum. The asymptotic completeness statement proved in [GMR] is therefore not restricted to a limited region. We hope to be able to combine the methods used in [GMR] with the Mourre estimate of [MR] to prove the aforementioned partial asymptotic completeness for the full model.

An important part of many of the proofs in both [MR] and [GMR] is to be able to compute commutators and to give estimates on their norms. When computing commutators of functions of the momentum coordinates with functions of the position coordinates, this is usually performed using pseudo-differential calculus. However, for computing commutators of functions of second quantisations of momentum operators with the second quantisation functor applied to functions of the position, one cannot use pseudo-differential calculus directly. In [Møl05], Møller computes such a commutator in some special cases where the function acting on the second quantised momentum operators is of one of three certain types. This leads to a mathematically unnatural assumption on one of the dispersion relations. To avoid this assumption, in [Ras], the author develops "an abstract pseudo-differential calculus," that also works for these more complicated momentum-position related commutators. We stress that it is not an extension of the already existing pseudo-differential calculus, as one e.g. is not able to use this method to say anything about commutators of functions that depend simultaneously on both position and momentum, at least not directly. However, as the results of [Møl05] have been extended to hold for a larger class of models using the method developed in [Ras] - see the section on localisation errors in [MR] - and as it plays a central role in computing a commutator in [MR], this method has proven to be useful.

## 1 The Helffer-Sjöstrand Formula

The functional calculus of almost analytic extensions known as the Helf-fer-Sjöstrand formula is a useful tool in the computation of commutators. In both [MR], [GMR] and [Ras], it is used in several crucial steps. The usefulness comes from the fact that it reduces the task of computing commutators with functions of a self-adjoint operator to computing the commutator with its resolvent, and in the case of several pairwise commuting, self-adjoint operators, it also reduces the task, although to a somewhat
more complicated one than in the case with only one self-adjoint operator. The idea is to replace the function by an integral representation based on the Cauchy integral formula using an "almost analytic extension," see below. We will now present the formula without proof. For details, see the monographs [Dav95] and [DS99].

In the following, we write $\bar{\partial}=\left(\bar{\partial}_{1}, \ldots, \bar{\partial}_{v}\right)$ where $\bar{\partial}_{j}=\frac{1}{2}\left(\partial_{u_{j}}+i \partial_{v_{j}}\right)$ and $u_{j}$ and $v_{j}$ are the real and imaginary parts of $z_{j} \in \mathbb{C}$, respectively, and $z=\left(z_{1}, \ldots, z_{v}\right) \in \mathbb{C}^{v}$. Let $f \in C^{\infty}\left(\mathbb{R}^{v}\right)$ and assume that there exists an $s \in \mathbb{R}$ with the property that for any multi-index $\alpha$ there exists a constant $C_{\alpha}>0$ such that $\left|\partial^{\alpha} f(x)\right| \leq C_{\alpha}\langle x\rangle^{s-|\alpha|}$. Then there exists an almost analytic extension $\tilde{f} \in C^{\infty}\left(\mathbb{C}^{v}\right)$ of $f$ satisfying:
(i) $\operatorname{supp}(\tilde{f}) \subset\{u+i v|u \operatorname{supp}(f),|v| \leq C\langle u\rangle\}$.
(ii) For any $\ell \geq 0$ there is a $C_{\ell}>0$ such that $|\bar{\partial} \tilde{f}(z)| \leq C_{\ell}\langle z\rangle^{s-\ell-1}|\operatorname{Im} z|^{\ell}$.

Let $A=\left(A_{1}, \ldots, A_{v}\right)$ be a vector of pairwise commuting, self-adjoint operators. If $s<0$, we now get the representation

$$
f(A)=2\left|S^{2 v-1}\right|^{-1} \sum_{j=1}^{v} \int_{\mathbb{C}^{v}} \bar{\partial}_{j} \tilde{f}(z)\left(A_{j}-\bar{z}_{j}\right)|A-z|^{-2 v} \mathrm{~d} z,
$$

where $\left|S^{2 \nu-1}\right|$ is the area of the unit sphere in $\mathbb{R}^{2 v}$. For $v=1$, this reduces to

$$
f(A)=\frac{1}{\pi} \int_{\mathbb{C}} \bar{\partial} \tilde{f}(z)(A-z)^{-1} \mathrm{~d} z
$$

A commutator of the form $[B, f(A)]$ can thus be written as

$$
[B, f(A)]=\frac{1}{\pi} \int_{\mathbb{C}} \bar{\partial} \tilde{f}(z)\left[B,(A-z)^{-1}\right] \mathrm{d} z
$$

or, using $\left[B,(A-z)^{-1}\right]=-(A-z)^{-1}[B, A](A-z)^{-1}$,

$$
[B, f(A)]=-\frac{1}{\pi} \int_{C} \bar{\partial} \tilde{f}(z)(A-z)^{-1}[B, A](A-z)^{-1} \mathrm{~d} z
$$

## 2 The $C^{k}$ Regularity Classes

We begin by reviewing what a commutator is. For this purpose, let $T$ and $A$ be (possibly unbounded) operators with domains $\mathcal{D}(T)$ and $\mathcal{D}(A)$ respectively, acting on a complex Hilbert space $\mathcal{H}$ with inner product $\langle\cdot, \cdot\rangle$ conjugate linear in the first variable. A priori, one might think that the commutator $[T, i A]$ of $T$ and $A$ - where the $i$ is to insure that for
self-adjoint $T$ and $A$, the commutator is symmetric - should be defined as $[T, i A]=i(T A-A T)$ on some appropriate domain. However, as always the case when dealing with unbounded operators, one should be careful regarding domain issues; for an arbitrary pair of operators $T, A$, we have no reason to expect that $T$ maps anything from its domain $\mathcal{D}(T)$ except the zero vector into the domain of $A, \mathcal{D}(A)$. To solve this issue, we instead view $[T, i A]$ as a form on $\mathcal{D}\left(T^{*}\right) \cap \mathcal{D}\left(A^{*}\right) \times \mathcal{D}(T) \cap \mathcal{D}(A)$ given by

$$
\langle\psi,[T, i A] \varphi\rangle=i\left(\left\langle T^{*} \psi, A \varphi\right\rangle-\left\langle A^{*} \psi, T \varphi\right\rangle\right) .
$$

To simplify matters, in the following we will assume that $T$ is either bounded or self-adjoint, and that $A$ is self-adjoint. For a treatment of more general operators, see [GGM04]. When $T$ is a bounded operator, we will denote it by $B$, and when it is self-adjoint, we will denote it by $H$. This ensures that $[T, i A]$ is a form on $\mathcal{D}(T) \cap \mathcal{D}(A)(=\mathcal{D}(A)$ if $T=B)$.

Even though we now have a good definition of a commutator, one should still be careful with formal manipulations. For an example of how bad things can go, even with $\mathcal{D}(H) \cap \mathcal{D}(A)$ being a dense set in $\mathcal{D}(H)$, we refer the reader to [GG99]. To avoid such trouble, we introduce the concept of $T$ being of class $C^{k}(A)$ for some $k \geq 1$. As mentioned in the introduction, the condition that $T$ is of class $C^{k}(A)$ often provides rigorous justification for calculations that would be trivial without the domain issues. We will only consider $k \in \mathbb{N}$, for the definition of $C^{\sigma}(A)$ for $\sigma \in \mathbb{R}_{+} \backslash \mathbb{N}$, we refer to the paper [Sah97] or the monographs [ABG96] and [GŁ02].

Definition 2.1 (The $C^{k}(A)$ property of bounded operators). Let $B$ be a bounded operator and $k \in \mathbb{N}$. We say that $B \in C^{k}(A)$ if, for all $\varphi \in \mathcal{H}$, the map $\mathbb{R} \ni s \mapsto e^{-i s A} B e^{i s A} \varphi \in \mathcal{H}$ is $k$ times continuously differentiable. If $B \in C^{k}(A), B$ is said to be of class $C^{k}(A)$.

For the case $k=1$, the following alternative characterisations are often useful.

Proposition 2.2. Let $B \in \mathcal{B}(\mathcal{H})$. The following are equivalent.
(i) $B \in C^{1}(A)$.
(ii) It holds that $\lim \sup \frac{1}{s}\left\|e^{-i s A} B e^{i s A}-B\right\|<\infty$.

$$
s \rightarrow 0^{+}
$$

(iii) There is a constant $C$ such that for all $\psi, \varphi \in \mathcal{D}(A)$,

$$
|\langle A \psi, B \varphi\rangle-\langle\psi, B A \varphi\rangle| \leq C\|\varphi\|\|\psi\| .
$$

(iv) B maps $\mathcal{D}(A)$ into itself and $A B-B A: \mathcal{D}(A) \rightarrow \mathcal{H}$ extends to a bounded operator on $\mathcal{H}$.
(v) There exists a core $\mathcal{C}$ for $A$ such that $B \mathcal{C} \subset \mathcal{D}(A)$ and $A B-B A$ extends from $\mathcal{C}$ to a bounded operator on $\mathcal{H}$.

These equivalences are well-known, see e.g. [ABG96], [GGM04] and [FGS08]. For $B \in C^{1}(A)$ the commutator [ $B, i A$ ], which a priori only is defined as a form on $\mathcal{D}(A)$, extends uniquely to a bounded operator on $\mathcal{H}$ by (iv) (or (v)). We denote this extension by $[B, i A]^{\circ}$. If $B \in C^{k}(A)$, we will also write ad ${ }_{i A}^{k}(B)$ for the iterated commutator defined recursively by $\operatorname{ad}_{i A}^{k}(B)=\left[\operatorname{ad}_{i A}^{k-1}(B), i A\right]^{0}$. (Note that ad ${ }_{i A}^{j}(B) \in C^{k-j}(A)$ for $j<k$ if and only if $\left.B \in C^{k}(A)\right)$.

Proposition 2.3. Let $A$ be a self-adjoint operator. Then:
(i) The linear map $\mathcal{A}: C^{1}(A) \rightarrow \mathcal{B}(\mathcal{H})$ defined by $B \mapsto[B, i A]^{\circ}$ is closed for the weak operator topology.
(ii) The space $C^{1}(A)$ is a sub-algebra of $\mathcal{B}(\mathcal{H})$ and $\mathcal{A}$ is a derivation on it.
(iii) If $B \in C^{1}(A)$ and $z \in \rho(B)$, then $R(z)=(B-z)^{-1} \in C^{1}(A)$ and $[R(z), i A]=-R(z)[B, i A] R(z)$.

We now extend the property of being of class $C^{k}(A)$ to self-adjoint operators. We note that it is possible to extend this property even further to include merely closed and densely defined operators, see [GGM04] for the case $k=1$.

Definition 2.4 (The $C^{k}(A)$ property of self-adjoint operators). Let $H$ be a self-adjoint operator on $\mathcal{H}$ and $k \in \mathbb{N}$. We say that $H$ is of class $C^{k}(A)$ if $\left(H-z_{0}\right)^{-1} \in C^{k}(A)$ for some $z_{0} \in \rho(H)$.

Note that we do not extend the set $C^{k}(A)$ but only the property of being of class $C^{k}(A)$. This ensures that Proposition 2.3 is still valid. However, while (i) and (ii) clearly fail to extend to unbounded, self-adjoint operators, (iii) remains true. Note also that (iii) ensures that for bounded, self-adjoint operators, the two definitions coincide.

Let $H$ be a self-adjoint operator of class $C^{1}(A)$. From Definition 2.4 and the form identity $\left[\left(H-z_{0}\right)^{-1}, A\right]=-\left(H-z_{0}\right)^{-1}[H, A]\left(H-z_{0}\right)^{-1}$ which holds on $\mathcal{D}(A)$, it follows that $[H, A]$ extends to an operator $[H, A]^{\circ}$ in $\mathcal{B}\left(\mathcal{D}(H), \mathcal{D}(H)^{*}\right)$. By sandwiching $[H, A]^{\circ}$ with $R(z):=(H-z)^{-1}$, we see that $R(z) \in C^{1}(A)$ for any $z \in \rho(H)$. Hence the $C^{1}(A)$ property is independent of the choice of $z_{0}$. In fact, this is also true for the $C^{k}(A)$ property for $k>1$. We will now outline a proof of this fact.

Proposition 2.5. Let $A$ and $H$ be self-adjoint operators with $H$ of class $C^{k}(A)$ and $z_{0} \in \rho(H)$ be such that $\left(H-z_{0}\right)^{-1} \in C^{k}(A)$. Let $z \in \rho(H)$ and write $R_{0}=\left(H-z_{0}\right)^{-1}, R=(H-z)^{-1}$ and $\alpha=z-z_{0}$. Then $R \in C^{k}(A)$ and for $\ell \leq k$,

$$
\operatorname{ad}_{i A}^{\ell}(R)=\sum_{n=1}^{\ell} \sum_{\sum_{j=1}^{n} a_{j}=\ell} \frac{\ell!}{a_{1}!\cdots a_{n}!} \alpha^{n-1}(1+\alpha R) \prod_{j=1}^{n} \operatorname{ad}_{i A}^{a_{j}}\left(R_{0}\right)(1+\alpha R)
$$

In particular, the $C^{k}(A)$ property is independent of the choice of $z \in \rho(H)$.
We note that the quotient in front of the terms of the sum is in fact a multinomial coefficient and that the sum may actually be seen as the sum of all decompositions of $k$, counted with multiplicity. The number $n$ is then interpreted as the number of terms in the decomposition.

Proof. Assume that $R \in C^{m-1}(A)$ and the formula holds for $\ell=m-1$. The form identity

$$
\left[\operatorname{ad}_{i A}^{m-1}(R), i A\right]=\sum_{n=1}^{m} \sum_{\sum_{j=1}^{n} a_{j}=m} \frac{m!}{a_{1}!\cdots a_{n}!} \alpha^{n-1}(1+\alpha R) \prod_{j=1}^{n} \operatorname{ad}_{i A}^{a_{j}}\left(R_{0}\right)(1+\alpha R)
$$

now holds by induction, and hence $\left[\operatorname{ad}_{i A}^{m-1}(R), i A\right]$ extends to a bounded operator $\operatorname{ad}_{i A}^{m}(R)$ satisfying the identity in the proposition.

We finish this section by stating a few results that would be trivial without the domain issues. For a proof of those not treated in the text, we refer the reader to [ABG96] and [GŁ02].

Proposition 2.6. Let $H, A$ be self-adjoint operators such that $H$ is of class $C^{1}(A)$. Then:
(i) The form $[H, i A]$ on $\mathcal{D}(H) \cap \mathcal{D}(A)$ extends to a bounded form $[H, i A]^{\circ}$ on $\mathcal{D}(H)$.
(ii) The virial relation holds: $\mathbb{1}_{\{\lambda\}}(H)[H, i A]^{\circ} \mathbb{1}_{\{\lambda\}}(H)=0$.
(iii) For $z \in \rho(H),\left[(H-z)^{-1}, i A\right]=(H-z)^{-1}[H, i A]^{\circ}(H-z)^{-1}$.
(iv) For $f \in C_{0}^{\infty}(\mathbb{R}),[f(H), i A]$ is bounded.
(v) For $z \in \rho(H),(H-z)^{-1}$ preserves $\mathcal{D}(A)$.

## 3 Mourre Theory

At the end of the previous section, the virial relation was stated (Proposition 2.6 (ii)). This relation is a very important part of Mourre's positive commutator method. Combined with a positive commutator estimate, one can use the virial relation to obtain local finiteness of the point spectrum. To illustrate the idea, assume that $H$ and $A$ are self-adjoint operators with $H$ of class $C^{1}(A)$, and that there exists a bounded operator $C$ with $\operatorname{ker}(C)=\{0\}$ satisfying

$$
\begin{equation*}
\left\langle\psi,[H, i A]^{\circ} \psi\right\rangle \geq\|C \psi\|^{2} \tag{1.1}
\end{equation*}
$$

As the virial theorem holds, the left-hand side is zero for eigenvectors. This contradicts the estimate, implying that the pure point spectrum $\sigma_{\mathrm{pp}}(H)$ of $H$ is empty. In fact, if $H$ and $A$ are bounded, $H$ has purely absolutely continuous spectrum. This result is known as Kato-Putman's theorem, see e.g. [RS78, Theorem XIII.28] and references therein. However, as almost always the case, the situation is a bit more delicate when dealing with unbounded operators.

In models of quantum mechanics the operator $H$ generating the dynamics - the Hamiltonian - is usually an unbounded operator, and for physical interpretation purposes one would like the spectrum of the Hamiltonian to consist of eigenvalues (bound states) and absolutely continuous spectrum (scattering states) only. For this reason, we will now go through the basics of Mourre theory, which gives conditions under which one can verify that an unbounded operator has no singular continuous spectrum.

The development of the abstract Mourre commutator method was initiated by the fundamental paper by Mourre [Mou81] and later extended and refined by many authors, see among others [PSS81], [Mou83], [JMP84], [BG92], [ABG96] and [Sah97] for developments of "regular" Mourre theory, i.e. where the commutator is comparable to the Hamiltonian and [Ski98], [MS04] and [GGM04] for developments of the "singular" Mourre theory.

The inequality in (1.1) is an example of a global commutator estimate. The essence of Mourre theory is the Mourre estimate, which is a local commutator estimate. The precise definition of a Mourre estimate is given by the following:

Definition 3.1 (Mourre estimate). Let $H \in C^{1}(A)$ for some self-adjoint operator $A$ and $I$ a bounded, open interval on $\mathbb{R}$. We say that the Mourre estimate holds true for $H$ on $I$ if there exists a $c>0$ and a compact
operator $K$ such that

$$
\begin{equation*}
E_{I}(H)[H, i A]^{\circ} E_{I}(H) \geq c E_{I}(H)+K \tag{1.2}
\end{equation*}
$$

The operator $A$ is called a conjugate operator. We say that the Mourre estimate is strict, if we can choose $K=0$.

Note that if we assume (1.2) and that $\lambda \in I$ is not an eigenvalue of $H$, then we can choose an $I^{\prime} \ni \lambda$ and a $c^{\prime}$ such that a strict Mourre estimate holds with $I$ and $c$ replaced by $I^{\prime}$ and $c^{\prime}$, respectively.

To illustrate what role the compact operator plays and how the locality of the estimate comes into play, we state two simple consequences of the Mourre estimate.

Proposition 3.2. Let $H$ and $A$ be self-adjoint operators with $H$ of $\operatorname{class}^{1}(A)$ and $\lambda \in \mathbb{R}$. If there exists a neighbourhood I of $\lambda$ such that a Mourre estimate holds true for H on I, then the eigenvalues of $H$, counted with multiplicity, cannot accumulate at $\lambda$. In particular, $\lambda$ is not an eigenvalue of $H$ of infinite multiplicity. If moreover, the Mourre estimate is strict, then there are no eigenvalues of $H$ in I.

So far, we have only made use of the $C^{k}$ property for $k=1$, and we have not yet discussed the nature of the essential spectrum. As we shall see, this is no coincidence. The connection goes via the limiting absorption principle, which we will now give a precise definition of (we use the somewhat standard notation $\langle x\rangle=\sqrt{x^{2}+1}$ ).

Definition 3.3 (Limiting absorption principle). Let $H$ and $A$ be self-adjoint operators, $J$ a bounded interval on $\mathbb{R}$ and $s \geq 0$ a non-negative number. We say that the limiting absorption principle holds for $H$ with respect to $(A, J, s)$ if

$$
\sup _{z \in J^{ \pm}}\left\|\langle A\rangle^{-s}(H-z)^{-1}\langle A\rangle^{-s}\right\|<\infty
$$

where $J^{ \pm}=\{z \in \mathbb{C} \mid \operatorname{Re}(z) \in J, \pm \operatorname{Im}(z)>0\}$.
Note that the limiting absorption principle implies absolute continuity of the part of essential spectrum of the operator lying in $J$, see [RS78]. Clearly, if the limiting absorption principle holds for an $s_{0}$, then it holds for all $s>s_{0}$.

To prove absence of singular continuous spectrum, it suffices to find conditions under which the limiting absorption principle holds. It turns out that it is sufficient to prove a $C^{2}$ property and a Mourre estimate for the operator. More precisely we have:

Theorem 3.4. Let $H$ be of class $C^{2}(A)$, I an open interval on $\mathbb{R}$ and $s>\frac{1}{2}$. Assume that the strict Mourre estimate holds true for H on I. Then the limiting absorption principle with respect to $(A, J, s)$ holds true for $H$, where $J$ is any compact subinterval of $I$.

For a proof, wee refer to [ABG96].

## 4 General Constructions in Bosonic Fock Spaces

As mentioned in the introduction, second quantisation may be seen as the process of converting quantum theory with a fixed number of particles into a quantum theory with a variable number of particles. To satisfy relativistic invariance, one is forced to take creation-annihilation processes into account in the formulation of a quantum field theory. However, for matter particles, the energy involved in creation-annihilation processes are so high that one often simplifies to a fixed matter particle number.

We will now introduce some mathematical objects and notation related to bosonic second quantisation. At the moment there seems to be no generally accepted notation for many of the objects, but we will for the most part follow the notation used in the paper by Dereziński and Gérard [DG99].

Let $\mathfrak{h}$ be a complex Hilbert space, which we call the one-particle space. It describes the quantum states for a single particle. Denote by $\mathfrak{h}^{\otimes n}$ the $n$-fold tensor product

$$
\mathfrak{h}^{\otimes n}=\underbrace{\mathfrak{h} \otimes \cdots \otimes \mathfrak{h}}_{n \text { times }}
$$

with the usual convention that $\mathfrak{h}^{\otimes 0}=\mathbb{C}$. We define the Fock space over $\mathfrak{h}$ to be the direct sum

$$
\Gamma(\mathfrak{h})=\bigoplus_{n=0}^{\infty} \mathfrak{h}^{\otimes n} .
$$

The vector $\Omega=(1,0,0, \ldots) \in \Gamma(\mathfrak{h})$ is called the vacuum vector.
It is not $\Gamma(\mathfrak{h})$ itself but two subspaces of $\Gamma(\mathfrak{h})$ that are used most frequently in quantum field theory, the bosonic and the fermionic subspaces. As indicated by the title of the section, we will focus on the bosonic Fock space. For any $n$, take the set of basis elements in $\mathfrak{h}^{\otimes n}$ invariant under permutations of the tensors, i.e.

$$
\mathfrak{h}^{\otimes n} \ni \psi_{1} \otimes \cdots \otimes \psi_{n}=\psi_{\sigma(1)} \otimes \cdots \otimes \psi_{\sigma(n)}
$$

for all permutations $\sigma \in S(n)$, and denote by $\mathfrak{h}^{\otimes_{s} n}$ the closed linear span of this set. It is clear that

$$
\Gamma_{s}(\mathfrak{h})=\bigoplus_{n=0}^{\infty} \mathfrak{h}^{\otimes_{s} n} \subset \Gamma(\mathfrak{h})
$$

constitutes a closed subspace, which we call the symmetric Fock space or the bosonic Fock space over $\mathfrak{h}$. Let us mention that the fermionic Fock space $\Gamma_{a}(\mathfrak{h})$ ( $a$ for antisymmetric) is defined in a similar manner, with basis elements that changes sign according the the sign of the permutation. For later use, let $S$ denote the projection from $\Gamma(\mathfrak{h})$ to $\Gamma_{s}(\mathfrak{h})$ and $S_{n}$ the projection from $\mathfrak{h}^{\otimes n}$ to $\mathfrak{h}^{\otimes_{s} n}$. We call $\mathfrak{h}^{\otimes_{s} n}$ the $n$-particle sector of $\Gamma_{s}(\mathfrak{h})$.

As we exclusively work with bosonic Fock spaces, we will from now on drop the index $s$ from the notation. An important subspace of $\Gamma(\mathfrak{h})$ is the set $\Gamma_{\text {fin }}(\mathfrak{h})$ of finite particle vectors, by which we mean a vector $\psi=\left(\psi^{(n)}\right)_{n=0}^{\infty} \in \Gamma(\mathfrak{h})$ with $\psi^{(n)}=0$ for all but finitely many $n$. For any vector subspace $\mathfrak{k} \subset \mathfrak{h}$, we likewise define $\Gamma_{\text {fin }}(\mathfrak{k}) \subset \Gamma_{\text {fin }}(\mathfrak{h})$ as the set of vectors $\psi=\left(\psi^{(n)}\right)_{n=0}^{\infty}$ with $\psi^{(n)} \in \mathfrak{k}^{\otimes_{s} n}$ for all $n$ in addition to the requirement that $\psi^{(n)}=0$ for all but finitely many $n$.

Let $A$ be an operator on $\mathfrak{h}$, essentially self-adjoint on some domain $D$. We define the second quantisation $\mathrm{d} \Gamma(A)$ of $A$ by the closure of the operator given by linearity and

$$
\mathrm{d} \Gamma(A)_{\mid D^{\otimes_{s} n}}=\sum_{j=1}^{n} \mathbb{1}^{\otimes(j-1)} \otimes A \otimes \mathbb{1}^{\otimes(n-j)}
$$

for each $n$. The operator $\mathrm{d} \Gamma(A)$ is essentially self-adjoint on $\Gamma_{\text {fin }}(D)$. An important example is the number operator $N=\mathrm{d} \Gamma(\mathbb{1})$.

We now proceed to define the creation and annihilation operators. For $h \in \mathfrak{h}$ let $b^{+}(h)$ be the operator that takes each $n$-particle sector into the $n+1$-particle sector by the action

$$
b^{+}(h)_{\mid \mathfrak{h}^{\otimes s n}} \psi^{(n)}=S_{n+1} h \otimes \psi^{(n)} \in \mathfrak{h}^{\otimes_{s}(n+1)}, \quad \psi^{(n)} \in \mathfrak{h}^{\otimes_{s} n} .
$$

Its adjoint, which we denote by $b^{-}(h)$, is given by

$$
b^{-}(h)_{\mid \mathfrak{h}^{\otimes s}(n+1)} \psi^{(n+1)}=\left\langle h, \psi_{1}^{(n)}\right\rangle \psi_{2}^{(n)} \otimes \cdots \otimes \psi_{n+1}^{(n)} \in \mathfrak{h}^{\otimes_{s}(n)}
$$

where $\psi^{(n)} \in \mathfrak{h}^{\otimes_{s}(n+1)}$. It is easy to see that $b^{+}(h)$ and $b^{-}(h)$ are bounded operators of norm $\|h\|$. The annihilation operator $a(h)$, initially defined on $\Gamma_{\text {fin }}(\mathfrak{h})$, is then given by

$$
a(h)=\sqrt{N+1} b^{-}(h)
$$

and its adjoint $a^{*}(h)$ is called the creation operator and is given by

$$
a^{*}(h)=\sqrt{N} b^{+}(h)
$$

Both the creation and the annihilation operators are closable, and we denote their closures by the same symbol. They satisfy the cannonical commutation relations,

$$
\begin{aligned}
{\left[a\left(h_{1}\right), a^{*}\left(h_{2}\right)\right] } & =\left\langle h_{1}, h_{2}\right\rangle \mathbb{1} \\
{\left[a^{*}\left(h_{1}\right), a^{*}\left(h_{2}\right)\right] } & =\left[a\left(h_{1}\right), a\left(h_{2}\right)\right]=0,
\end{aligned}
$$

and it follows from the boundedness of $\left[a\left(h_{1}\right), a^{*}\left(h_{2}\right)\right]$ that they have the same domain.

It is clear from their construction that they are bounded relative to the square root of the number operator;

$$
\begin{aligned}
& \left\|a^{\#}(h)(N+1)^{-\frac{1}{2}}\right\| \leq\|h\|, \\
& \left\|(N+1)^{-\frac{1}{2}} a^{\#}(h)\right\| \leq\|h\|,
\end{aligned}
$$

where $a^{\#}(h)$ denotes either $a(h)$ or $a^{*}(h)$. On their common domain, we define the (Segal) field operator by

$$
\Phi(h)=\frac{1}{\sqrt{2}}\left(a^{*}(h)+a(h)\right),
$$

which is self-adjoint by Nelson's commutator theorem.
Let $B$ be a bounded operator of norm less than or equal to 1 on $\mathfrak{h}$. We will now turn the symbol $\Gamma$ into a functor, the second quantisation functor, from the category of Hilbert spaces with bounded operators of norm less than 1 to the category of (bosonic) Fock spaces with bounded operators of norm less than or equal to 1 by defining

$$
\Gamma(B)_{\mid \mathfrak{h}^{\otimes, n}}=B^{\otimes n} .
$$

Its relation to the second quantisation of a self-adjoint operator is given by the identity

$$
\Gamma\left(e^{i t A}\right)=e^{i t \mathrm{~d} \Gamma(A)} .
$$

As mentioned earlier, we will at some point need to calculate commutators of (a function of) a second quantised operator with the functor $\Gamma$ of a contraction. For that purpose, the following definition is useful. Let $B$ be a bounded operator on $\mathfrak{h}$ of norm less than or equal to 1 and $B$ a self-adjoint
operator on $\mathfrak{h}$ with domain of essential self-adjointness $D$. We define

$$
\mathrm{d} \Gamma(B, A)_{\mid D^{\otimes_{s} n}}=\sum_{j=1}^{n} B^{\otimes(j-1)} \otimes A \otimes B^{\otimes(n-j)},
$$

which clearly reduces to $\mathrm{d} \Gamma(A)$ for $B=\mathbb{1}$. The first commutator can then be computed as

$$
[\mathrm{d} \Gamma(A), \Gamma(B)]=\mathrm{d} \Gamma(B,[A, B])
$$

For further constructions in bosonic Fock spaces, we refer the reader to [DG99].

We will now present some concrete examples of some of the objects introduced above. Let $\mathfrak{h}=L^{2}\left(\mathbb{R}^{v}\right)$. Then $\mathfrak{h}^{\otimes_{s} n}$ is the Hilbert subspace $L_{v-\text { sym }}^{2}\left(\mathbb{R}^{n v}\right)$ of $L^{2}\left(\mathbb{R}^{n v}\right)$ of all functions invariant under permutations of their $v$-variables, i.e.

$$
L^{2}\left(\mathbb{R}^{n v}\right) \ni f\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right), \quad x_{i} \in \mathbb{R}^{v}
$$

for any permutation $\sigma \in S(n)$. The Fock space $\Gamma(\mathfrak{h})$ is the set of sequences $\left(\psi_{0}, \psi_{1}\left(x_{1}\right), \psi_{2}\left(x_{1}, x_{2}\right), \psi_{3}\left(x_{1}, x_{2}, x_{3}\right), \ldots\right)$ of functions $\psi_{n}$, where for each $n, \psi_{n} \in L_{v-\text { sym }}^{2}\left(\mathbb{R}^{n v}\right)$. For $\mathfrak{k}=C_{0}^{\infty}\left(\mathbb{R}^{v}\right), \Gamma_{\text {fin }}(\mathfrak{k})$ is a dense subset of $\Gamma(\mathfrak{h})$.

If $A$ is the self-adjoint operator of multiplication by the real function $\omega$, then

$$
(\mathrm{d} \Gamma(A) \psi)^{(n)}\left(x_{1}, \ldots, x_{n}\right)=\left(\sum_{i=1}^{n} \omega\left(x_{i}\right)\right) \psi^{(n)}\left(x_{1}, \ldots, x_{n}\right)
$$

The creation and annihilation operators are given by

$$
\begin{aligned}
\left(a^{*}(h) \psi\right)^{(n)}\left(x_{1}, \ldots, x_{n}\right) & =\frac{1}{\sqrt{n}} \sum_{i=1}^{n} f\left(x_{i}\right) \psi^{(n-1)}\left(x_{1}, \ldots, \hat{x}_{i}, \ldots, x_{n}\right) \\
(a(h) \psi)^{(n)}\left(x_{1}, \ldots, x_{n}\right) & =\sqrt{n+1} \int_{\mathbb{R}^{v}} \bar{h}(x) \psi^{(n+1)}\left(x, x_{1}, \ldots, x_{n}\right) d x
\end{aligned}
$$

where $\hat{x}_{i}$ denotes that $x_{i}$ is omitted. Finally, for $B$ the operator of multiplication by $j \in C^{\infty}\left(\mathbb{R}^{\nu} ;[0,1]\right)$, we have

$$
(\Gamma(B) \psi)^{(n)}\left(x_{1}, \ldots, x_{n}\right)=\left(\prod_{i=1}^{n} j\left(x_{i}\right)\right) \psi^{(n)}\left(x_{1}, \ldots, x_{n}\right) .
$$

## 5 Direct Integral Representations

Direct integrals are a generalisation of the concept of direct sums. We will now give a definition of a direct integral of Hilbert spaces. For a thorough treatment of the subject, we refer the reader to e.g. [Nai59].

Definition 5.1 (Direct integrals of Hilbert spaces). Let $X$ denote a Borel space equipped with a countably additive measure $\mu$. A measurable family of Hilbert spaces on $(X, \mu)$ is a family $\left\{H_{x}\right\}_{x \in X}$ which satisfies the following: There is a countable partition $\left\{X_{i}\right\}_{i \in \mathbb{N} \cup\{\infty\}}$ of measurable subsets of $X$ such that

$$
\begin{aligned}
& H_{x}=\mathbb{C}^{n} \quad \text { for } x \in X_{n}, n \in \mathbb{N}, \\
& H_{x}=\mathcal{H} \quad \text { for } x \in X_{\infty},
\end{aligned}
$$

where $\mathcal{H}$ is some infinite dimensional, separable Hilbert space.
A measurable cross-section of $\left\{H_{x}\right\}_{x \in X}$ is a family $\left\{v_{x}\right\}_{x \in X}$ such that $v_{x} \in H_{x}$ for all $x \in X$ which satisfies that the restriction of $\left\{v_{x}\right\}_{x \in X}$ to each partition element $X_{n}$ is measurable. As usual, we identify measurable cross-sections that are equal almost everywhere.

Given a measurable family of Hilbert spaces, we define the Hilbert space direct integral

$$
\int_{X}^{\oplus} H_{x} \mathrm{~d} \mu(x)
$$

as the set of measurable square integrable cross-sections of $\left\{H_{x}\right\}_{x \in X}$. This is a Hilbert space equipped with the inner product

$$
\langle u, v\rangle=\int_{X}\langle u(x), v(x)\rangle_{H_{x}} \mathrm{~d} \mu(x) .
$$

For counting measures, the definition reduces to a direct sum. We will now give a very simple example of a Hilbert space direct integral which is not a direct sum. Let $X=[0,1]$ be equipped with the Lebesgue measure. For any $x \in X$, let $H_{x}=\mathbb{C}$. Then $\left\{H_{x}\right\}_{x \in X}$ is clearly a measurable family of Hilbert spaces. The set of measurable cross-sections equals the set of measurable, complex valued functions on $[0,1]$, and

$$
\int_{X}^{\oplus} H_{x} \mathrm{~d} x=L^{2}([0,1]),
$$

equipped with the usual inner product. One could now proceed to construct $L^{2}\left([0,1]^{2}\right)$ by replacing $\mathbb{C}$ with $L^{2}([0,1])$ in the above example.

In the papers [MR] and [GMR], $X$ is $\mathbb{R}^{v}$ and the measurable family $\left\{H_{x}\right\}_{x \in \mathbb{R}^{\nu}}$ is just the constant family $H_{x}=\mathcal{H}$ for all $x \in \mathbb{R}^{\nu}$.

An operator $A$ acting on $\int_{X}^{\oplus} H_{x} \mathrm{~d} \mu(x)$ which can be represented as $\int_{X}^{\oplus} A_{x} \mathrm{~d} \mu(x)$ for some strongly measurable family of operators $\left\{A_{x}\right\}_{x \in X}$ is called decomposable. By a strongly measurable family $\left\{A_{x}\right\}_{x \in X}$ we mean a family of operators whose restriction to each $X_{n}$ is strongly measurable.

The importance of direct integrals comes from the fact that if two selfadjoint operators commute, then they are simultaneously diagonalisable. Examples of such operators appear e.g. in the analysis of 3-body magnetic Hamiltonians, see [GŁ02], and of course in translation invariant models, where the Hamiltonian commutes with the operator of total momentum. This means that the Hamiltonian is diagonalisable to an operator that decomposes on the Hilbert space direct integral $\int_{\mathbb{R}^{\nu}}^{\oplus} \mathcal{H}_{\xi} \mathrm{d} \xi$, where $\xi$ denotes the total momentum. The unitary operator that diagonalises the Hamiltonian in our setup was first identified in [LLP53].

## 6 Tools for Proving Propagation Estimates

Pseudo-differential calculus is in short the calculus of operators that are functions of the position and differential operators. The functions belong to certain symbol classes, which we will not go deeper into here. As the momentum operator is a differential operator, one may use pseudo-differential calculus to compute the commutator of functions of position and momentum, which often is needed in the proof of propagation estimates. In particular, we have the following lemma, see [FGS02].

Lemma 6.1. Let $f \in \mathcal{S}\left(\mathbb{R}^{v}\right)$ be a Schwartz function and let $g \in C^{n}\left(\mathbb{R}^{v}\right)$ satisfy $\sup _{|\alpha|=n}\left\|\partial^{\alpha} g\right\|_{\infty}<\infty$. Let $p=-i \nabla$. Then

$$
\begin{aligned}
{[g(p), i f(x)] } & =i \sum_{|\alpha|=1}^{n-1} \frac{(-i)^{|\alpha|}}{\alpha!}\left(\partial^{\alpha} f\right)(x)\left(\partial^{\alpha} g\right)(p)+R_{1, n} \\
& =-i \sum_{|\alpha|=1}^{n-1} \frac{i^{|\alpha|}}{\alpha!}\left(\partial^{\alpha} g\right)(p)\left(\partial^{\alpha} f\right)(x)+R_{2, n}
\end{aligned}
$$

where

$$
\left\|R_{j, n}\right\| \leq C_{n} \sup _{|\alpha|=n}\left\|\partial^{\alpha} g\right\|_{\infty} \int|k|^{n}|\hat{f}(k)| \mathrm{d} k
$$

In particular, if $n=2$ then

$$
\begin{aligned}
{[g(p), i f(\varepsilon x)] } & =\varepsilon \nabla g(p) \cdot \nabla f(\varepsilon x)+O\left(\varepsilon^{2}\right) \\
& =\varepsilon \nabla f(\varepsilon x) \cdot \nabla g(p)+O\left(\varepsilon^{2}\right)
\end{aligned}
$$

in the limit $\varepsilon \rightarrow 0$.

It is the last statement one commonly needs in the computation of commutators of functions of position and momentum, respectively. The method of proof is usually based on the Fourier transform and and application of Taylor's formula. However, it is easy to see that one can use the result of [Ras] for an almost immediate proof. If one identifies $f(x)=B$ and $A=p$, then it follows from the observation that

$$
\operatorname{ad}_{A}^{\alpha}(B)=i^{|\alpha|} \partial^{\alpha} f(x)
$$

We stress that in general, pseudo-differential calculus cannot replace the results obtainable by using the result of [Ras] or vice versa.

We will now present another lemma which is used to prove propagation estimates. It is a version of the Putnam-Kato theorem mentioned in Section 3, see also [RS78, Example XIII.7.5], developed by Sigal and Soffer [SS87].

Lemma 6.2. Let H be a self-adjoint operator and $\mathbf{D}$ the corresponding Heisenberg derivative

$$
\mathbf{D}=\frac{\mathrm{d}}{\mathrm{~d} t}+[H, i \cdot]
$$

Suppose that $\Phi(t)$ is a uniformly bounded family of self-adjoint operators. Suppose that there exist $C_{0}>0$ and operator valued functions $B(t)$ and $B_{i}(t)$, $j=1, \ldots, n$, such that

$$
\begin{gathered}
\mathbf{D} \Phi(t) \geq C_{0} B^{*}(t) B(t)-\sum_{j=1}^{n} B_{j}^{*}(t) B_{j}(t) \\
\int_{1}^{\infty}\left\|B_{j}(t) e^{-i t H} \varphi\right\|^{2} \mathrm{~d} t \leq C\|\varphi\|^{2}, \quad j=1, \ldots, n
\end{gathered}
$$

Then there exists $C_{1}$ such that

$$
\begin{equation*}
\int_{1}^{\infty}\left\|B(t) e^{-i t H} \varphi\right\|^{2} \mathrm{~d} t \leq C_{1}\|\varphi\|^{2} \tag{1.3}
\end{equation*}
$$

The operator valued function $\Phi(t)$ is called the propagation observable. The main idea of the proof of the propagation estimate (1.3) is thus to find a propagation observable whose Heisenberg derivative is "essentially positive." For completeness, we will now prove the lemma.

## Proof. Let $1 \leq t_{1} \leq t_{2}$. Compute

$$
\begin{aligned}
& C_{0} \int_{t_{1}}^{t_{2}}\left\|B(t) e^{-i t H} \varphi\right\|^{2} \mathrm{~d} t \leq \int_{t_{1}}^{t_{2}}\left\langle e^{-i t H} \varphi, \mathbf{D} \Phi(t) e^{-i t H} \varphi\right\rangle \mathrm{d} t \\
& \quad+\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}}\left\|B_{j}(t) e^{-i t H} \varphi\right\|^{2} \mathrm{~d} t \\
& \leq\left\langle e^{-i t_{2} H} \varphi, \mathbf{D} \Phi\left(t_{2}\right) e^{-i t_{2} H} \varphi\right\rangle-\left\langle e^{-i t_{1} H} \varphi, \mathbf{D} \Phi\left(t_{1}\right) e^{-i t_{1} H} \varphi\right\rangle \\
&+\sum_{j=1}^{n} \int_{t_{1}}^{t_{2}}\left\|B_{j}(t) e^{-i t H} \varphi\right\|^{2} \mathrm{~d} t \leq C_{2}\|\varphi\|^{2},
\end{aligned}
$$

from which the result follows.
One important application of the propagation estimates is in the proof of the existence of asymptotic observables. Cook's method ([RS79, Theorem XI.4]) is based on the observation that if $f \in C^{1}(\mathbb{R})$ has $f^{\prime} \in L^{1}(\mathbb{R})$, then $\lim _{t \rightarrow \infty} f(t)$ exists since

$$
\begin{equation*}
\left|f\left(t_{2}\right)-f\left(t_{1}\right)\right|=\left|\int_{t_{1}}^{t_{2}} f^{\prime}(u) \mathrm{d} u\right| \leq \int_{t_{1}}^{t_{2}}\left|f^{\prime}(u)\right| \mathrm{d} u \rightarrow 0 \tag{1.4}
\end{equation*}
$$

for $T \leq t_{1} \leq t_{2}$ in the limit $T \rightarrow \infty$. The following lemma is a variation of Cook's method due to Kato, which provides existence of asymptotic observables.

Lemma 6.3. Let $H_{1}$ and $H_{2}$ be two self-adjoint operators. Let ${ }_{2} \mathbf{D}_{1}$ be the corresponding asymmetric Heisenberg derivative:

$$
{ }_{2} \mathbf{D}_{1} \Phi(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \Phi(t)+i H_{2} \Phi(t)-i \Phi(t) H_{1} .
$$

Suppose that $\Phi(t)$ is a uniformly bounded function with values in self-adjoint operators. Let $\mathcal{D}_{1} \subset \mathcal{H}$ be a dense subspace. Assume that for $\psi_{2} \in \mathcal{H}$ and $\psi_{1} \in \mathcal{D}_{1}$,

$$
\begin{aligned}
&\left|\left\langle\psi_{2,2} \mathbf{D}_{1} \Phi(t) \psi_{1}\right\rangle\right| \leq \sum_{j=1}^{n}\left\|B_{2 j}(t) \psi_{2}\right\|\left\|B_{1 j}(t) \psi_{1}\right\|, \\
& \int_{1}^{\infty}\left\|B_{2 j}(t) e^{-i t H_{2}} \varphi\right\|^{2} \mathrm{~d} t \leq\|\varphi\|^{2}, \quad \varphi \in \mathcal{H}, j=1, \ldots, n \\
& \int_{1}^{\infty}\left\|B_{1 j}(t) e^{-i t H_{1}} \varphi\right\|^{2} \mathrm{~d} t \leq C\|\varphi\|^{2}, \quad \varphi \in \mathcal{D}_{1}, j=1, \ldots, n .
\end{aligned}
$$

Then the limit

$$
\begin{equation*}
\mathrm{s}-\lim _{t \rightarrow \infty} e^{i t H_{2}} \Phi(t) e^{-i t H_{1}} \tag{1.5}
\end{equation*}
$$

exists.

Proof. Let $\varphi \in \mathcal{D}_{1}$ and $\psi \in \mathcal{H}$. Compute

$$
\begin{aligned}
& \left|\left\langle\psi, e^{i t H_{2}} \Phi(t) e^{-i t H_{1}} \varphi\right\rangle-\left\langle\psi, e^{i t H_{2}} \Phi(t) e^{-i t H_{1}} \varphi\right\rangle\right| \\
& \quad \leq \int_{t_{1}}^{t_{2}}\left|\left\langle\psi, e^{i t H_{2}}\left({ }_{2} \mathbf{D}_{1} \Phi(t)\right) e^{-t H_{1}} \varphi\right\rangle\right| \mathrm{d} t \\
& \quad \leq \sum_{j=1}^{n}\left(\int_{t_{1}}^{t_{2}}\left\|B_{2 j} e^{-i t H_{2}} \psi\right\|^{2} \mathrm{~d} t\right)^{\frac{1}{2}}\left(\int_{t_{1}}^{t_{2}}\left\|B_{1 j} e^{-i t H_{1}} \varphi\right\|^{2} \mathrm{~d} t\right)^{\frac{1}{2}} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \| e^{i t_{2} H_{2}} \Phi\left(t_{2}\right) e^{-i t_{2} H_{1}} \varphi-e^{i t_{1} H_{2}} \Phi\left(t_{1}\right) e^{-i t_{1} H_{1}} \varphi \| \\
&=\sup _{\|\psi\|=1}\left|\left\langle\psi, e^{i t H_{2}} \Phi(t) e^{-i t H_{1}} \varphi\right\rangle-\left\langle\psi, e^{i t H_{2}} \Phi(t) e^{-i t H_{1}} \varphi\right\rangle\right| \\
& \quad \leq \sum_{j=1}^{n} C\left(\int_{t_{1}}^{t_{2}}\left\|B_{1 j} e^{-i t H_{1}} \varphi\right\|^{2} \mathrm{~d} t\right)^{\frac{1}{2}} .
\end{aligned}
$$

An argument similar to (1.4) now implies (1.5).

## 7 The Propagation Estimates

In [GMR], we prove four propagation estimates. For the purpose of this section, their exact formulation is not too important, and hence we will not explain the notation $[\cdot]$ used below. What is important is the following: The matter particle position is denoted $y$ and it has the dispersion relation $\Omega$, the field particle position is denoted by $x$ and it has the dispersion relation $\omega$.

In each propagation estimate a function $\chi$ appears, it plays the role of an arbitrary energy cut-off. Likewise, on the right-hand side of each propagation estimate inequality, there is a constant factor $C$. This depends on the $\chi$ but is independent of the vector $u$. The left endpoint of the integral is irrelevant. For the intuitive understanding of the propagation estimates, the $\chi$ and the $C$ is not so important, in fact one might just as well have written the propagation estimates in the form

$$
\int_{T}^{\infty}\left\|B(t) e^{-i t H} \psi\right\|^{2} \frac{\mathrm{~d} t}{t}<\infty
$$

which may be interpreted as the statement that the time-dependent observable $B(t)$ (or actually $\frac{B^{*}(t) B(t)}{t}$ ) goes to zero at an integrable rate as the arbitrary state $\psi$ evolves according to the dynamics given by the Hamiltonian $H$.

We will now go through each of the propagation estimates from [GMR] in the order they are proved and state in words roughly what they say.

Theorem 7.1 (Large velocity estimate). Let $\chi \in C_{0}^{\infty}(\mathbb{R})$. There exists a constant $C_{1}$ such that for $R^{\prime}>R>C_{1}$, one has

$$
\int_{1}^{\infty}\left\|\left[\mathbb{1}_{\left[R, R^{\prime}\right]}\left(\frac{|x-y|}{t}\right)\right] e^{-i t H} \chi(H) u\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|u\|^{2} .
$$

The large velocity estimate states that the probability of finding a field particle with an average velocity relative to the matter particle larger than some critical value depending on the energy of the state goes to zero at an integrable rate.

Theorem 7.2 (Phase-space propagation estimate). Take $\chi \in C_{0}^{\infty}(\mathbb{R})$ and let $0<c_{0}<c_{1}$. Write

$$
\begin{aligned}
& \Theta_{\left[c_{0}, c_{1}\right]}(t)= \\
& \quad\left[\left\langle\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right), \mathbb{1}_{\left[c_{0}, c_{1}\right]}\left(\frac{|x-y|}{t}\right)\left(\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right)\right)\right\rangle\right] .
\end{aligned}
$$

Then

$$
\int_{1}^{\infty}\left\|\Theta_{\left[c_{0}, c_{1}\right]}(t)^{\frac{1}{2}} e^{-i t H} \chi(H) u\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|u\|^{2}
$$

The phase-space propagation estimate states that for any state where the field particle has an average velocity relative to the matter particle which is positive (i.e. larger than $c_{0}$ for an arbitrary $c_{0}>0$ ), the instantaneous velocity difference converges to the average velocity difference of the two particles at an integrable rate.

Theorem 7.3 (Improved phase-space propagation estimate).
Let $\chi \in C_{0}^{\infty}(\mathbb{R}), 0<c_{0}<c_{1}$ and $J \in C_{0}^{\infty}\left(c_{0}<|x|<c_{1}\right)$. Then for $1 \leq i \leq v$,
$\int_{1}^{\infty} \|\left[\left\lvert\, J\left(\frac{x-y}{t}\right)\left(\frac{x_{i}-y_{i}}{t}-\partial_{i} \omega\left(D_{x}\right)+\partial_{i} \Omega\left(D_{y}\right)\right)+\right.\text { h.c. } \mid\right]^{\frac{1}{2}} e^{-i t H} \chi(H) u\left\|^{2} \frac{\mathrm{~d} t}{t} \leq C\right\| u \|^{2}$.
As the name indicates, it states the same as the phase-space propagation estimates, only the rate of the convergence is improved.

Before stating the minimal velocity estimate, we note that due to the fibered representation of the Hamiltonian used in the formulation of the result, $x$ no longer denotes the field particle position, but rather the relative position of the field particle with respect to the matter particle. We also note that the sets $\theta\left(P_{0}\right)$ and $\sigma_{\mathrm{pp}}\left(P_{0}\right)$ are the threshold set and the pure point spectrum, respectively, for the fiber Hamiltonian $H\left(P_{0}\right)$, which
describes the dynamics for fixed total momentum $P_{0}$. Furthermore, we note that the union of the set of thresholds and the pure point spectrum of the fiber Hamiltonians is a closed subset of the energy-momentum spectrum.

Theorem 7.4 (Minimal velocity estimate). Assume that $\left(P_{0}, \lambda_{0}\right) \in \mathbb{R}^{v+1}$ satisfies that $\lambda_{0} \in \mathbb{R} \backslash\left(\theta\left(P_{0}\right) \cup \sigma_{\mathrm{pp}}\left(P_{0}\right)\right)$. Then there exists an $\varepsilon>0$, $a$ neighbourhood $N$ of $\left(P_{0}, \lambda_{0}\right)$ and a function $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{v+1}\right)$ such that $\chi=1$ on $N$ and

$$
\int_{1}^{\infty}\left\|\left[\mathbb{1}_{[0, \varepsilon]}\right]\left(\frac{|x|}{t}\right) \int^{\oplus} e^{-i t H(P)} \chi(P, H(P)) \mathrm{d} P u\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|u\|^{2} .
$$

The minimal velocity estimate states that away from thresholds and the pure point spectrum of the fixed momentum fibers, the probability of finding states with low average relative velocity goes to zero at an integrable rate.

The most important propagation estimates are the improved phasespace estimate and the minimal velocity estimate. We use the improved phase-space estimate in connection with Lemma 6.3 from the previous section to show the existence of an asymptotic observable, whose intuitive interpretation is that it is the projection onto the states where the matter and the field particles separate over time. The minimal velocity estimate is then used to prove that states that do not separate over time belong to the subspace of "bound states," for some suitable definition of this subspace.

To prove these two propagation estimates, the two other propagation estimates serve as ingredients; the large velocity estimate is used in the proof of the (first) phase-space propagation estimate, and the phase-space propagation estimate is used both in the proof of the improved phasespace estimate and in the proof of the minimal velocity estimate. The Mourre estimate again comes into play as another important ingredient of the minimal velocity estimate.

## 8 Scattering Theory

As mentioned in Section 3, scattering states are usually the states that "live" in the absolutely continuous part of the spectrum of a Hamiltonian. In [GMR], this is a bit more complicated due to the translation invariance that forces one to instead look at the energy-momentum spectrum of the operator. In our model, "bound states" are wave packets of eigenstates for the fixed momentum fiber Hamiltonians and hence lie in the absolutely
continuous spectrum of the full Hamiltonian. We may thus define the space of bound states in the following way:

$$
\mathcal{H}_{\mathrm{bd}}=\operatorname{Ran} \int_{\mathbb{R}^{v}}^{\oplus} \mathbb{1}_{\mathrm{pp}}(H(P)) \mathrm{d} P,
$$

where $H(P)$ is the fiber Hamiltonian at momentum $P$ and $\mathbb{1}_{\mathrm{pp}}(H(P))$ is the projection onto the pure point spectrum of $H(P)$. After proving that there is no singular continuous spectrum, one is thus lead to define the space of scattering states as

$$
\mathcal{H}_{\mathrm{scat}}=\operatorname{Ran} \int_{\mathbb{R}^{v}}^{\oplus} \mathbb{1}_{\mathrm{ac}}(H(P)) \mathrm{d} P .
$$

We would like to compare the dynamics given by the "interacting" Hamiltonian $H$ to that given by a "free" Hamiltonian $H_{\text {free }}$ on the scattering states. In quantum field theory, this is usually somewhat complicated by the fact that the "free" dynamics is not the same as the "non-interacting" dynamics; the dynamics of the "bound states" is still governed by the "interacting" Hamiltonian. One expects that scattering states emits bosons that asymptotically will evolve as free bosons until the remaining system reaches a "bound state." A way to handle this situation is by introducing asymptotic fields or asymptotic creation and annihilation operators, which are defined as the limits of the usual creation and annihilation operators in the so-called interaction picture:

$$
a^{\#,+}(h)=\lim _{t \rightarrow \infty} e^{i t H} a^{\#}\left(e^{-i t \omega} h\right) e^{-i t H}
$$

where $a^{\#}(h)$ is either $a^{*}(h)$ or $a(h)$ and $\omega$ is the dispersion relation of the field particles. The operator $a^{*,+}(h)$ may thus be interpreted as the operator that adds an asymptotically free boson, and $a^{+}(h)$ as the operator that annihilates asymptotically free bosons. One can then define the space of bound states as the space of states annihilated by $a^{+}(h)$, i.e. the states with no asymptotically free bosons. However, $a^{+}(h)$ and $a(h)$ do not conserve momentum, and this complicates matters in connection with the fiber Hamiltonians. Moreover, for the Polaron model, the asymptotic creation and annihilation operators do not exist.

In [GMR], we avoid this problem completely. With at most one field particle, there are none left if one is removed, and hence the "free" and the "non-interacting" dynamics do in fact coincide, i.e. $H_{\text {free }}=H_{0}$. The space $\mathcal{H}_{0, \text { bd }}$ of bound states for $H_{0}$ is defined analogously to that of $H$ and as $H_{0}$ has no singular continuous spectrum, the space of scattering states equals $\mathcal{H}_{0, \mathrm{bd}}^{\perp}$. One expects that each scattering state $\psi^{+}$for $H_{0}$ correspond
asymptotically to a scattering state $\psi$ for $H$, i.e.

$$
\left\|e^{-i t H_{0}} \psi^{+}-e^{-i t H} \psi\right\| \rightarrow 0 \text { for } t \rightarrow \infty
$$

or equivalently,

$$
\lim _{t \rightarrow \infty}\left\|e^{i t H} e^{-i t H_{0}} \psi^{+}-\psi\right\|=0
$$

This leads to the following definition.
Definition 8.1 (Wave operators). Let $H$ and $H_{0}$ be self-adjoint operators such that $H_{0}$ has no singular continuous spectrum, and let $P_{\mathrm{bd}}^{\perp}\left(H_{0}\right)$ denote the projection onto a subspace of the absolutely continuous spectrum of $H_{0}$ which we call the space of scattering states for $H_{0}$. The wave operators, if they exist, are the operators given by

$$
W^{ \pm}=\mathrm{s}-\lim _{t \rightarrow \pm \infty} e^{i t H} e^{-i t H_{0}} P_{\mathrm{bd}}^{\perp}\left(H_{0}\right) .
$$

Asymptotic completeness in quantum mechanics is the statement that the space of states splits into a direct sum of bound and scattering states, that the wave operator exists and that all scattering states for $H$ for large times evolve as a scattering state for the "free" dynamics, i.e.

$$
\operatorname{Ran} W^{ \pm}=\operatorname{Ran} P_{\mathrm{bd}}^{\perp}(H)
$$

where $P_{\mathrm{bd}}^{\perp}(H)$ denotes the projection onto the space of scattering states of $H$.

For so-called short-range interactions, there is a connection between large times and large distances. This leads to the concept of "geometric asymptotic completeness," which roughly speaking is the statement that the states that are asymptotically comparable to "free" states are the states where the particles are far apart for large times.

To prove such a statement, one may introduce an asymptotic observable $P_{0}^{ \pm}$, which projects onto the states where the particles in the distant future (or distant past, according to the sign) are far apart. Hence, geometric asymptotic completeness may be stated as

$$
\operatorname{Ran} P_{0}^{ \pm}=\operatorname{Ran} W^{ \pm}
$$

Hence, if geometric asymptotic completeness is obtained, the proof of asymptotic completeness is reduced to the proof of

$$
\operatorname{Ran} P_{0}^{ \pm}=\operatorname{Ran} P_{\mathrm{bd}}^{\perp}(H) .
$$

A minimal velocity estimate is usually an important ingredient in the proof of this statement.
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# The Translation Invariant Massive Nelson Model: II. The Lower Part of the Essential Spectrum 

Jacob Schach Møller,<br>Morten Grud Rasmussen<br>Department of Mathematical Sciences<br>Aarhus University

## 1 The Model

In this paper we study the structure of the lowest branch of continuous energy-momentum spectrum of a class of massive translation invariant models describing one quantum particle linearly coupled to a second quantized radiation field. Included in the class of models we study are the translation invariant massive Nelson model, [Nel64, Can71, Frö74, Møl05], and Fröhlich's polaron model, [Frö54, Spo04, Møl06b, AD10].

This paper is a natural continuation of [Møl05, Møl06b], where the structure of the groundstate mass shell and the bottom of the continuous energy-momentum spectrum was studied for the class of models considered here.

Before describing our results in detail, we pause to introduce the class of models we consider.

### 1.1 A class of translation invariant massive scalar field models

We consider a particle (from now on refered to as "the electron") moving in $\mathbb{R}^{v}$ linearly coupled to a scalar field of massive field particles ("photons"). Note that the terms electron and photon are somewhat arbitrary, replaceable with e.g. the terms "particle" and "phonon". The electron Hilbert space is

$$
\mathcal{K}:=L^{2}\left(\mathbb{R}_{x}^{v}\right)
$$

where $x$ is the electron position. The free electron Hamiltonian is $\Omega(p)$, where $p:=-i \nabla$. We will later impose some conditions on the electron dispersion relation $\Omega$, see Condition 1.1.

The photon Hilbert space is

$$
\mathfrak{h}_{\mathrm{ph}}:=L^{2}\left(\mathbb{R}_{k}^{v}\right)
$$

where $k$ is the photon momentum, and the one-photon dispersion relation is $\omega(k)$. See Condition 1.2 for the conditions imposed on $\omega$.

The Hilbert space for the field is the bosonic Fock space

$$
\begin{aligned}
\mathcal{F} & =\Gamma\left(\mathfrak{h}_{\mathrm{ph}}\right):=\bigoplus_{n=0}^{\infty} \mathcal{F}^{(n)}, \quad \text { where } \\
\mathcal{F}^{(n)} & =\Gamma^{(n)}\left(\mathfrak{h}_{\mathrm{ph}}\right):=\mathfrak{h}_{\mathrm{ph}}{ }^{\otimes_{s} n} .
\end{aligned}
$$

Here $\mathfrak{h}_{\mathrm{ph}}{ }^{\otimes_{s} n}$ is the symmetric tensor product of $n$ copies of $\mathfrak{h}_{\mathrm{ph}}$. We denote the vacuum by $\Omega=(1,0,0, \ldots)$. The creation and annihilation operators $a^{*}(k)$ and $a(k)$ satisfy the following distributional form identities, known as the canonical commutation relations.

$$
\begin{aligned}
{\left[a^{*}(k), a^{*}\left(k^{\prime}\right)\right] } & =\left[a(k), a\left(k^{\prime}\right)\right]=0, \\
{\left[a(k), a^{*}\left(k^{\prime}\right)\right] } & =\delta\left(k-k^{\prime}\right) \quad \text { and } \\
a(k) \Omega & =0 .
\end{aligned}
$$

The free photon energy is the second quantization of the one-photon dispersion relation,

$$
d \Gamma(\omega)=\int_{\mathbb{R}^{v}} \omega(k) a^{*}(k) a(k) d k
$$

The Hilbert space of the combined system is

$$
\mathcal{H}:=\mathcal{K} \otimes \mathcal{F}
$$

on which we make the following identification.

$$
\mathcal{H}:=L^{2}\left(\mathbb{R}^{v} ; \mathcal{F}\right)
$$

The free and coupled Hamiltonians for the combined system are

$$
\begin{aligned}
H_{0} & :=\Omega(p) \otimes \mathbb{1}_{\mathcal{F}}+\mathbb{1}_{\mathcal{K}} \otimes d \Gamma(\omega) \quad \text { and } \\
H & :=H_{0}+V
\end{aligned}
$$

where the interaction $V$ is given by

$$
V:=\int_{\mathbb{R}^{\nu}}\left(e^{-i k \cdot x} v(k) \mathbb{1}_{\mathcal{K}} \otimes a^{*}(k)+e^{i k \cdot x} \overline{v(k)} \mathbb{1}_{\mathcal{K}} \otimes a(k)\right) d k
$$

where $v \in \mathfrak{h}_{\mathrm{ph}}=L^{2}\left(\mathbb{R}^{v}\right)$ is a real-valued coupling function. A natural choice for $v$ would be $v(k)=\chi(k) / \sqrt{\omega(k)}$, where $\chi$ is an ultra-violet cutoff function which insures the $v \in L^{2}\left(\mathbb{R}^{v}\right)$ requirement. We hope to be able to remove this cutoff in future work.

The total momentum of the combined system is given by

$$
P=-i \nabla \otimes \mathbb{1}_{\mathcal{F}}+\mathbb{1}_{\mathcal{K}} \otimes d \Gamma(k)
$$

The operators $H_{0}$ and $H$ commutes with $P$, i.e. $H_{0}$ and $H$ are translation invariant. This implies that $H_{0}$ and $H$ are fibered operators. Using the unitary transform $I_{\text {LLP }}$ first introduced in [LLP53] and given by

$$
I_{\mathrm{LLP}}:=\left(F \otimes \mathbb{1}_{\mathcal{F}}\right) \circ \Gamma\left(e^{-i k \cdot x}\right)
$$

we can identify the fibers of $H_{0}$ respectively $H$. Here $F$ is the Fourier transform. We get

$$
\begin{aligned}
I_{\mathrm{LLP}} H_{0} I_{\mathrm{LLP}}^{*} & =\int_{\mathbb{R}^{v}}^{\oplus} H_{0}(\xi) d \xi \quad \text { and } \\
I_{\mathrm{LLP}} H I_{\mathrm{LLP}}^{*} & =\int_{\mathbb{R}^{v}}^{\oplus} H(\xi) d \xi
\end{aligned}
$$

where $H_{0}(\xi)$ and $H(\xi)$ are operators on $\mathcal{F}$ and given by

$$
\begin{aligned}
H_{0}(\xi) & =d \Gamma(\omega)+\Omega(\xi-d \Gamma(k)) \quad \text { and } \\
H(\xi) & =H_{0}(\xi)+\Phi(v) .
\end{aligned}
$$

Here $\Phi(v)$ is the field operator given by

$$
\Phi(v)=\int_{\mathbb{R}^{v}}\left(v(k) a^{*}(k)+\overline{v(k)} a(k)\right) d k
$$

See also [RS75] and [DG99] for general constructions related to bosonic Fock space.

The set $\{(\xi, \lambda) \mid \lambda \in \sigma(H(\xi))\}$ is called the energy-momentum spectrum of the Hamiltonian $H$. In Figure 2.1 such a spectrum is depicted. The grey region is the continuous part of the energy-momentum spectrum, and the black solid curve is the ground state mass shell. This part of the depicted spectrum is in fact that of the free Hamiltonian $H_{0}$, with $\Omega(\eta)=\eta^{2} / 2$ and $\omega(k)=\sqrt{k^{2}+1}$. The black dotted curve that extends the ground state mass shell into the continuous spectrum is an embedded eigenvalue for the uncoupled model. It is expected to disappear when the coupling is turned on, which has been established if $v \geq 3$ for a class of models including the polaron model in [AMZ05], at least in the region between the two lowest solid red curves representing the lowest 1- and 2-body thresholds (see subsection 1.3).


Figure 2.1: The lower branches of the energy-momentum spectrum.

It is a curious fact that in dimension 1 and 2 , the coupled system will have an isolated ground state mass shell for all $k$ (if $v$ is nowhere vanishing). This is orginally due to Spohn, see [Spo04, Møl06b].

If the coupling constant is small and $v \geq 3$, one can show, again for a class of models including the polaron model, that there are no excited mass shells below the lowest 2-body threshold. See [AMZ05]. At large coupling one cannot rule out the existence of excited isolated mass shells
(or even embedded ones). Such exited mass shells will also give rise to thresholds. An exited mass shell and associated 1- and 2-body thresholds are depicted in Figure 2.1 as the dash-dotted curves. Based on the work of [AMZ05] one is lead to conjecture that in general there should at most be finitely many excited isolated mass shells.

In the present paper we study the structure of the lowest part of the continuous energy-momentum spectrum, that is the region lying between the bottom of the continuous spectrum and the first of the drawn red curves. I.e. the first 2-body threshold, if there no excited isolated mass shells, or the 1-body threshold pertaining to the first isolated excited mass shell if it exists.

In order to explain the significance of this choice of region, we discuss briefly in scattering terms what the structure of the associated spectral subspace should be. Suppose we start out at total momentum $\xi$ and energy $\lambda$, with $(\xi, \lambda)$ in the region just discussed in the previous paragraph. Let $\psi$ be a state localized in momentum and energy at $(\xi, \lambda)$. Then $\psi$ can be decomposed into a linear combination of possible bound states, corresponding to embedded eigenvalues at total momentum $\xi$, and a scattering state that should emit a field particle at momentum $k$, leaving behind a bound interacting state at momentum $\xi-k$, with energy $\Sigma_{0}(\xi-k)$ - the ground state energy at momentum $\xi-k$. Due to energy conservation we must have $\lambda=\Sigma_{0}(\xi-k)+\omega(k)$. conversely, any such compound state, emitted field particle and interacting bound state, satisfying energy and momentum conservation, should be attained by some scattering state. This description is in fact that of asymptotic completeness.

If we had started between the red dash-dotted curve and the 2-body threshold coming from the ground state mass shell, the second solid red curve, the scattering process is more complicated. Here there are two available channels. In either case the state emits 1 field-particle, but it now has two bound states available to the remaining interacting system. Either the ground state, or the first excited mass shell. The further one moves up into the continuous spectrum, the more scattering channels become available. Including the emission of multiple field particles if one starts above the first 2-body threshold.

The significance of the thresholds is also best explained in a dynamical picture. If we had started on a threshold, then there would be momenta such that if field particles were emitted at these momenta, then the remaining interacting state, which travels with an effective dispersion relation equal to the mass shell it ends up at, would not separate from the emitted field particles. I.e., the emitted particles cannot be treated as uncoupled from the remaining bound state.

In Figure 2.1 we have chosen to depict a situation where the mass
shells are convex. Unfortunately it is a very hard question, outside of the weak coupling regime, to determine if a mass shell is convex or even monotonically increasing away from $\xi=0$. If a mass shell is not convex, then this will potentially give rise to extra thresholds falling in between the thresholds depicted in Figure 2.1. Our methods however are capable of dealing with such additional thresholds, so we are not required to make implicit assumptions on the structure of mass shells. In addition, our method is not sensitive to the possible existence of embedded mass shells in the region considered. In fact, we can prove that at fixed momentum, embedded eigenvalues are locally finite away from thresholds, with only possible accumulation points at thresholds.

We make use of the fact that in the region considered there is only one available scattering channel to construct an operator $A_{\xi}$ conjugate to $H(\xi)$ in the sense of Mourre. This enables us to deduce information about the structure of the continuous spectrum, such as absence of singular continuous spectrum. If $\Omega(\eta)=\eta^{2} / 2$ (or a multiple thereof), we can combine with recent results of [FMSa, FMSb, MW] to conclude that the embedded eigenvalues together with the threshold set, in the region considered, form a closed subset of energy-momentum space, with the property that at fixed total momentum this set becomes at most countable. The precise formulation of the main results are contained in Theorem 3.6 and Corollary 3.7, see pages 60-61.

We remark that this model has an interesting technical feature. If $\Omega(\eta)=\eta^{2} / 2$, the fiber Hamiltonians are of class $C^{2}\left(A_{\xi}\right)$, but not of class $C^{3}\left(A_{\tilde{\xi}}\right)$, see [ABG96] or subsection 1.6. In fact, neither the domain nor the form domain of the Hamiltonian is invariant under the unitary group generated by $A_{\xi}$. See Remark 1.23. That is, we need the full force of the Amrein-Boutet de Monvel-Georgescu extension of Mourre's commutator method [ABG96, Gér08, GJ06].

### 1.2 Conditions on $\Omega, \omega$ and $v$

We will need a combination of the following conditions.
Condition 1.1 (Electron dispersion relation). Let $\Omega \in C^{\infty}\left(\mathbb{R}^{v}\right)$ be a nonnegative function. There exists an $s_{\Omega} \in[0,2]$ such that $\Omega$ satisfies:
(i) There exists $c>0$ such that $\Omega(\eta) \geq c^{-1}\langle\eta\rangle^{s_{\Omega}}-c$.
(ii) For any multi-index $\alpha$ there exists a positive constant $c_{\alpha}>0$ such that $\left|\partial^{\alpha} \Omega(\eta)\right| \leq c_{\alpha}\langle\eta\rangle^{s_{\Omega}-|\alpha|}$.
(iii) Rotation invariance of $\Omega$, i.e. $\Omega(O \xi)=\Omega(\xi)$ for all $\xi \in \mathbb{R}^{v}$ and $O \in O(v)$.
(iv) Analyticity of $\Omega$, i.e. $\Omega$ is real analytic.

Note that the standard non-relativistic and relativistic choices $\Omega(\eta)=\frac{\eta^{2}}{2 M}$ and $\Omega(\eta)=\sqrt{\eta^{2}+M^{2}}$ satisfies Condition 1.1 with $s_{\Omega}=2$ and $s_{\Omega}=1$, respectively.

Condition 1.2 (Photon dispersion relation). Let $\omega \in C^{\infty}\left(\mathbb{R}^{v}\right)$ satisfy
(i) There exists a positive constant $m>0$, which we call the photon mass, such that $\inf _{k \in \mathbb{R}^{\nu}} \omega(k)=m$.
(ii) $\omega$ is strictly subadditive, $\omega\left(k_{1}+k_{2}\right)<\omega\left(k_{1}\right)+\omega\left(k_{2}\right)$.
(iii) Rotation invariance of $\omega$, i.e. $\omega(O \xi)=\omega(\xi)$ for all $\xi \in \mathbb{R}^{v}$ and $O \in O(v)$.
(iv) Analyticity of $\omega$, i.e. $\omega$ is real analytic.
(v) For any multi-index $\alpha$ with $|\alpha| \geq 1$, we have $\sup _{k \in \mathbb{R}^{v}}\left|\partial^{\alpha} \omega(k)\right|<\infty$.
(vi) There exists $c>0$ such that $|k||\nabla \omega(k)| \leq c \omega(k)$.
(vii) There exists $c>0$ such that $|k|^{2}\left\|\nabla^{2} \omega(k)\right\| \leq c \omega(k)$.

Condition 1.2 is e.g. satisfied for $\omega(k)=\sqrt{k^{2}+m^{2}}$ and $\omega(k)=\omega_{0}>0$.
Condition 1.3 (Coupling function). Let $v$ have 2 distributional derivatives and satisfy
(i) We have that $v \in L^{2}\left(\mathbb{R}^{v}\right)$.
(ii) We have that $\langle\cdot\rangle|\nabla v|, \partial_{j} v \in L^{2}\left(\mathbb{R}^{v}\right)$, for $1 \leq j \leq \nu$.
(iii) Rotation invariance of $v$, i.e. $v(O \xi)=v(\xi)$ for a.e. $\xi \in \mathbb{R}^{v}$ and $O \in O(v)$.
(iv) We have $\langle\cdot\rangle\left\|\nabla^{2} v\right\| \in L^{2}\left(\mathbb{R}^{v}\right)$.

Condition 1.4 (Dispersion relation behavior at infinity). The dispersion relations $\Omega$ and $\omega$ satisfy one of the following conditions.
(i) The photon dispersion relation satisfies $\lim _{|k| \rightarrow \infty} \omega(k)=\infty$.
(ii) The dispersion relations satisfy $\sup _{k} \omega(k)<\infty$ and $\lim _{|\eta| \rightarrow \infty} \Omega(\eta)=\infty$.

We note that any combination of $\Omega$ and $\omega$ as in one the examples above satisfies Condition 1.4, i.e. we are able to cover the Fröhlich Hamiltonian, $\Omega(\eta)=\eta^{2} /\left(2 M_{\mathrm{eff}}\right)$ and $\omega(k)=h \omega_{0}>0$, with a (sufficiently smooth) ultraviolet cutoff in the coupling function $v$.

### 1.3 Some preliminaries

In this subsection we recall some known results and establishes some notation used throughout the paper. Apart from a lemma about the structure of the thresholds, the results are all from [Møl05] or [Møl06b]. We also need a corollary to a result from [Møl06b] and lemma, which is an easy consequence of this corollary.

Proposition 1.5. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). Then
(i) The operator $H_{0}(\xi)$ is essentially self-adjoint on $\mathcal{C}_{0}^{\infty}:=\Gamma_{\text {fin }}\left(C_{0}^{\infty}\left(\mathbb{R}^{v}\right)\right)$.
(ii) The domain $\mathcal{D}:=\mathcal{D}\left(H_{0}(\xi)\right)$ is independent of $\xi$.
(iii) The field operator $\Phi(v)$ is $H_{0}(\xi)$-bounded with relative bound 0 . In particular $H(\xi)$ is bounded from below, self-adjoint on $\mathcal{D}$ and essentially self-adjoint on $\mathcal{C}_{0}^{\infty}$.
(iv) The bottom of the spectrum of the fiber Hamiltonians,

$$
\xi \mapsto \inf \sigma(H(\xi))
$$

is Lipschitz continuous.
The proof, which uses the identity $H_{0}(\xi)-H_{0}(0)=\xi \cdot \int_{0}^{1} \nabla \Omega(t \xi-$ $d \Gamma(k)) d t$, the $H_{0}(\xi)^{\frac{1}{2}}$-boundedness of $N^{\frac{1}{2}}$, where $N=d \Gamma\left(\mathbb{1}_{\mathcal{F}}\right)$ is the number operator, a standard estimate on creation and annihilation operators and the Kato-Rellich theorem twice, can be found in [Mø105, Chapter 3].

Proposition 1.5 also holds with the pair $\left(H_{0}(\xi), H(\xi)\right)$ replaced by either of the pairs $\left(H_{0}^{\text {ext }}(\xi), H^{\text {ext }}(\xi)\right)$ or $\left(H_{0}^{(\ell)}(\xi), H^{(\ell)}(\xi)\right)$, where $H_{0}^{\text {ext }}(\xi)$, $H^{\text {ext }}(\xi), H_{0}^{(\ell)}(\xi)$ and $\left.H^{(\ell)}(\xi)\right)$ are the operators defined i subsection 1.4 respectively subsection 1.5 .

We now introduce some notation. We denote the bottom of the spectrum of the fiber Hamiltonians

$$
\Sigma_{0}(\xi):=\inf \sigma(H(\xi))
$$

The bottom of the spectrum of the full operator:

$$
\Sigma_{0}:=\inf _{\xi \in \mathbb{R}^{v}} \Sigma_{0}(\xi)>-\infty
$$

where the inequality follows from Proposition 1.5. Let $n \in \mathbb{N}$ be some positive integer and $k=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{R}^{n v}$. We introduce the bottom of the spectrum of a composite system consisting of a copy of an interacting system at momentum $\xi-\sum_{j=1}^{n} k_{j}$ and $n$ non-interacting photons with momenta $k$.

$$
\Sigma_{0}^{(n)}(\xi ; k):=\Sigma_{0}\left(\xi-\sum_{j=1}^{n} k_{j}\right)+\sum_{j=1}^{n} \omega\left(k_{j}\right) .
$$

The following functions are so-called thresholds. We need them to outline the region in which our Mourre estimate is valid.

$$
\Sigma_{0}^{(n)}(\xi):=\inf _{k \in \mathbb{R}^{n v}} \Sigma_{0}^{(n)}(\xi ; k)
$$

$\Sigma_{0}^{(n)}(\xi)$ is the first $n$-particle threshold. If $\omega$ and $\Sigma_{0}(\cdot)$ are convex, this is in fact the only $n$-particle threshold pertaining to the ground state mass shell. It turns out that the bottom of the essential spectrum can be expressed in terms of these threshold functions. More precisely we have

$$
\begin{equation*}
\Sigma_{\mathrm{ess}}(\xi):=\inf _{n \geq 1} \Sigma_{0}^{(n)}(\xi), \tag{2.1}
\end{equation*}
$$

see Theorem 1.7 below. If $\omega$ satisfies Condition 1.2(ii), then $\Sigma_{0}^{(n)}(\xi) \geq$ $\Sigma_{0}^{\left(n^{\prime}\right)}(\xi)$ when $n>n^{\prime}$, see also Proposition 1.11. Hence (2.1) reduces to $\Sigma_{\text {ess }}(\xi):=\Sigma_{0}^{(1)}(\xi)$.

Let $\mathcal{I}_{0}:=\left\{\eta \in \mathbb{R}^{v} \mid \Sigma_{0}(\eta)<\Sigma_{\text {ess }}(\eta)\right\}$, i.e. $\mathcal{I}_{0}$ is the region of momenta of the interacting system where the bottom of the spectrum of the fiber Hamiltonians are isolated eigenvalues. For $\xi \in \mathbb{R}^{v}$ and $n \in \mathbb{N}$ we define

$$
\begin{equation*}
\mathcal{I}_{0}^{(n)}(\xi):=\left\{k \in \mathbb{R}^{n v} \mid \xi-\sum_{j=1}^{n} k_{j} \in \mathcal{I}_{0}\right\} . \tag{2.2}
\end{equation*}
$$

For $0 \leq p<\infty$, we let $\Sigma_{p}(\xi) \leq \Sigma_{\text {ess }}(\xi)$ denote the $p^{\prime}$ th isolated eigenvalue of $H(\xi)$ below the essential spectrum, counted from 0 and without multiplicity and with the convention that $\Sigma_{p}(\xi)=\Sigma_{\text {ess }}(\xi)$ if there are less than $p+1$ isolated eigenvalues at total momentum $\xi$. Note that if $\Sigma_{p}(\xi)=\Sigma_{\text {ess }}(\xi)$, it is not necessarily an eigenvalue. In fact, if $4 \geq v \geq 3$ and $\xi \notin \mathcal{I}_{0}$, then $\Sigma_{0}(\xi)$ is not an eigenvalue, see [Møl06b]. Let

$$
p_{\max }:=\sup \left\{p+1 \in \mathbb{N} \mid \exists \xi \in \mathbb{R}^{v}: \Sigma_{p}(\xi)<\Sigma_{\text {ess }}(\xi)\right\}
$$

then for $p=0$ we have the bottom of the spectrum, for $p \geq 1$ we have excited states and $p_{\text {max }}$ counts the number of mass shells.

Let $n \in \mathbb{N}, k=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{R}^{n v}$ and $p<p_{\text {max. }}$. As for the ground state, we introduce excited states of a composite system consisting of a copy of an interacting system at momentum $\xi-\sum_{j=1}^{n} k_{j}$ and $n$ noninteracting photons with momenta $k$.

$$
\Sigma_{p}^{(n)}(\xi ; k):=\Sigma_{p}\left(\xi-\sum_{j=1}^{n} k_{j}\right)+\sum_{j=1}^{n} \omega\left(k_{j}\right) .
$$

We also define the corresponding

$$
\begin{gathered}
\Sigma_{p}^{(n)}(\xi):=\inf _{k \in \mathbb{R}^{n v}} \Sigma_{p}^{(n)}(\xi ; k), \\
\mathcal{I}_{p}:=\left\{\eta \in \mathbb{R}^{v} \mid \Sigma_{p}(\eta)<\Sigma_{\text {ess }}(\eta)\right\}
\end{gathered}
$$

and

$$
\mathcal{I}_{p}^{(n)}(\xi):=\left\{k \in \mathbb{R}^{n v} \mid \xi-\sum_{j=1}^{n} k_{j} \in \mathcal{I}_{p}\right\}
$$

for $0<p<p_{\max }$. The $\Sigma_{p}^{(n)}(\tilde{\zeta})$ are the first $n$-particle thresholds for the mass shell $\Sigma_{p}$. If $\omega$ and $\Sigma_{p}(\cdot)$ are convex, they are the only ones.

We need the following lemma about the structure of the thresholds.
Lemma 1.6. Assume Conditions 1.1(i), (ii), 1.2(i), (ii) and 1.3(i), $n \geq 1, \xi \in$ $\mathbb{R}^{v}, 0 \leq p<p_{\max }$ and $k \in \mathbb{R}^{n v}$. If $\Sigma_{p}^{(n)}(\xi ; k)<\Sigma_{0}^{(n+1)}(\xi)$, then $k \in \mathcal{I}_{p}^{(n)}(\xi)$.
Proof. Assume $k \notin \mathcal{I}_{p}^{(n)}(\xi)$. Then $\Sigma_{p}\left(\xi-\sum_{i=1}^{n} k_{i}\right)=\Sigma_{\text {ess }}\left(\xi-\sum_{i=1}^{n} k_{i}\right)$. But $\Sigma_{\text {ess }}(\eta)=\inf _{k \in \mathbb{R}^{v}} \Sigma_{0}(\eta ; k)$. Let $2 \varepsilon=\Sigma_{0}^{(n+1)}(\xi)-\Sigma_{p}^{(n)}(\xi ; k)>0$. Choose $k_{\varepsilon}$ such that $\Sigma_{\text {ess }}\left(\xi-\sum_{i=1}^{n} k_{i}\right)+\varepsilon>\Sigma_{0}\left(\xi-\sum_{i=1}^{n} k_{i} ; k_{\varepsilon}\right)$. Then

$$
\Sigma_{p}^{(n)}(\xi ; k)+\varepsilon>\Sigma_{0}\left(\xi-\sum_{i=1}^{n} k_{i}-k_{\varepsilon}\right)+\sum_{i=1}^{n} \omega\left(k_{i}\right)+\omega\left(k_{\varepsilon}\right) \geq \Sigma_{0}^{(n+1)}(\xi)
$$

which is a contradiction.
The following HVZ-type theorem on the structure of the spectrum of $H(\xi)$ is crucial for our arguments in the proof of the virial-like theorem and the Mourre estimate.

Theorem 1.7. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). Then
(i) The spectrum of $H(\xi)$ below $\Sigma_{\text {ess }}(\xi)$ consists at most of eigenvalues of finite multiplicity, with $\Sigma_{\text {ess }}(\xi)$ as the only possible accumulation point.
(ii) If Condition 1.4 is also satisfied, then $\sigma_{\text {ess }}(H(\xi))=\left[\Sigma_{\text {ess }}(\xi), \infty\right)$.

For a proof, we refer the reader to [Mø106b].
The following theorem, [Møl06b, Theorem 2.3], has two important consequences, Theorem 1.9 and Proposition 1.12.

Theorem 1.8. Let $\xi \in \mathbb{R}^{v}$. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). If either $\xi \in \mathcal{I}_{0}$ or $\Sigma_{0}(\xi)$ is an eigenvalue of $H(\xi)$ and $v \neq 0$ a.e. then $\Sigma_{0}(\xi)$ is non-degenerate.

Theorem 1.9. Assume Conditions 1.1(i), (ii), 1.2(i), 1.3(i) and 1.4(ii). We have the limit

$$
\lim _{|\xi| \rightarrow \infty} \Sigma_{\text {ess }}(\xi)-\Sigma_{0}(\xi)=0
$$

This theorem is a slightly simplified version of [Møl06b, Theorem 2.4]. The simplification comes from the fact that

$$
\Sigma_{\text {ess }}(\xi)=\inf _{k \in \mathbb{R}^{v}}\left(\Sigma_{0}(\xi-k)+\omega(k)\right) \leq \inf _{k \in \mathbb{R}^{v}} \Sigma_{0}(\xi-k)+\sup _{k \in \mathbb{R}^{v}} \omega(k)
$$

which is independent of $\xi$ and bounded under Condition 1.4(ii), and hence $\Sigma_{0}(\cdot)$ is bounded.

Corollary 1.10. Assume Conditions 1.1(i), (ii), 1.2(i), (ii), 1.3(i) and 1.4. Then

$$
\limsup _{|k| \rightarrow \infty} \Sigma_{0}^{(2)}(\xi)-\Sigma_{0}^{(1)}(\xi ; k) \leq 0
$$

Proof. Condition 1.4 implies that either $\lim _{|k| \rightarrow \infty} \omega(k)=\infty$, in which case the result is trivial, or, Condition 1.4(ii) is satisfied, in which case Theorem 1.9 applies. We see that

$$
\begin{aligned}
& \Sigma_{0}^{(2)}(\xi)-\Sigma_{0}^{(1)}(\xi ; k) \\
& \leq \inf _{k^{\prime} \in \mathbb{R}^{v}} \Sigma_{0}\left(\xi-k^{\prime}-k\right)+\omega\left(k^{\prime}\right)+\omega(k)-\left(\Sigma_{0}(\xi-k)+\omega(k)\right) \\
&=\Sigma_{0}^{(1)}(\xi-k)-\Sigma_{0}(\xi-k) \\
&=\Sigma_{\text {ess }}(\xi-k)-\Sigma_{0}(\xi-k) \rightarrow 0,
\end{aligned}
$$

which proves the corollary.

The following proposition ensures that our main result is not an empty statement.

Proposition 1.11. Assume Conditions 1.1(i), (ii), 1.2(i), (ii), 1.3(i), 1.4 with the addition that if $\sup \omega(k)<\infty$ then

$$
2 \liminf _{|k| \rightarrow \infty} \omega(k)>\sup _{k} \omega(k) .
$$

Then, for any $\xi \in \mathbb{R}^{v}$ and $n \geq 1$, we have $\Sigma_{0}^{(n)}(\xi)<\Sigma_{0}^{(n+1)}(\xi)$.
Again, the proof is found in [Møl06b].
Assume Conditions 1.1 (iii), 1.2 (iii) and 1.3(iii), i.e. $\Omega, \omega$ and $v$ are rotation invariant. Then clearly $\Sigma_{0}(\tilde{\xi})$ is rotation invariant and all information can be obtained by the function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ defined by $\sigma(t):=\Sigma_{0}(t u)$, where $u$ is an arbitrary unit vector in $\mathbb{R}^{v}$. We have the following result on $\sigma$, which follows from Theorem 1.8.

Proposition 1.12. Assume Conditions 1.1, 1.2(i), (iii) 1.3(i) and (iii). Then the map $t \mapsto \sigma(t)$ is real analytic on $\left\{t \in \mathbb{R} \mid, t u \in \mathcal{I}_{0}\right\}$.

The proof goes back to [Frö73].
The following threshold set is needed in our argument to make sure that in the proof of the Mourre estimate, Theorem 3.5, we get something positive from the virial-like theorem, Theorem 3.1.

$$
\mathcal{T}_{0}^{(1)}(\xi):=\left\{\lambda \in \mathbb{R} \mid \exists k \in \mathcal{I}_{0}^{(1)}(\xi): \Sigma_{0}^{(1)}(\xi ; k)=\lambda \text { and } \nabla_{k} \Sigma_{0}^{(1)}(\xi ; k)=0\right\} .
$$

Note that $\Sigma_{0}^{(1)}(\tilde{\xi}) \in \mathcal{T}_{0}^{(1)}(\tilde{\xi})$ is a lower bound. We are now ready to prove the following lemma.

Lemma 1.13. Assume Conditions 1.1, 1.2(i), (ii), (iii), (iv), 1.3(i), (iii) and 1.4. Then $\mathcal{T}_{0}^{(1)}(\xi) \cap\left[\Sigma_{0}^{(1)}(\xi), \Sigma_{0}^{(2)}(\xi)\right)$ is at most countable with $\Sigma_{0}^{(2)}(\xi)$ the only possible accumulation point.

Proof. Let $\xi \in \mathbb{R}^{v}$. Assume first that $\xi \neq 0$. If $\nabla_{k} \Sigma_{0}^{(1)}(\xi ; k)=0$ and $\nabla \omega(k) \neq 0$ for some $k$, then it follows from the rotation invariance that $k=\theta \xi$ for some $\theta \in \mathbb{R}$, see [Møl06a, Lemma 3.2]. By analyticity $-\nabla \Sigma_{0}^{(1)}(\xi-\theta \xi)+\nabla \omega(\theta \xi)=0$ can only be true for countably many $\theta$ and hence countably many $k$, with the possible accumulation points at the boundary of $\mathcal{I}_{0}^{(1)}(\xi)$. If $k_{n} \rightarrow k \in \partial \mathcal{I}_{0}^{(1)}(\xi)$, then it follows that $\Sigma_{0}^{(1)}\left(\xi ; k_{n}\right)=\Sigma_{0}\left(\xi-k_{n}\right)+\omega\left(k_{n}\right) \rightarrow \Sigma_{0}^{(1)}(\xi-k)+\omega(k) \geq \Sigma_{0}^{(2)}(\xi)$. Hence the set

$$
\left\{\lambda \in \mathbb{R} \mid \exists k \in \mathcal{I}_{0}^{(1)}(\xi): \nabla_{k} \Sigma_{0}^{(1)}(\xi ; k)=0, \nabla \omega(k) \neq 0 \text { and } \Sigma_{0}^{(1)}(\xi ; k)=\lambda\right\}
$$

is countable with the only possible accumulation points being greater than or equal to $\Sigma_{0}^{(2)}(\xi)$. If $\nabla \omega(k)=0$, then by rotation invariance, $\nabla \omega(t u)=0, t=|k|, u \in \mathbb{R}^{v}$ any unit vector. By analyticity this can only be true for locally finitely many $\left\{t_{n}\right\}$. Clearly, if there are infinitely many $t_{n}$ 's, then $t_{n} \rightarrow \infty$, so Corollary 1.10 implies that the set

$$
\left\{\lambda \in \mathbb{R} \mid \exists k \in \mathcal{I}_{0}^{(1)}(\xi): \nabla \omega(k)=0 \text { and } \Sigma_{0}^{(1)}(\xi ; k)=\lambda\right\}
$$

is countable with all possible accumulation points greater than or equal to $\Sigma_{0}^{(2)}$. Since $\mathcal{T}_{0}^{(1)}$ is contained in the union of these two sets we are done. The case $\xi=0$ can be handled by similar but easier arguments.

### 1.4 The extended space and a partition of unity

We introduce introduce operators $\check{\Gamma}(b): \mathcal{F} \rightarrow \mathcal{F}^{\text {ext }}$, where the extended space $\mathcal{F}^{\text {ext }}$ is the Hilbert space defined by

$$
\mathcal{F}^{\mathrm{ext}}:=\mathcal{F} \otimes \mathcal{F}
$$

and $b=\left(b_{0}, b_{\infty}\right)$ with $b_{0}, b_{\infty} \in \mathcal{B}\left(\mathfrak{h}_{\text {ph }}\right)$ and

$$
\begin{equation*}
b_{0}^{*} b_{0}+b_{\infty}^{*} b_{\infty}=\mathbb{1}_{\mathfrak{h}_{\mathrm{ph}}} . \tag{2.3}
\end{equation*}
$$

We identify $b$ with the bounded operator

$$
\begin{aligned}
b: \mathfrak{h}_{\mathrm{ph}} & \rightarrow \mathfrak{h}_{\mathrm{ph}} \oplus \mathfrak{h}_{\mathrm{ph}} \\
b \psi & =\left(b_{0} \psi, b_{\infty} \psi\right) .
\end{aligned}
$$

It is easy to see that $b^{*}: \mathfrak{h}_{\mathrm{ph}} \oplus \mathfrak{h}_{\mathrm{ph}} \rightarrow \mathfrak{h}_{\mathrm{ph}}$ is given by $b^{*}(\psi, \varphi)=b_{0}^{*} \psi+b_{\infty}^{*} \varphi$. Hence $b^{*} b=b_{0}^{*} b_{0}+b_{\infty}^{*} b_{\infty}$ and (2.3) implies that $\|b\|=1$.

Define $U: \Gamma\left(\mathfrak{h}_{\mathrm{ph}} \oplus \mathfrak{h}_{\mathrm{ph}}\right) \rightarrow \Gamma\left(\mathfrak{h}_{\mathrm{ph}}\right) \otimes \Gamma\left(\mathfrak{h}_{\mathrm{ph}}\right)=\mathcal{F}^{\text {ext }}$ by

$$
\begin{aligned}
U \Omega & =\Omega \otimes \Omega \\
U\left(a^{*}(f, g)\right) & =\left(a^{*}(f) \otimes \mathbb{1}_{\mathcal{F}}+\mathbb{1}_{\mathcal{F}} \otimes a^{*}(g)\right) U
\end{aligned}
$$

and linearity. Since vectors of the form $a^{*}\left(f_{1}\right) \cdots a^{*}\left(f_{n}\right) \Omega$ form a total set in $\mathcal{F}$ and since $U$ preserves the canonical commutation relations, we see that $U$ extends uniquely to a unitary operator, which we also call $U$. Let $b$ be as before. Then it is easy to check that

$$
U d \Gamma(b)=\left(d \Gamma\left(b_{0}\right) \otimes \mathbb{1}_{\mathcal{F}}+\mathbb{1}_{\mathcal{F}} \otimes d \Gamma\left(b_{\infty}\right)\right) U
$$

as an identity on $\Gamma_{\text {fin }}\left(\mathfrak{h}_{\mathrm{ph}} \oplus \mathfrak{h}_{\mathrm{ph}}\right)$. Define $\check{\Gamma}(b)$ by

$$
\begin{aligned}
\check{\Gamma}: \mathcal{F} & \rightarrow \mathcal{F}^{\mathrm{ext}} \\
\check{\Gamma}(b) & =U \Gamma(b)
\end{aligned}
$$

Note that (2.3) implies that $\check{\Gamma}(b)$ is an isometry:

$$
\check{\Gamma}(b)^{*} \check{\Gamma}(b)=\mathbb{1}_{\mathcal{F}} .
$$

We will interpret $\check{\Gamma}(b)$ as a partition of unity. We note that our $\check{\Gamma}$ is a special case of a more general construction, see e.g. [Møl05].

We will use two different choices for $b$. One will be the family $j^{R}, R>1$ given by

$$
j^{R}=\left(j_{0}^{R}, j_{\infty}^{R}\right):=\left(j_{0}(x / R), j_{\infty}(x / R)\right)
$$

where $x=i \nabla_{k}$ and $j_{0}, j_{\infty} \in C^{\infty}\left(\mathbb{R}^{v}\right)$ are real and non-negative and satisfies that $j_{0}(k)=1$ for $|k| \leq 1, j_{0}(k)=0$ for $|k|>2$ and $j_{0}^{2}+j_{\infty}^{2}=1$. By the last condition, (2.3) is satisfied for $b=j^{R}$. The other choice will be the family $J^{r}=\left(\chi_{\{|k|<r\}}, \chi_{\{|k| \geq r\}}\right), 0 \leq r \leq \infty$, where $\chi_{A}$ is the characteristic function of the set $A$. One should think of $\check{\Gamma}\left(j^{R}\right)$ as a decomposition of a state in $\mathcal{F}$ into two parts, one containing the photons near the electron, and one containing photons near infinity. Intuitively, photons near infinity should be more or less non-interacting. Under certain conditions, this is true in a very precise sense, see Corollary 3.3.

If we let

$$
\Phi_{r}(v)=\int_{|k|<r}\left(v(k) a^{*}(k)+\overline{v(k)} a(k)\right) d k
$$

and define $H_{r}(\xi)=H_{0}(\xi)+\Phi_{r}(v)$ for $0 \leq r \leq \infty$, then clearly $H_{r}(\xi)$ is well-defined for $r=0$ and $H_{\infty}(\xi)=H(\xi)$.

We now introduce some operators on $\mathcal{F}^{\text {ext }}$. If $a$ is an essentially selfadjoint operator on $\mathfrak{h}_{\text {ph }}$ with domain $\mathcal{D}(a)$, then

$$
d \Gamma^{\mathrm{ext}}(a)=d \Gamma(a) \otimes \mathbb{1}_{\mathcal{F}}+\mathbb{1}_{\mathcal{F}} \otimes d \Gamma(a)
$$

defines an operator on $\mathcal{F}^{\text {ext }}$ with domain $\mathcal{D}(a) \otimes \mathcal{D}(a)$. If $a$ is essentially self-adjoint, so is $d \Gamma^{\mathrm{ext}}(a)$, and the self-adjoint extension will also be denoted by $d \Gamma^{\text {ext }}(a)$. In particular, we have for $a=\mathbb{1}_{\mathfrak{h}_{\text {ph }}}$

$$
N^{\mathrm{ext}}:=d \Gamma^{\mathrm{ext}}\left(\mathbb{1}_{\mathfrak{h}_{\mathrm{ph}}}\right)=d \Gamma\left(\mathbb{1}_{\mathfrak{h}_{\mathrm{ph}}}\right) \otimes \mathbb{1}_{\mathcal{F}}+\mathbb{1}_{\mathcal{F}} \otimes d \Gamma\left(\mathbb{1}_{\mathfrak{h}_{\mathrm{ph}}}\right)
$$

The extended free Hamiltonian is given by

$$
H_{0}^{\mathrm{ext}}(\xi):=d \Gamma^{\mathrm{ext}}(\omega)+\Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)
$$

and is essentially self-adjoint on $\mathcal{C}_{0}^{\infty} \otimes \mathcal{C}_{0}^{\infty}$. As for $\mathcal{D}, \mathcal{D}^{\text {ext }}:=\mathcal{D}\left(H_{0}^{\text {ext }}(\xi)\right)$ is independent of $\xi$ by Proposition 1.5.

The extended Hamiltonian, which in the spirit of the previous discussion treats photons in the first part of $\mathcal{F}^{\text {ext }}$ as interacting and photons in the second part as non-interacting, is defined as

$$
H^{\mathrm{ext}}(\xi):=H_{0}^{\mathrm{ext}}(\xi)+\Phi(v) \otimes \mathbb{1}_{\mathcal{F}} .
$$

Again by Proposition $1.5, \Phi(v) \otimes \mathbb{1}_{\mathcal{F}}$ is $H_{0}^{\text {ext }}(\xi)$-bounded with relative bound 0 , so $H^{\text {ext }}(\xi)$ is self-adjoint on $\mathcal{D}^{\text {ext }}$ and essentially self-adjoint on $\mathcal{C}_{0}^{\infty} \otimes \mathcal{C}_{0}^{\infty}$. Likewise, we define $H_{r}^{\text {ext }}(\xi)=H_{0}^{\text {ext }}(\tilde{\xi})+\Phi_{r}(v) \otimes \mathbb{1}_{\mathcal{F}}$.

### 1.5 Auxiliary spaces and auxiliary operators

We introduce auxiliary Hilbert spaces for a system consisting of a copy of the original system and a fixed number $\ell$ of non-interacting photons. More precisely we define

$$
\mathcal{H}^{(\ell)}:=\mathcal{F} \otimes \mathcal{F}^{(\ell)} .
$$

As before, we can identify $\mathcal{H}^{(\ell)}=L_{\text {sym }}^{2}\left(\mathbb{R}^{\ell v} ; \mathcal{F}\right)$, where sym indicates that the functions are symmetric under permutations from $S(\ell)$. We extend the notation of second quantization by setting

$$
d \Gamma^{(\ell)}(a)=d \Gamma(a) \otimes \mathbb{1}_{\mathcal{F}^{(\ell)}}+\mathbb{1}_{\mathcal{F}} \otimes d \Gamma(a)_{\mid \mathcal{F}^{(\ell)}}
$$

for a self-adjoint operator $a$. The operator $d \Gamma^{(\ell)}(a)$ is essentially selfadjoint. The auxiliary Hamiltonian is given as

$$
\begin{aligned}
H_{r}^{(\ell)}(\xi) & :=H_{0}^{(\ell)}(\xi)+\Phi_{r}(v) \otimes \mathbb{1}_{\mathcal{F}^{(\ell)}} \text { where } \\
H_{0}^{(\ell)}(\xi) & :=d \Gamma^{(\ell)}(\omega)+\Omega\left(\xi-d \Gamma^{(\ell)}(k)\right)
\end{aligned}
$$

Proposition 1.5 tells us that $\mathcal{D}^{(\ell)}:=\mathcal{D}\left(H_{0}^{(\ell)}(\xi)\right)$ is independent of $\xi$ and that $\Phi_{r}(v) \otimes \mathbb{1}_{\mathcal{F}^{(\ell)}}$ is $H_{0}^{(\ell)}(\xi)$-bounded with relative bound 0 , so $H_{r}^{(\ell)}(\xi)$ is essentially self-adjoint on

$$
\mathcal{C}_{0}^{\infty}(\ell):=\mathcal{C}_{0}^{\infty} \otimes \Gamma^{(\ell)}\left(C_{0}^{\infty}\left(\mathbb{R}^{v}\right)\right)
$$

and self-adjoint on $\mathcal{D}^{(\ell)}$. We abbreviate $H^{(\ell)}(\xi)=H_{\infty}^{(\ell)}(\xi)$.
Define

$$
H_{r}^{(\ell)}(\xi ; k):=H_{r}\left(\xi-\sum_{j=1}^{\ell} k_{j}\right)+\left(\sum_{j=1}^{\ell} \omega\left(k_{j}\right)\right) \mathbb{1}_{\mathcal{F}}
$$

and again we write $H^{(\ell)}(\xi ; k)=H_{\infty}^{(\ell)}(\xi ; k)$ for short. The auxiliary Hamiltonian can then be written as a direct integral representation as

$$
\begin{equation*}
H_{r}^{(\ell)}(\xi)=\int_{\mathbb{R}^{\ell v}}^{\oplus} H_{r}^{(\ell)}(\xi ; k) d k . \tag{2.4}
\end{equation*}
$$

These fiber operators are clearly self-adjoint on $\mathcal{D}$ and essentially selfadjoint on $\mathcal{C}_{0}^{\infty}$. Note that we have

$$
\begin{align*}
\Sigma_{0}^{(\ell)}(\xi, k) & =\inf \left\{\sigma\left(H^{(\ell)}(\xi ; k)\right)\right\} \quad \text { and } \\
\Sigma_{0}^{(\ell)}(\xi) & =\inf \left\{\sigma\left(H^{(\ell)}(\xi)\right)\right\} . \tag{2.5}
\end{align*}
$$

Using this notation, the extended space and the extended Hamiltonian defined in the previous subsection can be written as

$$
\mathcal{F}^{\mathrm{ext}}=\bigoplus_{\ell=0}^{\infty} \mathcal{F} \otimes \mathcal{F}^{(\ell)}=\mathcal{F} \oplus \bigoplus_{\ell=1}^{\infty} \mathcal{F} \otimes \mathcal{F}^{(\ell)}=\mathcal{F} \oplus\left(\bigoplus_{\ell=1}^{\infty} \mathcal{H}^{(\ell)}\right)
$$

and

$$
\begin{equation*}
H_{r}^{\mathrm{ext}}(\xi)=H_{r}(\xi) \oplus\left(\bigoplus_{\ell=1}^{\infty} H_{r}^{(\ell)}(\xi)\right) \tag{2.6}
\end{equation*}
$$

### 1.6 Limiting absorption principle

We briefly recall the definition of the regularity property $C^{k}(A)$ of operators on a Hilbert space $\mathcal{H}$ for a self-adjoint operator $A$ on $\mathcal{H}$ and establish some results regarding this property. Throughout this subsection, $A$ will denote a self-adjoint operator on a separable Hilbert space $\mathcal{H}$.

Definition 1.14. Let $B \in \mathcal{B}(\mathcal{H})$ be a bounded operator and $k \in \mathbb{N}$. We say that $B \in C^{k}(A)$ if, for all $\varphi \in \mathcal{H}$, the map $\mathbb{R} \ni s \mapsto e^{-i s A} B e^{i s A} \varphi \in \mathcal{H}$ is $k$ times continuously differentiable. If $B \in C^{k}(A), B$ is said to be of class $C^{k}(A)$. Let $H$ be a self-adjoint operator on $\mathcal{H}$. If for some (and hence all) $z \in \rho(H),(H-z)^{-1} \in C^{1}(A)$, we say that $H$ is of class $C^{1}(A)$.

The following equivalences are well-known, see e.g. [ABG96].
Proposition 1.15. Let $B \in \mathcal{B}(\mathcal{H})$. The following are equivalent.
(i) $B \in C^{1}(A)$.
(ii) There is a constant $C$ such that for all $\psi, \varphi \in \mathcal{D}(A)$,

$$
|\langle A \psi, B \varphi\rangle-\langle\psi, B A \varphi\rangle| \leq C\|\varphi\|\|\psi\| .
$$

(iii) B maps $\mathcal{D}(A)$ into itself and $A B-B A: \mathcal{D}(A) \rightarrow \mathcal{H}$ extends to a bounded operator on $\mathcal{H}$.
(iv) There exists a core $\mathcal{C}$ for $A$ such that $B \mathcal{C} \subset \mathcal{D}(A)$ and $A B-B A$ extends from $\mathcal{C}$ to a bounded operator on $\mathcal{H}$.

We denote the extension of $A B-B A$ from $\mathcal{D}(A)$ to $\mathcal{H}$ by $[A, B]^{\circ}$.
Proposition 1.16. If $H$ is a self-adjoint operator of class $C^{1}(A)$ and $W_{t}=e^{i t A}$ is the unitary group associated to the self-adjoint operator $A$ and $\psi, \varphi \in \mathcal{D}(H)$, then we have

$$
\left\langle\psi,[H, i A]^{\circ} \varphi\right\rangle=\lim _{s \rightarrow 0} \frac{1}{s}\left(\left\langle H \psi, W_{s} \varphi\right\rangle-\left\langle\psi, W_{s} H \varphi\right\rangle\right) .
$$

The proof is left to the reader.
Definition 1.17. Let $H$ be a self-adjoint operator and $k \in \mathbb{N}$. We say that $H$ is of class $C^{k}(A)$ if $(H-z)^{-1} \in C^{k}(A)$ for some (and hence all) $z \in \rho(H)$.

If $H$ is of class $C^{k}(A)$ it follows that the form $[H, A]$ extends from $\mathcal{D}(A) \cap$ $\mathcal{D}(H)$ to $\mathcal{D}(H)$. This extension is also denoted $[H, A]^{\circ}$.

As mentioned earlier, we will obtain a Mourre estimate and a $C^{2}$ property of our Hamiltonians to prove a version of the limiting absorption principle. We begin by recalling the definition of a Mourre estimate.

Definition 1.18 (Mourre estimate). Let $H \in C^{1}(A)$ for some self-adjoint operator $A$ on a Hilbert space $\mathcal{H}$ and $I$ a bounded, open interval on $\mathbb{R}$. We say that the Mourre estimate holds true for $H$ on $I$ if there exists a $c>0$ and a compact operator $K$ such that

$$
\begin{equation*}
E_{I}(H)[H, i A] E_{I}(H) \geq c E_{I}(H)+K \tag{2.7}
\end{equation*}
$$

as a form on $\mathcal{H}$. We say that the Mourre estimate is strict, if we can choose $K=0$.

Remark 1.19. Assume (2.7) and that $\lambda \in I$ is not an eigenvalue of $H$. Then we can choose an $I^{\prime} \ni \lambda$ and a $c^{\prime}$ such that a strict Mourre estimate holds with $I$ and $c$ replaced by $I^{\prime}$ and $c^{\prime}$, respectively. To see this, pick $I_{n} \subset I, n \in \mathbb{N}$ such that $\lambda \in I_{n}$ and $\left|I_{n}\right| \rightarrow 0$ for $n \rightarrow \infty$. As $\lambda$ is not an eigenvalue of $\mathrm{H}, \mathrm{s}-\lim \left(E_{I_{n}}(H)\right)=0$ and hence $\left\|K E_{I_{n}}(H)\right\| \rightarrow 0$. Choose $I^{\prime}=I_{N}$ for $N$ so large that $\left\|K E_{I_{N}}(H)\right\|<\frac{c}{2}$ and $c^{\prime}=\frac{c}{2}$. If we now sandwich both sides of the inequality (2.7) with $E_{I^{\prime}}$, we easily arrive at the desired inequality.

Remark 1.20. Assume (2.7) and that $H$ is of class $C^{1}(A)$. Then the socalled Virial Theorem, $E_{\lambda}(H)[H, i A]^{\circ} E_{\lambda}(H)=0$, holds by [ABG96, Proposition 7.2.10]. This in turn implies by [ABG96, Corollary 7.2.11] that the total multiplicity of eigenvalues in $I$ is finite.

By the limiting absorption principle, we mean the following.

Definition 1.21 (Limiting absorption principle). Let $H$ and $A$ be selfadjoint operators on the Hilbert space $\mathcal{H}, A$ self-adjoint, $J$ a bounded interval on $\mathbb{R}$ and $s \geq 0$ a non-negative number. We say that the limiting absorption principle holds for $H$ with respect to $(A, J, s)$ if

$$
\sup _{z \in J^{ \pm}}\left\|\langle A\rangle^{-s}(H-z)^{-1}\langle A\rangle^{-s}\right\|<\infty,
$$

where $J^{ \pm}=\{z \in \mathbb{C} \mid \operatorname{Re}(z) \in J, \pm \operatorname{Im}(z)>0\}$.

Note that if the limiting absorption principle holds for an $s_{0}$, then it holds for all $s>s_{0}$. Note that the limiting absorption principle implies absolute continuity of the part of essential spectrum of the operator lying in $J$.

To obtain a version of the limiting absorption principle, it is sufficient to prove a Mourre estimate and a $C^{2}$ property of the Hamiltonian. More precisely the following theorem holds.

Theorem 1.22. Let $H$ be of class $C^{2}(A), I$ an open interval on $\mathbb{R}$ and $s>\frac{1}{2}$. Assume that the strict Mourre estimate holds true for H on I. Then the limiting absorption principle with respect to $(A, J, s)$ holds true for $H$, where $J$ is any compact subinterval of I.

For a proof, see e.g. [GJ06] or [Gér08]. We note that this is a generalization of Mourre's original result, see [Mou81].

Remark 1.23. Mourre assumed a list of technical conditions, among these the condition that $e^{i t A} \mathcal{D}(H) \subset \mathcal{D}(H)$, a condition which is not true in all the cases covered in this work. An example where this condition fails is $v=1, v_{\xi}(k)=C k+b(k)$ and $\Omega(\eta)=\eta^{2}$, where $C=0$ and $b=1$. Calculate on $\mathcal{C}_{0}^{\infty}$

$$
\begin{aligned}
e^{i A_{\tilde{\xi}}}(\xi-d \Gamma(k))^{2} f & =(\xi-d \Gamma(k-1))^{2} e^{i A_{\tilde{\xi}}} f \\
& =(\xi-d \Gamma(k)+N)^{2} e^{i A_{\tilde{\xi}}} f .
\end{aligned}
$$

## 2 Regularity Properties of the Hamiltonian with Respect to a Conjugate Operator

In this section we will define the conjugate operator $A_{\xi}$ and prove that $H_{0}(\tilde{\xi})$ and $H(\xi)$ are of class $C^{2}\left(A_{\xi}\right)$.

### 2.1 A tool for proving the $C^{2}(A)$ property

The following proposition will be used to prove the regularity property of the fiber Hamiltonians.

Proposition 2.1. Let $H_{0}$ be a self-adjoint operator, $V$ a symmetric operator and $C_{0}$ a form on $\mathcal{D}\left(H_{0}\right)$. Write $R_{0}(z)=\left(H_{0}-z\right)^{-1}$ for $z \in \rho\left(H_{0}\right)$ and $\mathcal{H}_{s}$, $-1 \leq s \leq 1$, for the scale of spaces associated to $H_{0}$. Assume that
(i) $\mathcal{C} \subset \mathcal{D}(A) \cap \mathcal{D}\left(H_{0}\right)$ is a core for $H_{0}$ and $A$,
(ii) $\left[H_{0}, i A\right]=C_{0}$ as a form identity on $\mathcal{C}$,
(iii) there exists $z_{0} \in \rho\left(H_{0}\right)$ such that $\left(H_{0}-z_{0}\right) \mathcal{C}$ and $\left(H_{0}-\bar{z}_{0}\right) \mathcal{C}$ are cores for $A$,
(iv) $\left|\left\langle\psi, C_{0} \varphi\right\rangle\right| \leq c\left(\left\|H_{0} \psi\right\|^{2}+\left\|\left|H_{0}\right|^{\frac{1}{2}} \varphi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right)$ for some $c>0$ and all $\psi, \varphi \in \mathcal{C}$.
(v) $V R_{0}(z)^{\frac{1}{2}}$ is bounded,
(vi) $|\langle V \psi, i A \varphi\rangle-\langle A \psi, i V \varphi\rangle| \leq c\left(\left\|H_{0} \psi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right)$ for some $c>0$ and all $\psi, \varphi \in \mathcal{C}$ and
(vii) $V \mathcal{C} \subset \mathcal{D}(A)$.

Then the self-adjoint operator $H=H_{0}+V$ with domain $\mathcal{D}\left(H_{0}\right)$ is of class $C^{1}(A)$ with $H^{\prime}=[H, i A]^{\circ} \in \mathcal{B}\left(\mathcal{H}_{1-t}, \mathcal{H}_{-\frac{1}{2}-t}\right)$ for $0 \leq t \leq \frac{1}{2}$.

Write $C_{V}$ for the $H_{0}$-bounded operator associated with the form [ $V, i A$ ], cf. (vi). Assume furthermore that $D_{0}$ is a form on $\mathcal{D}\left(H_{0}\right)$ and
(viii) $A \mathcal{C} \subset \mathcal{C}$ and $\left[C_{0}, i A\right]=D_{0}$ as a form on $\mathcal{C}$,
(ix) $C_{V} \mathcal{C} \subset \mathcal{D}(A)$ and $\left|\left\langle C_{V} \psi, i A \psi\right\rangle-\left\langle A \psi, i C_{V} \psi\right\rangle\right| \leq c\left(\|H \psi\|^{2}+\|\psi\|^{2}\right)$ for some $c>0$ and all $\psi \in \mathcal{C}$ and
(x) $\left|\left\langle\psi, D_{0} \psi\right\rangle\right| \leq c\left(\left\|H_{0} \psi\right\|^{2}+\|\psi\|^{2}\right)$ for some $c>0$ and all $\psi \in \mathcal{C}$.

Then $H$ is of class $C^{2}(A)$.

Proof. For any $\psi \in\left(H_{0}-\bar{z}_{0}\right) \mathcal{C}, \varphi \in\left(H_{0}-z_{0}\right) \mathcal{C}$,

$$
\left\langle\psi,\left[\left(H_{0}-z_{0}\right)^{-1}, i A\right] \varphi\right\rangle=-\left\langle\left(H_{0}-\bar{z}_{0}\right)^{-1} \psi,\left[H_{0}, i A\right]\left(H_{0}-z_{0}\right)^{-1} \varphi\right\rangle .
$$

Then by (i), (ii) and (iv),

$$
\begin{aligned}
& \left|\left\langle\psi,\left[\left(H_{0}-z_{0}\right)^{-1}, i A\right] \varphi\right\rangle\right| \\
& \quad \leq K\left(\|\psi\|^{2}+\|\varphi\|^{2}+\left\|\left(H_{0}-\bar{z}_{0}\right)^{-1} \psi\right\|^{2}+\left\|\left(H_{0}-z_{0}\right)^{-1} \varphi\right\|^{2}\right) \\
& \quad \leq c\left(\|\psi\|^{2}+\|\varphi\|^{2}\right)
\end{aligned}
$$

for some constant $c>0$. By (iii), this proves that $\left(H_{0}-z_{0}\right)^{-1} \in C^{1}(A)$. Hence $H_{0}$ is of class $C^{1}(A)$ and $\left[H_{0}, i A\right]$ has a unique extension from $\mathcal{D}\left(H_{0}\right) \cap \mathcal{C}(A)$ to a continuous form $\left[H_{0}, i A\right]^{\circ}$ on $\mathcal{D}\left(H_{0}\right)$. By noting that (iv) extends to $\mathcal{D}\left(H_{0}\right)$ and using symmetry and an approximation argument, one sees that $\left[H_{0}, i A\right]^{\circ}=C_{0}$ as an operator in $\mathcal{B}\left(\mathcal{H}_{1-t}, \mathcal{H}_{-\frac{1}{2}-t}\right)$ for $0 \leq t \leq$ $\frac{1}{2}$.

It is clear that (v) implies that $H=H_{0}+V$ is self-adjoint on $\mathcal{D}\left(H_{0}\right)$. Furthermore, it follows that we can choose $z_{1}$ such that $\left\|V R_{0}\left(z_{1}\right)\right\|<1$. We can now write

$$
R\left(z_{1}\right):=\left(H-z_{1}\right)^{-1}=R_{0}\left(z_{1}\right)\left(I+V R_{0}\left(z_{1}\right)\right)^{-1} .
$$

As $C^{1}(A)$ is a subalgebra of $\mathcal{B}(\mathcal{H})$ and as $S \in C^{1}(A)$ and $z$ in the connected component of infinity of $\rho(S)$ implies $(S-z)^{-1} \in C^{1}(A)$ (see [GGM04, Proposition 2.6]), it suffices to show that $V R_{0}\left(z_{1}\right) \in C^{1}(A)$ in order to prove that $H$ is of class $C^{1}(A)$. Calculate for $\psi \in \mathcal{C}, \varphi \in\left(H_{0}-z_{1}\right) \mathcal{C}$

$$
\begin{aligned}
& \left\langle\psi, V R_{0}\left(z_{1}\right) i A \varphi\right\rangle-\left\langle A \psi, i V R_{0}\left(z_{1}\right) \varphi\right\rangle \\
& \quad=\left\langle V \psi, i A R_{0}\left(z_{1}\right) \varphi\right\rangle-\left\langle A \varphi, i V R_{0}\left(z_{1}\right) \varphi\right\rangle-\left\langle\psi, V R_{0}\left(z_{1}\right)\left[H_{0}, i A\right] R_{0}\left(z_{1}\right) \varphi\right\rangle
\end{aligned}
$$

By using that $\left[H_{0}, i A\right]^{\circ} \in \mathcal{B}\left(\mathcal{H}_{1}, \mathcal{H}_{-\frac{1}{2}}\right)$, (v) and (vi), it follows that (2.8) can be bounded by $c\left(\|\psi\|^{2}+\|\psi\|^{2}\right)$ for some $c>0$. Then by (i) and (vii) we may apply Proposition 1.15. It is now easy to see that $H^{\prime} \in$ $\mathcal{B}\left(\mathcal{H}_{1-t}, \mathcal{H}_{-\frac{1}{2}-t}\right)$ for $0 \leq t \leq \frac{1}{2}$.

Write $C_{V}$ for the unique $H_{0}$-bounded operator from $\mathcal{D}\left(H_{0}\right)$ to $\mathcal{H}$ associated with the form $[V, i A]$ on $\mathcal{C}$, cf. (vi). Note that (v) implies that $R(z) V$ can be extended to a bounded operator and that one by an argument similar to the one above can prove that $R(z) V \in C^{1}(A)$ using (viii). We have the identity

$$
\begin{aligned}
{\left[R\left(z_{1}\right), i A\right]^{\circ}=- } & R\left(z_{1}\right) V\left[R_{0}\left(z_{1}\right), i A\right]^{\circ}\left(I+V R_{0}\left(z_{1}\right)\right)^{-1} \\
& -R\left(z_{1}\right) C_{V} R\left(z_{1}\right) \\
& -\left[R_{0}\left(z_{1}\right), i A\right]^{\circ}\left(I+V R_{0}\left(z_{1}\right)\right)^{-1}
\end{aligned}
$$

Note that $R_{0}\left(z_{1}\right)=R_{0}\left(z_{0}\right)\left(\left(z_{0}-z_{1}\right) R_{0}\left(z_{0}\right)-I\right)$. Thus, to show that $H$ is of class $C^{2}(A)$, it suffices to show that $R_{0}\left(z_{0}\right) C_{V} R_{0}\left(z_{0}\right)$ and $\left[R_{0}\left(z_{0}\right), i A\right]$ are in $C^{1}(A)$.

We begin with $\left[R_{0}\left(z_{0}\right), i A\right]^{\circ} \in C^{1}(A)$. Let $\psi \in\left(H_{0}-\bar{z}_{0}\right) \mathcal{C}$ and $\varphi \in$ $\left(H_{0}-z_{0}\right) \mathcal{C}$. Then by the assumptions

$$
\begin{aligned}
\langle\psi, & {\left.\left[R_{0}\left(z_{0}\right), i A\right]^{\circ} i A \varphi\right\rangle+\left\langle A \psi, i\left[R_{0}\left(z_{0}\right), i A\right]^{\circ} \varphi\right\rangle } \\
= & \left\langle\psi, R_{0}\left(z_{0}\right) D_{0} R_{0}\left(z_{0}\right) \varphi\right\rangle \\
& -\left\langle\psi, R_{0}\left(z_{0}\right) C_{0} R_{0}\left(z_{0}\right) C_{0} R_{0}\left(z_{0}\right) \varphi\right\rangle \\
& -\left\langle R_{0}\left(\bar{z}_{0}\right)^{\frac{1}{2}} C_{0} R_{0}\left(\bar{z}_{0}\right) \psi, R_{0}\left(z_{0}\right)^{\frac{1}{2}} C_{0} R_{0}\left(z_{0}\right) \varphi\right\rangle,
\end{aligned}
$$

can be bounded by $c\left(\|\psi\|^{2}+\|\varphi\|^{2}\right)$ for some $c>0$. Hence Proposition 1.15 can be applied and $\left[R_{0}\left(z_{0}\right), i A\right]^{\circ} \in C^{1}(A)$.

By the assumptions, the following form identity on $\left(H_{0}-\bar{z}_{0}\right) \mathcal{C} \times\left(H_{0}-\right.$ $\left.z_{0}\right) \mathcal{C}$ is true,

$$
\begin{aligned}
{\left[R_{0}\left(z_{0}\right) C_{V} R_{0}\left(z_{0}\right), i A\right]=} & R_{0}\left(z_{0}\right) C_{V}\left[R_{0}\left(z_{0}\right), i A\right]^{\circ} \\
& +R_{0}\left(z_{0}\right)\left[C_{V}, i A\right] R_{0}\left(z_{0}\right) \\
& +\left[R_{0}\left(z_{0}\right), i A\right]^{\circ} C_{V} R_{0}\left(z_{0}\right)
\end{aligned}
$$

and again one finds that Proposition 1.15 can be applied.

### 2.2 Definition and self-adjointness of the conjugate operator

We choose the conjugate operator as an operator of the usual form $d \Gamma\left(a_{\xi}\right)$ with $a_{\tilde{\xi}}=\frac{1}{2}\left(v_{\tilde{\xi}} \cdot x+x \cdot v_{\tilde{\xi}}\right)$, where $x:=i \nabla_{k}$ and $v_{\tilde{\xi}}$ is a sufficiently nice vector field. More precisely, we assume that $v_{\xi}$ satisfies the following condition.

Condition 2.2. Let $v_{\tilde{\xi}} \in C^{\infty}\left(\mathbb{R}^{v} ; \mathbb{R}^{v}\right)$. For any multi-index $\alpha,|\alpha| \in\{0,1,2\}$, there exists a constant $c_{\alpha}$ such that $\left|\partial^{\alpha} v_{\tilde{\xi}}(\eta)\right| \leq c_{\alpha}\langle\eta\rangle^{1-|\alpha|}$.

In order to define $A_{\xi}$ as $d \Gamma\left(a_{\xi}\right)$, we need to make sure that $\frac{1}{2}\left(v_{\xi} \cdot x+x \cdot v_{\xi}\right)$ represents a well-defined self-adjoint operator. The following proposition takes care of this and implies the essential self-adjointness of the operator $A_{\xi}:=d \Gamma\left(a_{\xi}\right)$ on $\mathcal{C}_{0}^{\infty}$.

Proposition 2.3. Let $v_{\xi}$ satisfy Condition 2.2. Let $x:=i \nabla$. Then the operator given by $a_{\xi}=\frac{1}{2}\left(v_{\xi} \cdot x+x \cdot v_{\xi}\right)$ is essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$.

Proof. Let $v_{\tilde{\xi}}$ satisfy the assumptions. Then $v_{\tilde{\xi}}$ is globally Lipschitz and hence we can define the flow $\gamma_{s}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ generated by $v_{\xi}$ as the unique solution to the ODE

$$
\frac{d}{d s} \gamma_{s}(k)=v_{\xi}\left(\gamma_{s}(k)\right), \quad \gamma_{0}(k)=k
$$

Then $\gamma(s, k):=\gamma_{s}(k)$ is smooth in $(s, k)$. By differentiating the Jacobian of $\gamma_{s}$ with respect to $s$ we get

$$
\begin{equation*}
\frac{d}{d s} D \gamma_{s}(k)=D v_{\S}\left(\gamma_{s}(k)\right) D \gamma_{s}(k) \tag{2.9}
\end{equation*}
$$

Note also that $D \gamma_{0}(k)=I$ and that $\operatorname{Tr} D v_{\xi}=\nabla \cdot v_{\xi}$. Now differentiating the identity $\operatorname{det} A(s)=\exp \operatorname{Tr} \ln A(s)$, which holds for differentiable, quadratic matrix functions $A$ with $A(0)=1$ when $s$ is sufficiently small, we get

$$
\begin{equation*}
\frac{d}{d s} \operatorname{det} A(s)=\operatorname{Tr}\left(\frac{d}{d s} A(s) A^{-1}(s)\right) \operatorname{det} A(s) \tag{2.10}
\end{equation*}
$$

Hence we see by combining (2.9) and (2.10) that for small $s$

$$
\frac{d}{d s} \operatorname{det} D \gamma_{s}(k)=\nabla \cdot v_{\zeta}\left(\gamma_{s}(k)\right) \operatorname{det} D \gamma_{s}(k), \quad \operatorname{det} D \gamma_{0}(k)=1
$$

This implies that the function $J(s, k)=\operatorname{det} D \gamma_{s}(k)$ is given by

$$
J(s, k)=e^{\int_{0}^{s} \nabla \cdot v_{\xi}\left(\gamma_{t}(k)\right) d t}, \quad s \text { small. }
$$

We will now define a one-parameter group of unitary operators. We begin by setting

$$
\psi_{s}(k)=\sqrt{J(s, k)} \psi\left(\gamma_{s}(k)\right), \quad \psi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)
$$

for $s$ sufficiently small. Clearly, $\psi_{s}$ is again in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Straightforward computations (using the definition of $J$ ) show that $\left(\psi_{s}\right)_{t}=\psi_{s+t}$ and that $\left\|\psi_{s}\right\|=\|\psi\|$. By repeated use of the group property, we extend the definition of $\psi_{s}$ to arbitrary $s$, so the maps $\psi \mapsto \psi_{s}$ extend to a strongly continuous one-parameter group of unitary operators $U_{t}$ on $\mathcal{H}$, essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$.

The calculation

$$
\begin{aligned}
\left.i \frac{d}{d s} \psi_{s}(k)\right|_{s=0} & =\left.\psi(k) i \frac{d}{d s} \sqrt{J(s, k)}\right|_{s=0}+v_{\tilde{\zeta}}(k) \cdot x \psi(k) \\
& =\left(\frac{i}{2} \operatorname{div}\left(v_{\tilde{\zeta}}\right)+v_{\tilde{\zeta}} \cdot x\right) \psi(k)=\frac{1}{2}\left(v_{\tilde{\zeta}} \cdot x+x \cdot v_{\tilde{\zeta}}\right) \psi(k)
\end{aligned}
$$

show that this group is in fact generated by $\frac{1}{2}\left(v_{\tilde{\xi}} \cdot x+x \cdot v_{\tilde{\xi}}\right)$.

Lemma 2.4. Let $a_{\tilde{\xi}}$ be as in Proposition 2.3, and assume Conditions 1.3(i),(ii),(iv) and 2.2. Then $a_{\tilde{\zeta}} v, a_{\xi}^{2} v \in L^{2}\left(\mathbb{R}^{v}\right)$.

Proof. We calculate $-i a_{\xi} v=\frac{1}{2} \operatorname{div}\left(v_{\tilde{\zeta}}\right) v+v_{\xi} \cdot \nabla v$, which clearly is in $L^{2}\left(\mathbb{R}^{v}\right)$ by the assumptions. Similarly

$$
\begin{aligned}
-a_{\xi}^{2} v= & -i a_{\xi}\left(\frac{1}{2} \operatorname{div}\left(v_{\xi}\right) v+v_{\xi} \cdot \nabla v\right) \\
= & \frac{1}{4}\left(\operatorname{div} v_{\xi}\right)^{2} \cdot v+\frac{1}{2}\left(\operatorname{div} v_{\xi}\right) v_{\xi} \cdot \nabla v \\
& +\frac{1}{2} v_{\xi} \cdot\left(\left(\nabla \operatorname{div}\left(v_{\xi}\right)\right) v+\operatorname{div}\left(v_{\xi}\right) \nabla v\right) \\
& \left.+\left\langle v_{\xi^{\prime}}\left(\nabla^{2} v\right) v_{\xi}\right\rangle\right)+\left\langle\left(\nabla v_{\xi}\right) v_{\xi^{\prime}}, \nabla v\right\rangle,
\end{aligned}
$$

where $\nabla^{2} v$ is the Hessian of $v$ and $\nabla v_{\xi}$ is the Jacobian of $v_{\xi}$. It follows from the assumptions that each term is in $L^{2}\left(\mathbb{R}^{v}\right)$.

### 2.3 The $C^{2}\left(A_{\xi}\right)$ property of the Hamiltonian

In this subsection we prove that $H(\xi)$ is of class $C^{2}\left(A_{\xi}\right)$. In fact, we will prove a little more than that. In the following $\mathcal{D}_{s}$ will be used to denote the scale of spaces associated to $H_{0}(\xi)$. Note that by Proposition $1.5 \mathcal{D}_{s}$ is independent of $\xi$, that replacing $H_{0}(\xi)$ with $H(\xi)$ leaves $\mathcal{D}_{s}$ unchanged for $|s| \leq 1$ and that $\mathcal{D}_{1}=\mathcal{D}$.

Proposition 2.5. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv) and 2.2 and that there exists a constants $c_{1}, c_{2}$ and a function $b: \mathbb{R}^{v} \rightarrow \mathbb{R}^{v}$ such that $\|b(k)\| \leq c_{1} \omega(k)$ and $v_{\xi}(k)=c_{2} k+b(k)$. Then the fiber Hamiltonians $H(\xi)$ are of class $C^{2}\left(A_{\xi}\right)$ and

$$
\left[H(\xi), i A_{\xi}\right]^{\circ}=d \Gamma\left(v_{\xi} \cdot \nabla \omega\right)-d \Gamma\left(v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k))-\Phi\left(i a_{\xi} v\right)
$$

is contained in $\mathcal{B}\left(\mathcal{D}, \mathcal{D}_{-\frac{1}{2}}\right) \cap \mathcal{B}\left(\mathcal{D}_{-\frac{1}{2}}, \mathcal{D}\right)$.
Note that the proposition also holds true with $H(\xi)$ and $A_{\xi}$ replaced by $H^{\text {ext }}(\xi)$ and $A_{\xi}^{\text {ext }}$ or $H^{(\ell)}(\xi)$ and $A^{(\ell)}(\xi)$, respectively, by the same arguments. We remark that we do not make use of the result for $c_{2} \neq 0$. However, we have another application in mind that requires $c_{2} \neq 0$.

Proof. We will show this by applying Proposition 2.1 with $H_{0}=H_{0}(\xi)$, $V=\Phi(v), A=A_{\xi}$ and $C_{0}=d \Gamma\left(v_{\xi} \cdot \nabla \omega\right)-d \Gamma\left(v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k))$. Clearly $\Phi(v)$ is symmetric, $C_{0}$ is a form on $\mathcal{D}$ and $H_{0}(\tilde{\xi})$ and $A_{\xi}$ are selfadjoint by Proposition 1.5 and Proposition 2.3, respectively. We choose
$\mathcal{C}_{0}^{\infty}$ as our common core. Note that $\left(H_{0}(\xi)-z\right)^{-1} \mathcal{C}_{0}^{\infty}=\mathcal{C}_{0}^{\infty}$ for any $z \in$ $\rho\left(H_{0}(\xi)\right)$. On $\mathcal{C}_{0}^{\infty}$, the identity

$$
\begin{equation*}
\left[H_{0}(\xi), i A_{\xi}\right]=C_{0} \tag{2.11}
\end{equation*}
$$

holds. Indeed, by noting that $H_{0}(\xi)$ leaves particle sectors invariant and restricting to the $n^{\prime}$ th particle sector $\mathcal{F}^{(n)},(2.11)$ is easily seen by direct computation.

First we show that the following holds:

$$
\begin{equation*}
\exists c>0:\left|v_{\tilde{S}}(k) \cdot \nabla \omega(k)\right| \leq c \omega(k) \tag{2.12}
\end{equation*}
$$

Condition $1.2(\mathrm{v})$ imply that $\|\nabla \omega\|_{\infty}$ is finite and Conditions 1.2(i) and (vi) imply that

$$
\begin{aligned}
\left|v_{\zeta}(k) \cdot \nabla \omega(k)\right| & \leq|c k \cdot \nabla \omega(k)|+|b(k) \cdot \nabla \omega(k)| \\
& \leq\left(c^{\prime}+\|\nabla \omega\|_{\infty}\right) \omega(k)
\end{aligned}
$$

for a suitable constant $c^{\prime}$.
We now show that:

$$
\begin{align*}
& \exists c>0:\left|\left\langle\psi, d \Gamma\left(v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k)) \varphi\right\rangle\right| \\
& \quad \leq c\left(\left\|H_{0}(\xi)^{\frac{1}{2}} \psi\right\|^{2}+\left\|H_{0}(\xi) \varphi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) \tag{2.13}
\end{align*}
$$

First observe that by Condition 1.1(i) and (ii), for any $\eta, \xi \in \mathbb{R}^{v}$ we have

$$
\begin{align*}
|-\eta \cdot \nabla \Omega(\eta)+\xi \cdot \nabla \Omega(\eta)| & \leq \sum_{j=1}^{v}\left(\left|\eta_{j} \partial_{j} \Omega(\eta)\right|+\left|\xi_{j} \partial_{j} \Omega(\eta)\right|\right) \\
& \leq \sum_{j=1}^{v}\left(\left|\eta_{j}\right|+\left|\xi_{j}\right|\right) c\langle\eta\rangle^{s_{\Omega}-1}  \tag{2.14}\\
& \leq c^{\prime}\langle\eta\rangle^{s_{\Omega}} \leq c^{\prime \prime} \Omega(\eta)+c^{\prime \prime \prime}
\end{align*}
$$

where $c, c^{\prime}, c^{\prime \prime}$ and $c^{\prime \prime \prime}$ are suitable constants. Calculate

$$
\begin{aligned}
d \Gamma\left(v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k))= & d \Gamma(C k+b(k)) \cdot \nabla \Omega(\xi-d \Gamma(k)) \\
= & c(d \Gamma(k)-\xi) \cdot \nabla \Omega(\xi-d \Gamma(k)) \\
& +c^{-1} \xi \cdot \nabla \Omega(\xi-d \Gamma(k)) \\
& +d \Gamma(b(k)) \cdot \nabla \Omega(\xi-d \Gamma(k)) .
\end{aligned}
$$

To treat the first two terms, note that (2.14) implies that

$$
\begin{align*}
& \left|\left\langle\psi, c(d \Gamma(k)-\xi) \cdot \nabla \Omega(\xi-d \Gamma(k))+c^{-1} \xi \cdot \nabla \Omega(\xi-d \Gamma(k)) \varphi\right\rangle\right| \\
& \quad \leq c^{\prime}\left(\|\Omega(\xi-d \Gamma(k)) \varphi\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) \tag{2.15}
\end{align*}
$$

for a suitable $c^{\prime}$. To treat the last term, note that

$$
\left.d \Gamma(b(k)) \cdot \nabla \Omega(\xi-d \Gamma(k))\right|_{\mathcal{F}^{(n)}}=\sum_{j=1}^{v} \sum_{i=1}^{n} b\left(k_{i}\right)_{j} \partial_{j} \Omega\left(\xi-\sum_{l}^{n} k_{l}\right)
$$

Condition 1.1(i) and (ii) together implies that there exist constants $c>0$ and $c^{\prime}>0$ such that $\left|\partial_{j} \Omega(\eta)\right|^{2} \leq C\langle\eta\rangle^{2 s_{\Omega}-2} \leq c\langle\eta\rangle^{s_{\Omega}} \leq c^{\prime}\left(|\Omega(\eta)|+c^{\prime}\right)$. Let $\psi, \varphi \in \mathcal{F}^{(n)} \cap \mathcal{C}_{0}^{\infty}$. Then

$$
\begin{align*}
& |\langle\psi, d \Gamma(b(k)) \cdot \nabla \Omega(\xi-d \Gamma(k)) \varphi\rangle| \\
& \quad \leq \sum_{j=1}^{v}\left|\left\langle\partial_{j} \Omega\left(\xi-\sum_{l}^{n} k_{l}\right) \psi, \sum_{i}^{n} b\left(k_{i}\right)_{j} \varphi\right\rangle\right| \\
& \quad \leq c\left\|\left(\Omega\left(\xi-\sum_{l}^{n} k_{l}\right)+c\right)^{\frac{1}{2}} \psi\right\|\left\|\sum_{i}^{n} \omega\left(k_{i}\right)_{j} \varphi\right\| . \tag{2.16}
\end{align*}
$$

As $d \Gamma(\omega)$ and $\Omega(\xi-d \Gamma(k))$ are both bounded from below, this implies that for any $\psi, \varphi \in \mathcal{F}$,

$$
\begin{aligned}
& |\langle\psi, d \Gamma(b(k)) \cdot \nabla \Omega(\xi-d \Gamma(k)) \varphi\rangle| \\
& \quad \leq c\left(\left\|H_{0}(\xi)^{\frac{1}{2}} \psi\right\|^{2}+\left\|H_{0}(\xi) \varphi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right)
\end{aligned}
$$

so (2.15) and (2.16) implies (2.13).
By combining (2.12) and (2.13) and using the semiboundedness we see that

$$
\left|\left\langle\psi,\left[H_{0}(\xi), i A_{\xi}\right] \varphi\right\rangle\right| \leq c\left(\left\|H_{0}(\xi)^{\frac{1}{2}} \psi\right\|^{2}+\left\|H_{0}(\xi) \varphi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) .
$$

That $\Phi(v)\left(H_{0}(\xi)-z\right)^{-\frac{1}{2}}$ is bounded follows from the positive mass assumption and standard arguments.

By Lemma $2.4 i a_{\xi} v \in L^{2}\left(\mathbb{R}^{v}\right)$. This implies that $\Phi(v) \mathcal{C}_{0}^{\infty} \subset \mathcal{D}\left(A_{\xi}\right)$. It also implies that

$$
\begin{aligned}
\left|\left\langle\Phi(v) \psi, i A_{\xi} \varphi\right\rangle-\left\langle A_{\xi} \psi, i \Phi(v) \varphi\right\rangle\right| & =\left|\left\langle\psi, \Phi\left(i a_{\xi} v\right) \varphi\right\rangle\right| \\
& \leq c\left(\left\|H_{0}(\xi) \psi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right)
\end{aligned}
$$

for all $\psi, \varphi \in \mathcal{C}_{0}^{\infty}$, which shows that the first part of Proposition 2.1 is satisfied.

To get the $C^{2}\left(A_{\xi}\right)$ property, let $C_{V}=\Phi(v)$ and

$$
\begin{array}{rl}
D_{0}=d & d\left(\left\langle v_{\xi^{\prime}}\left(\nabla^{2} \omega\right) v_{\xi}\right\rangle\right)+d \Gamma\left(\left\langle\left(\nabla v_{\xi}\right) v_{\xi}, \nabla \omega\right\rangle\right) \\
& +\left\langle d \Gamma\left(v_{\xi}\right), \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma\left(v_{\xi}\right)\right\rangle \\
& -d \Gamma\left(\left(\nabla v_{\xi}\right) v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k)) .
\end{array}
$$

We clearly have that $A_{\tilde{\xi}} \mathcal{C}_{0}^{\infty} \subset \mathcal{C}_{0}^{\infty}$. One may check by direct calculations on each particle sector that $\left[C_{0}, i A\right]=D_{0}$ as a form on $\mathcal{C}_{0}^{\infty}$. That $C_{V} \mathcal{C}_{0}^{\infty} \subset \mathcal{D}(A)$ and $\left|\left\langle C_{V} \psi, i A_{\xi} \psi\right\rangle-\left\langle A \psi, i C_{V} \psi\right\rangle\right| \leq c\left(\|H(\xi) \psi\|^{2}+\|\psi\|^{2}\right)$ for all $\psi \in \mathcal{C}_{0}^{\infty}$ follows from Lemma 2.4.

The rest of the proof deals with showing the inequality

$$
\left|\left\langle\psi, D_{0} \psi\right\rangle\right| \leq c\left(\left\|H_{0} \psi\right\|^{2}+\|\psi\|^{2}\right) .
$$

By Condition 1.2(vii) and the assumption on $v_{\xi}$, we have

$$
\begin{equation*}
\left\langle v_{\xi^{\prime}}\left(\nabla^{2} \omega\right) v_{\xi}\right\rangle \leq c \omega \tag{2.17}
\end{equation*}
$$

for some constant $C$. That

$$
\begin{equation*}
\left\langle\left(\nabla v_{\tilde{\xi}}\right) v_{\tilde{\xi}_{\xi}}, \nabla \omega\right\rangle \leq c \omega \tag{2.18}
\end{equation*}
$$

for a constant $c$ follows by the boundedness of $\nabla v_{\xi}$ and the same arguments as in the proof of (2.12). Likewise, the inequality

$$
\begin{align*}
& \left|\left\langle\psi, d \Gamma\left(\left(\nabla v_{\xi}\right) v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k)) \varphi\right\rangle\right| \\
& \quad \leq c\left(\left\|H_{0}(\xi)^{\frac{1}{2}} \psi\right\|^{2}+\left\|H_{0}(\xi) \varphi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) \tag{2.19}
\end{align*}
$$

can be proved by the same arguments as in the proof of (2.13) and using the boundedness of $\nabla v_{\tilde{\xi}}$.

Calculate

$$
\begin{align*}
&\left\langle d \Gamma\left(v_{\xi}\right)\right.\left., \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma\left(v_{\xi}\right)\right\rangle \\
&= c^{2}\left\langle d \Gamma(k)-\xi, \nabla^{2} \Omega(\xi-d \Gamma(k))(d \Gamma(k)-\xi)\right\rangle  \tag{2.20a}\\
& \quad+c^{2}\left\langle\xi, \nabla^{2} \Omega(\xi-d \Gamma(k)) \xi\right\rangle  \tag{2.20b}\\
& \quad+2 c^{2} \operatorname{Re}\left\langle\xi, \nabla^{2} \Omega(\xi-d \Gamma(k))(d \Gamma(k)-\xi)\right\rangle  \tag{2.20c}\\
& \quad+2 c \operatorname{Re}\left\langle d \Gamma(b(k)), \nabla^{2} \Omega(\xi-d \Gamma(k))(d \Gamma(k)-\xi)\right\rangle \\
& \quad+2 c \operatorname{Re}\left\langle\xi, \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma(b(k))\right\rangle \\
& \quad+\left\langle d \Gamma(b(k)), \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma(b(k))\right\rangle .
\end{align*}
$$

The inequalities $\langle\eta\rangle^{\beta}\left|\partial^{\alpha} \Omega(\eta)\right| \leq c \Omega(\eta)+c^{\prime}$, for $\beta=0,1,2$ and $\alpha$ a multiindex with $|\alpha|=2$, which follows from Condition 1.1(i) and (ii), shows that $\left\langle\eta, \nabla^{2} \Omega(\eta) \eta\right\rangle, \operatorname{Re}\left\langle\eta, \nabla^{2} \Omega(\eta) \xi\right\rangle$ and $\left\langle\xi, \nabla^{2} \Omega(\eta) \xi\right\rangle$ are dominated by $c \Omega(\eta)+c^{\prime}$. This implies that $|\langle\psi, T \varphi\rangle|$ where $T$ is any of the operators (2.20a), (2.20b) or (2.20c) is bounded by $c^{\prime \prime}\left(\|\Omega(\xi-d \Gamma(k)) \varphi\|^{2}+\|\psi\|^{2}+\right.$ $\left.\|\varphi\|^{2}\right)$.

The inequalities $\|b(k)\| \leq c \omega(k)$ and $\left\|\nabla^{2} \Omega(\eta) \eta\right\| \leq c \Omega(\eta)+c^{\prime}$, give that

$$
\begin{aligned}
& \left|\left\langle\psi, \operatorname{Re}\left\langle d \Gamma(b), \nabla^{2} \Omega(\xi-d \Gamma(k))(\xi-d \Gamma(k))\right\rangle \varphi\right\rangle\right| \\
& \quad \leq c\left(\|d \Gamma(\omega) \psi\|^{2}+\|\Omega(\xi-d \Gamma(k)) \varphi\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) .
\end{aligned}
$$

Note that $\left\langle d \Gamma\left(v_{\xi}\right), \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma\left(v_{\xi}\right)\right\rangle$ leaves the particle sectors invariant. Let $\psi, \varphi \in \mathcal{F}^{(n)} \cap \mathcal{C}_{0}^{\infty}$. Then as $s_{\Omega} \leq 2$

$$
\begin{aligned}
\mid\langle\psi, & \left.\left\langle d \Gamma(b(k)), \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma(b(k))\right\rangle \varphi\right\rangle \mid \\
& \leq c\left|\left\langle\psi,\left\langle\sum_{i}^{n} b\left(k_{i}\right), \sum_{j}^{n} b\left(k_{j}\right)\right\rangle \varphi\right\rangle\right| \\
& \leq c^{\prime}\left(\sum_{i=1}^{n}\left\|\omega\left(k_{i}\right) \psi\right\|^{2}+\sum_{j=1}^{n}\left\|b\left(k_{j}\right) \varphi\right\|^{2}\right),
\end{aligned}
$$

which proves that

$$
\begin{aligned}
& \left|\left\langle\psi,\left\langle d \Gamma(b(k)), \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma\left(v_{\xi}\right)\right\rangle \varphi\right\rangle\right| \\
& \quad \leq c\left(\|d \Gamma(\omega) \psi\|^{2}+\|d \Gamma(\omega) \varphi\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) .
\end{aligned}
$$

Finally, we se that $\operatorname{Re}\left\langle\xi, \nabla^{2} \Omega(\eta) d \Gamma(b)\right\rangle$ is bounded by $c \omega$. All in all, we have proved that

$$
\begin{align*}
& \left|\left\langle\psi,\left\langle d \Gamma\left(v_{\xi}\right), \nabla^{2} \Omega(\xi-d \Gamma(k)) d \Gamma\left(v_{\xi}\right)\right\rangle \varphi\right\rangle\right| \\
& \quad \leq c\left(\|d \Gamma(\omega) \psi\|^{2}+\|\Omega(\xi-d \Gamma(k)) \varphi\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right) . \tag{2.21}
\end{align*}
$$

Combining (2.17), (2.18), (2.19) with (2.21), we get the inequality

$$
\left|\left\langle\psi,\left[\left[H_{0}(\xi), i A_{\xi}\right]^{\circ}, i A_{\xi}\right] \varphi\right\rangle\right| \leq c\left(\left\|H_{0}(\xi) \psi\right\|^{2}+\left\|H_{0}(\xi) \varphi\right\|^{2}+\|\psi\|^{2}+\|\varphi\|^{2}\right),
$$

so $H(\xi)$ is of class $C^{2}\left(A_{\xi}\right)$ by Proposition 2.1.

## 3 Mourre Theory and a Limiting Absorption Principle

In this section, we prove a Mourre estimate. The Mourre estimate holds in the energy interval between $\Sigma_{0}^{(1)}(\xi)$ and $\Sigma_{1}^{(1)}(\xi)$ away from the threshold set $\mathcal{T}_{0}^{(1)}(\xi)$ at the bottom of the essential energy-momentum spectrum.

We hope to extend the result to cases where $\omega$ is bounded, so we are able to cover the polaron model. We also wish to extend this result to cover a larger part of the essential spectrum in a future work.

We conclude the section by obtaining a limiting absorption principle, implying absolute continuity of the essential spectrum.

### 3.1 A virial-like theorem

In the following $E_{\lambda, \kappa}$ denotes the characteristic function of the set $[\lambda-$ $\kappa, \lambda+\kappa]$ and $E_{\lambda}$ denotes the characteristic function of $\{\lambda\}$.

Theorem 3.1. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv) and 2.2. Let $\mathcal{O} \subset \mathcal{I}_{0}^{(1)}(\xi)$ be open and $\lambda \in \mathbb{R}$ and $\kappa>0$ be such that
(i) For all $k \in \mathcal{O}$ we have $\Sigma_{1}^{(1)}(\xi ; k)>\lambda+\kappa$
(ii) There exists $k \in \mathcal{O}$ such that $\lambda-\kappa<\Sigma_{0}^{(1)}(\xi ; k)<\lambda+\kappa$

Then

$$
\begin{gather*}
\mathbb{1}_{\mathcal{O}} E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right)\left[H^{(1)}(\xi), i A_{\xi}^{(1)}\right]^{\circ} E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}} \\
=\int_{\mathcal{O}}^{\oplus} v_{\tilde{\zeta}}(k) \cdot \nabla \Sigma_{0}^{(1)}(\xi ; k) \mathbb{1}_{\mathcal{F}} d k E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) \tag{2.22}
\end{gather*}
$$

as an identity on $L^{2}\left(\mathbb{R}^{\nu} ; \mathcal{F}\right)=\mathcal{H}^{(1)}$, where $\mathbb{1}_{\mathcal{O}}=\int_{\mathcal{O}}^{\oplus} \mathbb{1}_{\mathcal{F}} d k$.
Proof. Since $\sigma\left(H^{(1)}(\xi ; k)\right)=\sigma(H(\xi-k))+\omega(k)$ the assumptions on $\mathcal{O}, \lambda$ and $\kappa$ imply that

$$
E_{\lambda, \kappa}\left(H^{(1)}(\xi ; k)\right)=E_{\Sigma_{0}(\xi-k)}(H(\xi-k))=E_{\Sigma_{0}^{(1)}(\xi ; k)}\left(H^{(1)}(\xi ; k)\right)
$$

Since $H^{(1)}(\xi)$ is fibered, $\mathbb{1}_{\mathcal{O}}$ and $E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right)$ commute. In fact,

$$
\begin{align*}
\mathbb{1}_{\mathcal{O}} E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) & =\int_{\mathcal{O}}^{\oplus} E_{\lambda, \kappa}\left(H^{(1)}(\xi ; k)\right) d k=E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}} \\
& =\int_{\mathcal{O}}^{\oplus} E_{\Sigma_{0}^{(1)}(\xi ; k)}\left(H^{(1)}(\xi ; k)\right) d k . \tag{2.23}
\end{align*}
$$

Write $W_{t}^{(1)}=e^{i t A_{\xi}^{(1)}}$ for the unitary group associated to the self-adjoint operator $A_{\xi}^{(1)}$. Then by Proposition 1.16, we have for $\psi^{(1)}, \varphi^{(1)} \in \mathcal{D}^{(1)}$ that

$$
\begin{align*}
& \left\langle\psi^{(1)},\left[H^{(1)}(\xi), i A_{\xi}^{(1)}\right]^{\circ} \varphi^{(1)}\right\rangle \\
& \quad=\lim _{s \rightarrow 0} \frac{1}{s}\left(\left\langle H^{(1)}(\xi) \psi^{(1)}, W_{s}^{(1)} \varphi^{(1)}\right\rangle-\left\langle\psi^{(1)}, W_{s}^{(1)} H^{(1)}(\xi) \varphi^{(1)}\right\rangle\right) \tag{2.24}
\end{align*}
$$

Let $\psi^{(1)}, \varphi^{(1)} \in \operatorname{Ran}\left(E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}}\right)$. We now calculate using (2.23) and (2.4)

$$
\left\langle H^{(1)}(\xi) \psi^{(1)}, W_{s}^{(1)} \varphi^{(1)}\right\rangle
$$

$$
\begin{align*}
& =\left\langle H^{(1)}(\xi) E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}} \psi^{(1)}, W_{s}^{(1)} \varphi^{(1)}\right\rangle \\
& =\left\langle\int_{\mathbb{R}^{\nu}}^{\oplus} H^{(1)}(\xi ; k) d k \int_{\mathcal{O}}^{\oplus} E_{\Sigma_{0}^{(1)}(\xi ; k)}\left(H^{(1)}(\xi ; k)\right) \psi^{(1)}(k) d k, W_{s}^{(1)} \varphi^{(1)}\right\rangle \\
& =\left\langle\int_{\mathcal{O}}^{\oplus} H^{(1)}(\xi ; k) E_{\Sigma_{0}^{(1)}(\xi ; k)}\left(H^{(1)}(\xi ; k)\right) \psi^{(1)}(k) d k, W_{s}^{(1)} \varphi^{(1)}\right\rangle \\
& =\left\langle\int_{\mathcal{O}}^{\oplus} \Sigma_{0}^{(1)}(\xi ; k) E_{\Sigma_{0}^{(1)}(\xi ; k)}\left(H^{(1)}(\xi ; k)\right) \psi^{(1)}(k) d k, W_{s}^{(1)} \varphi^{(1)}\right\rangle \\
& =\left\langle\int_{\mathcal{O}}^{\oplus} \Sigma_{0}^{(1)}(\xi ; k) \mathbb{1}_{\mathcal{F}} d k E_{\lambda, \kappa}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}} \psi^{(1)}, W_{s}^{(1)} \varphi^{(1)}\right\rangle \\
& =\left\langle\mathbb{1}_{\mathcal{F}} \otimes \Sigma_{0}^{(1)}(\xi ; \cdot) \psi^{(1)}, W_{s}^{(1)} \varphi^{(1)}\right\rangle \tag{2.25}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\left\langle\psi^{(1)}, W_{s}^{(1)} H^{(1)}(\tilde{\xi}) \varphi^{(1)}\right\rangle=\left\langle\psi^{(1)}, W_{s}^{(1)} \mathbb{1}_{\mathcal{F}} \otimes \Sigma_{0}^{(1)}(\xi ; \cdot) \varphi^{(1)}\right\rangle \tag{2.26}
\end{equation*}
$$

Let $\chi \in C_{0}^{\infty}\left(\mathcal{I}_{0}^{(1)}(\xi)\right)$ be such that $\chi \equiv 1$ on $\mathcal{O}$. Since $\psi^{(1)}, \varphi^{(1)} \in \operatorname{Ran}\left(\mathbb{1}_{\mathcal{O}}\right)$, multiplication of $\Sigma_{0}^{(1)}(\xi ; \cdot)$ with $\chi$ in (2.25) and (2.26) leaves the expressions invariant. This means that (2.24) equals

$$
\begin{align*}
& \lim _{s \rightarrow 0} \frac{1}{S}\left(\left\langle\mathbb{1}_{\mathcal{F}} \otimes \chi \Sigma_{0}^{(1)}(\tilde{\xi} ; \cdot) \psi^{(1)}, W_{s}^{(1)} \varphi^{(1)}\right\rangle-\left\langle\psi^{(1)}, W_{s}^{(1)} \mathbb{1}_{\mathcal{F}} \otimes \chi \Sigma_{0}^{(1)}(\xi ; \cdot) \varphi^{(1)}\right\rangle\right) \\
& \quad=\left\langle\psi^{(1)},\left[\mathbb{1}_{\mathcal{F}} \otimes \chi \Sigma_{0}^{(1)}(\xi ; \cdot), i A_{\xi}^{(1)}\right]^{\circ} \varphi^{(1)}\right\rangle \tag{2.27}
\end{align*}
$$

if $\mathbb{1}_{\mathcal{F}} \otimes \chi \Sigma_{0}^{(1)}(\xi ; \cdot) \in C^{1}\left(A_{\xi}^{(1)}\right)$. But a simple computation on a core shows that

$$
\begin{align*}
& {\left[\mathbb{1}_{\mathcal{F}} \otimes \chi \Sigma_{0}^{(1)}(\xi ; \cdot), i A_{\xi}^{(1)}\right]} \\
& \quad=\mathbb{1}_{\mathcal{F}} \otimes \chi v_{\xi} \cdot\left(\nabla_{k} \Sigma_{0}^{(1)}\right)(\xi ; \cdot)+\mathbb{1}_{\mathcal{F}} \otimes \Sigma_{0}^{(1)}(\xi ; \cdot) v_{\xi} \cdot(\nabla \chi) \tag{2.28}
\end{align*}
$$

which clearly extends to a bounded operator under the assumed conditions, so Proposition $1.15(\mathrm{v})$ shows that $\mathbb{1}_{\mathcal{F}} \otimes \chi \Sigma_{0}^{(1)}(\xi ; \cdot) \in C^{1}\left(A_{\xi}^{(1)}\right)$. Since $\nabla \chi \equiv 0$ on $\mathcal{O}$, (2.27) reduces to (2.22) when inserting (2.28).

### 3.2 Localization errors

Let $P: \mathcal{F}^{\text {ext }} \rightarrow \mathcal{F}$ be the projection $\mathcal{F}^{\text {ext }}=\mathcal{F} \oplus\left(\oplus_{\ell=1}^{\infty} \mathcal{H}^{(\ell)}\right) \ni(u, v) \mapsto$ $u \in \mathcal{F}$ and $I: \mathcal{F} \rightarrow \mathcal{F}^{\text {ext }}$ the injection $\mathcal{F} \ni u \mapsto(u, 0) \in \mathcal{F} \oplus\left(\oplus_{\ell=1}^{\infty} \mathcal{H}^{(\ell)}\right)$. Define $\check{\Gamma}^{\text {ext }}\left(j^{R}\right): \mathcal{F}^{\text {ext }} \rightarrow \mathcal{F}^{\text {ext }}$ by $\check{\Gamma}^{\text {ext }}\left(j^{R}\right)=\check{\Gamma}\left(j^{R}\right) P$. Note that PI is the identity and that $\check{\Gamma}^{\text {ext }}\left(j^{R}\right) I=\check{\Gamma}\left(j^{R}\right), H I=I H(\xi), A I=I A_{\xi}$ and $\Phi(v) \otimes \mathbb{1}_{\mathcal{F}} I=I \Phi(v)$.

Lemma 3.2. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv) and 2.2. Let $f \in C_{0}^{\infty}(\mathbb{R})$. The following is then true.
(i) $\left[\check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right), f\left(H^{\mathrm{ext}}(\xi)\right)\right]=o_{R}(1)$.
(ii) $\left[f\left(H^{\text {ext }}(\xi)\right)\left[H^{\text {ext }}(\xi), A_{\tilde{\xi}}^{\text {ext }}\right] f\left(H^{\text {ext }}(\xi)\right), \check{\Gamma}^{\text {ext }}\left(j^{R}\right)\right]=o_{R}(1)$.

Proof. We will start by proving the following statements:
(a) $\check{\Gamma}^{\text {ext }}\left(j^{R}\right) f\left(H^{\text {ext }}(\xi)\right): \mathcal{H}^{\text {ext }} \rightarrow \mathcal{D}_{\frac{1}{2}}^{\text {ext }}$ and $f\left(H^{\text {ext }}(\xi)\right) \check{\Gamma}^{\text {ext }}\left(j^{R}\right): \mathcal{D}_{\frac{1}{2}}^{\text {ext* }} \rightarrow \mathcal{H}^{\text {ext }}$ for any $R>1$ and,

$$
\begin{aligned}
& \left(H^{\mathrm{ext}}(\xi)-i\right)^{-\frac{1}{2}}\left[\check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right), H^{\mathrm{ext}}(\xi)\right] f\left(H^{\mathrm{ext}}(\xi)\right)=o_{R}(1) \text { and } \\
& f\left(H^{\mathrm{ext}}(\xi)\right)\left[\check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right), H^{\mathrm{ext}}(\widetilde{\xi})\right]\left(H^{\mathrm{ext}}(\xi)-i\right)^{-\frac{1}{2}}=o_{R}(1)
\end{aligned}
$$

(b) $\left[\check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right), \partial_{\ell} \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)\right] f\left(H^{\mathrm{ext}}(\xi)\right)=o_{R}(1)$.
(c) $f\left(H^{\text {ext }}(\xi)\right)\left[d \Gamma^{\mathrm{ext}}\left(v_{\xi}\right)_{\ell}, \check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right)\right]\left(H_{0}^{\text {ext }}(\xi)-i\right)^{-\frac{1}{2}}=o_{R}(1)$.
(d) $f\left(H^{\mathrm{ext}}(\xi)\right)\left[\Phi\left(i a_{\xi} v\right) \otimes \mathbb{1}_{\mathcal{F}}, \check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right)\right] f\left(H^{\mathrm{ext}}(\xi)\right)=o_{R}(1)$.

We will use the following abbrevations:

$$
\Gamma=\check{\Gamma}^{\mathrm{ext}}\left(j^{R}\right)
$$

$$
A=A_{\tilde{\xi}}^{\mathrm{ext}} \quad \text { and } \quad \Phi^{\mathrm{ext}}(v)=\Phi(v) \otimes \mathbb{1}_{\mathcal{F}}
$$

Also, for notational convenience, we write $M \stackrel{o}{=} N$ if $M=N+o_{R}(1)$.
(a) We only prove half of the statement as the other half follows by a symmetric argument. Note that $(H-i)^{-\frac{1}{2}}\left[\Gamma, H-\Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)\right] f(H)=$ $o_{R}(1)$ by (the proof of) [Møl05, Lemma 3.2]. Hence, to prove the statement, we need only show that $(H-i)^{-\frac{1}{2}}\left[\Gamma, \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)\right] f(H)=o_{R}(1)$. We write, using [Møl05, Lemma 3.6],

$$
\begin{aligned}
& (H-i)^{-\frac{1}{2}}\left[\Gamma, \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)\right] f(H) \\
& \quad=(H-i)^{-\frac{1}{2}}\left[\Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}, \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)\right]\left(N^{\mathrm{ext}}+1\right)^{3} f(H)
\end{aligned}
$$

The commutator $\left[\Gamma\left(N^{\text {ext }}+1\right)^{-3}, \Omega\left(\xi-d \Gamma^{\text {ext }}(k)\right)\right]$ satisfies the assumptions of Theorem A. 3 with $B=\Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}, A=\xi-d \Gamma^{\mathrm{ext}}(k), f_{\lambda}=\Omega, s=s_{\Omega}$, $n_{0}=3$ and $n=2$ so

$$
\begin{aligned}
& {\left[\Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}, \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)\right]} \\
& \quad=\quad \sum_{|\alpha|=1}^{2} \frac{1}{\alpha!} \partial^{\alpha} \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right) \operatorname{ad}_{\xi-d \Gamma^{\mathrm{ext}}(k)}^{\alpha}\left(\Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}\right) \\
& \quad+R_{2}\left(\xi-d \Gamma^{\mathrm{ext}}(k), \Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}\right)
\end{aligned}
$$

Now one can readily verify that

$$
\operatorname{ad}_{d \Gamma^{\operatorname{ext}(k)}}^{\alpha}(\Gamma)_{\mid \mathcal{F}^{(n)} \otimes \mathcal{F}}=U \sum_{\sum \alpha_{i}=\alpha} \frac{\alpha!}{\prod_{i=1}^{n} \alpha_{i}!} \bigotimes_{i=1}^{n}\left(\operatorname{ad}_{k}^{\alpha_{i}}\left(j_{0}^{R}\right), \operatorname{ad}_{k}^{\alpha_{i}}\left(j_{\infty}^{R}\right)\right) P_{\mid \mathcal{F}^{(n)} \otimes \mathcal{F}}
$$

that $\sum_{\sum \alpha_{i}=\alpha} \frac{\alpha!}{\prod_{i} \alpha_{i}!}=n^{|\alpha|}$, that $\operatorname{ad}_{k}^{\alpha_{i}}\left(j_{\#}^{R}\right)=O\left(R^{-\left|\alpha_{i}\right|}\right)$, where the sums are over all ordered sets of multi-indices $\left\{\alpha_{i}\right\}_{i=1}^{n}$ such that $\sum_{i=1}^{n} \alpha_{i}=\alpha$. It follows that ad ${ }_{d \Gamma^{\text {ext }}(k)}^{\alpha}(\Gamma)\left(N^{\text {ext }}+1\right)^{-|\alpha|}=O\left(R^{-|\alpha|}\right)$ and hence that

$$
\begin{aligned}
& \sum_{|\alpha|=1}^{2}\left\|\operatorname{ad}_{\tilde{\xi}-d \Gamma^{\mathrm{ext}}(k)}^{\alpha}\left(\Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}\right)\right\| \\
& \quad+\left\|R_{2}\left(\xi-d \Gamma^{\mathrm{ext}}(k), \Gamma\left(N^{\mathrm{ext}}+1\right)^{-3}\right)\right\|=O\left(R^{-1}\right)
\end{aligned}
$$

As $s_{\Omega} \leq 2,(H-i)^{-\frac{1}{2}} \partial^{\alpha} \Omega\left(\xi-d \Gamma^{\mathrm{ext}}(k)\right)$ is bounded. Hence (a) follows.
By an analogous argument we get (b). The proof of (c) and (d) can be found in the proof of [Møl05, Lemma 3.2].
(i) By symmetry it suffices to show that $f(H) \chi(H) \Gamma \stackrel{0}{=} f(H) \Gamma \chi(H)$ for any $\chi \in C_{0}^{\infty}(\mathbb{R})$, which follows by the identity

$$
f(H) \chi(H) \Gamma=f(H) \Gamma \chi(H)+\int \bar{\partial} \tilde{\chi}(z)(H-z)^{-1} f(H)[\Gamma, H](H-z)^{-1} d z
$$

and (a).
(ii) Choose $\chi \in C_{0}^{\infty}(\mathbb{R})$ such that $f=f \chi$. By (i) and (a) we see that

$$
\begin{aligned}
& f(H)[H, A] f(H) \Gamma \\
&= f(H)[H, A] f(H) \Gamma \chi(H)+f(H)[H, A] f(H) o_{R}(1) \\
& \stackrel{o}{=} f(H)[H, A] \Gamma f(H) \\
&+\int f(H)[H, A] \bar{\partial} \tilde{f}(z)(H-z)^{-1}[\Gamma, H] \chi(H)(H-z)^{-1} d z \\
& \stackrel{o}{=} f(H)[H, A] \Gamma f(H),
\end{aligned}
$$

which this splits into

$$
\begin{align*}
& f(H) d \Gamma^{\mathrm{ext}}\left(v_{\xi} \cdot \nabla \omega\right) \Gamma f(H)  \tag{2.29a}\\
& \quad-f(H) d \Gamma^{\mathrm{ext}}\left(v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k)) \Gamma f(H)  \tag{2.29b}\\
& \quad-f(H) \Phi^{\mathrm{ext}}\left(i a_{\tau} v\right) \Gamma f(H) \tag{2.29c}
\end{align*}
$$

Now by (c)

$$
(2.29 \mathrm{a}) \stackrel{o}{=} f(H) \Gamma d \Gamma^{\mathrm{ext}}\left(v_{\xi} \cdot \nabla \omega\right) f(H)
$$

by (b), (c) and (a)

$$
\begin{aligned}
(2.29 \mathrm{~b}) \stackrel{o}{=} & -f(H) \sum_{\ell=1}^{v} d \Gamma^{\mathrm{ext}}\left(v_{\xi}\right)_{\ell} \Gamma \partial_{\ell} \Omega(\xi-d \Gamma(k)) f(H) \\
= & -f(H) \Gamma d \Gamma^{\mathrm{ext}}\left(v_{\xi}\right) \cdot \nabla \Omega(\xi-d \Gamma(k)) f(H) \\
& -f(H) \sum_{\ell=1}^{v}\left[d \Gamma^{\mathrm{ext}}\left(v_{\xi}\right)_{\ell}, \Gamma\right](H-i)^{-\frac{1}{2}} \partial_{\ell} \Omega(\xi-d \Gamma(k))(H-i)^{\frac{1}{2}} f(H)
\end{aligned}
$$

and by (d)

$$
(2.29 \mathrm{c}) \stackrel{o}{=}-f(H) \Gamma \Phi^{\mathrm{ext}}\left(i a_{\tilde{\mathcal{}}} v\right) f(H) .
$$

Putting this together - and again using (a) and (i) - we see that

$$
\begin{aligned}
(2.29) & \stackrel{o}{=} f(H) \Gamma[H, A] f(H) \\
= & \chi(H) \Gamma f(H)[H, A] f(H) \\
& +\int \bar{\partial} \tilde{f}(z)(H-z)^{-1} \chi(H)[\Gamma, H](H-z)^{-1}[H, A] f(H) d z \\
& \stackrel{o}{=} \Gamma f(H)[H, A] f(H)+o_{R}(1) f(H)[H, A] f(H),
\end{aligned}
$$

as wanted.

We get the following important corollary to (i) and (ii) of Lemma 3.2.
Corollary 3.3. Assume Conditions 1.1(i), (ii), 1.2(i), (v), (vi), 1.3(i), (ii), (iv) and 2.2. Let $f \in C_{0}^{\infty}(\mathbb{R})$. Then

$$
\begin{aligned}
& \text { (i) } \check{\Gamma}\left(j^{R}\right) f(H(\xi))=f\left(H^{\mathrm{ext}}(\xi)\right) \check{\zeta}\left(j^{R}\right)+o_{R}(1) \\
& \text { (ii) } \check{\Gamma}\left(j^{R}\right) f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} f(H(\xi)) \\
& =f\left(H^{\mathrm{ext}}(\xi)\right)\left[H^{\mathrm{ext}}(\xi), i A_{\xi}^{\mathrm{ext}}\right]^{\circ} f\left(H^{\mathrm{ext}}(\xi)\right) \check{\Gamma}\left(j^{R}\right)+o_{R}(1)
\end{aligned}
$$

We note that the first part of this corollary was already proved in [Møl05] in the case $s_{\Omega} \in\{0,1,2\}$. As the assumption of $s_{\Omega}$ being integer is only used in the proof of this result in [Møl05], this new proof implies the validity of the results in [Møl05] for non-integer values of $s_{\Omega}$.

Lemma 3.4. Assume Conditions 1.1(i), (ii), 1.2(i) and 1.3(i). Then

$$
\check{\Gamma}\left(J^{r}\right) f(H(\tilde{\xi}))=f\left(H_{r}^{\mathrm{ext}}(\tilde{\xi})\right) \check{\Gamma}\left(J^{r}\right)+o_{r}(1) .
$$

Proof. Note that

$$
H(\xi)=\check{\Gamma}\left(J^{r}\right)^{*} H_{r}^{\operatorname{ext}}(\xi) \check{\zeta}\left(J^{r}\right)+\int_{|k| \geq r}\left(v(k) a^{*}(k)+\overline{v(k)} a(k)\right) d k
$$

The operator $\check{\Gamma}\left(J^{r}\right) \check{\Gamma}\left(J^{r}\right)^{*}$ projects $\mathcal{F}^{\text {ext }}$ onto $\Gamma\left(L^{2}\left(\Lambda_{r}\right)\right) \otimes \Gamma\left(L^{2}\left(\Lambda_{r}^{\mathrm{C}}\right)\right)$ where $\Lambda_{r}=\left\{k \in \mathbb{R}^{v}| | k \mid<r\right\}$ and it commutes with $H_{r}^{\text {ext }}(\tilde{\xi})$, hence

$$
\check{\Gamma}\left(J^{r}\right) H(\xi)=H_{r}^{\text {ext }}(\xi) \check{\zeta}\left(J^{r}\right)+\check{\Gamma}\left(J^{r}\right) \int_{|k| \geq r}\left(v(k) a^{*}(k)+\overline{v(k)} a(k)\right) d k .
$$

Subtracting $z \check{\Gamma}\left(J^{r}\right)$ on both sides and multiplying with $\left(H_{r}^{\text {ext }}(\xi)-z\right)^{-1}$ and $(H(\xi)-z)^{-1}$ from left respectively right, we get

$$
\begin{aligned}
& \left(H_{r}^{\mathrm{ext}}(\xi)-z\right)^{-1} \check{\Gamma}\left(J^{r}\right)=\check{\Gamma}\left(J^{r}\right)(H(\xi)-z)^{-1} \\
& \quad+\left(H_{r}^{\mathrm{ext}}(\xi)-z\right)^{-1} \check{\Gamma}\left(J^{r}\right) \int_{|k| \geq r}\left(v(k) a^{*}(k)+\overline{v(k)} a(k)\right) d k(H(\xi)-z)^{-1}
\end{aligned}
$$

where the expression on the last line of the equation is $|\mathrm{im} z|^{-2} o_{r}(1)$. The result is now obtained using calculus of almost analytic extensions.

### 3.3 The Mourre estimate

Theorem 3.5 (Mourre Estimate). Assume Conditions 1.1, 1.2(i), (ii), (iii), (iv), (v), (vi), 1.3 and 1.4. Let $\xi \in \mathbb{R}^{v}, \lambda \notin \mathcal{T}_{0}^{(1)}(\xi)$ and suppose that $\Sigma_{0}^{(1)}(\xi)<$ $\lambda<\Sigma_{1}^{(1)}(\xi)$. Then there exist $\kappa>0$ and $c>0$ such that

$$
\begin{equation*}
E_{\lambda, \kappa}(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} E_{\lambda, \kappa}(H(\xi)) \geq c E_{\lambda, \kappa}(H(\xi))+K . \tag{2.30}
\end{equation*}
$$

Proof. Let $v_{\xi}(k)=\chi(k) \nabla_{k} \Sigma_{0}^{(1)}(\xi ; k)$ with $\chi \in C_{0}^{\infty}\left(\mathcal{I}_{0}^{(1)}(\xi)\right)$, see (2.2). Note that the function $k \mapsto \Sigma_{0}^{(1)}(\xi ; k)$ is differentiable in $\mathcal{I}_{0}^{(1)}(\xi)$ by Proposition 1.12 and the assumptions. Clearly the conditions of Proposition 2.5 are satisfied for this choice of $v_{\xi}$, and we get that $H(\xi), H^{\text {ext }}(\xi)$ and $H^{(1)}(\xi)$ are of classes $C^{1}\left(A_{\xi}\right), C^{1}\left(A_{\xi}^{\text {ext }}\right)$ and $C^{1}\left(A_{\xi}^{(1)}\right)$, respectively.

Let $f \in C_{0}^{\infty}\left(\left(\Sigma_{0}^{(1)}(\xi), \Sigma_{1}^{(1)}(\xi)\right)\right)$. Calculate using Corollary 3.3

$$
\begin{align*}
& f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} f(H(\xi)) \\
& \quad=\check{\Gamma}\left(j^{R}\right)^{*} \check{\Gamma}\left(j^{R}\right) f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} f(H(\xi)) \\
& \quad=\check{\Gamma}\left(j^{R}\right)^{*} f\left(H^{\text {ext }}(\xi)\right)\left[H^{\text {ext }}(\xi), i A_{\tilde{\xi}}^{\text {ext }}\right]^{\circ} f\left(H^{\text {ext }}(\xi)\right) \check{\Gamma}\left(j^{R}\right)+o_{R}(1) \tag{2.31}
\end{align*}
$$

In analogy with (2.6), one sees that

$$
\begin{align*}
& f\left(H^{\mathrm{ext}}(\xi)\right)\left[H^{\mathrm{ext}}(\xi), i A_{\tilde{\xi}}^{\mathrm{ext}}\right]^{\circ} f\left(H^{\mathrm{ext}}(\xi)\right) \\
& \quad=\bigoplus_{\ell=0}^{\infty} f\left(H^{(\ell)}(\xi)\right)\left[H^{(\ell)}(\xi), i A_{\xi}^{(\ell)}\right]^{\circ} f\left(H^{(\ell)}(\xi)\right) \tag{2.32}
\end{align*}
$$

where $H^{(0)}(\xi):=H(\xi)$ and $A_{\xi}^{(0)}:=A_{\xi}$. If we insert (2.32) into (2.31) and look at the $\ell=0$ contribution, we get

$$
\begin{align*}
& \Gamma\left(j_{0}^{R}\right)^{*} f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} f(H(\xi)) \Gamma\left(j_{0}^{R}\right)  \tag{2.33}\\
& \quad=\Gamma\left(j_{0}^{R}\right)^{*} f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} g(H(\xi)) f(H(\xi)) \Gamma\left(j_{0}^{R}\right)=B K
\end{align*}
$$

for

$$
\begin{aligned}
& B=\Gamma\left(j_{0}^{R}\right)^{*} f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} g(H(\xi)) \quad \text { and } \\
& K=f(H(\xi)) \Gamma\left(j_{0}^{R}\right)
\end{aligned}
$$

where $g \in C_{0}^{\infty}(\mathbb{R})$ equals 1 on the support of $f$. Note that $B$ is bounded, so to see that $B K$ is compact, it is enough to prove that $K$ is compact. Now by Lemma 3.4

$$
K=\check{\Gamma}\left(J^{r}\right)^{*} f\left(H_{r}^{\mathrm{ext}}(\tilde{\zeta})\right) \check{\Gamma}\left(J^{r}\right) \Gamma\left(j_{0}^{R}\right)+o_{r}(1)
$$

Like before, we split

$$
\begin{align*}
& \check{\Gamma}\left(J^{r}\right)^{*} f\left(H_{r}^{\operatorname{ext}}(\xi)\right) \check{\Gamma}\left(J^{r}\right) \Gamma\left(j_{0}^{R}\right) \\
&=\check{\Gamma}\left(J^{r}\right)^{*} f\left(H_{r}(\xi)\right) \oplus\left(\bigoplus_{\ell=1}^{\infty} \int^{\oplus} f\left(H_{r}^{(\ell)}(\xi ; k)\right) d k\right) \check{\Gamma}\left(J^{r}\right) \Gamma\left(j_{0}^{R}\right) \tag{2.34}
\end{align*}
$$

The operator $\check{\Gamma}\left(J^{r}\right)$ maps $\mathcal{F}$ onto the subset $\Gamma\left(L^{2}\left(\Lambda_{r}\right)\right) \otimes \Gamma\left(L^{2}\left(\Lambda_{r}^{\mathrm{C}}\right)\right) \subset \mathcal{F}^{\text {ext }}$, where again $\Lambda_{r}=\left\{k \in \mathbb{R}^{v}| | k \mid<r\right\}$. We split the subset
$\Gamma\left(L^{2}\left(\Lambda_{r}\right)\right) \otimes \Gamma\left(L^{2}\left(\Lambda_{r}^{\mathrm{C}}\right)\right)=\Gamma\left(L^{2}\left(\Lambda_{r}\right)\right) \oplus\left(\bigoplus_{\ell=1}^{\infty} \Gamma\left(L^{2}\left(\Lambda_{r}\right)\right) \otimes \Gamma^{(\ell)}\left(L^{2}\left(\Lambda_{r}^{\mathrm{C}}\right)\right)\right)$, and $\Gamma\left(L^{2}\left(\Lambda_{r}\right)\right) \otimes \Gamma^{(\ell)}\left(L^{2}\left(\Lambda_{r}^{\mathrm{C}}\right)\right)$ we identify with $L_{\text {sym }}^{2}\left(\left(\Lambda_{r}^{\mathrm{C}}\right)^{\ell} ; \Gamma\left(L^{2}\left(\Lambda_{r}\right)\right)\right)$. Now $H_{r}(\xi)=H(\xi)$ and $H_{r}(\xi ; k)=H(\xi ; k)$ on $\Gamma\left(L^{2}\left(\Lambda_{r}\right)\right)$ and the integrand in (2.34) is killed by $\check{\Gamma}\left(J^{r}\right)$ if $k<r$, so

$$
\begin{equation*}
(2.34)=\check{\Gamma}\left(J^{r}\right)^{*} f\left(H_{r}(\xi)\right) \oplus\left(\bigoplus_{\ell=1}^{\infty} \int_{\left(\Lambda_{r}^{C}\right)^{\ell}}^{\oplus} f\left(H^{(\ell)}(\xi ; k)\right) d k\right) \check{\Gamma}\left(J^{r}\right) \Gamma\left(j_{0}^{R}\right) \tag{2.35}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\Sigma_{1}^{(1)}(\xi) \leq \Sigma_{0}^{(2)}(\xi) \tag{2.36}
\end{equation*}
$$

hence we see that $H^{(\ell)}(\xi ; k) \geq H^{(\ell)}(\xi) \geq \Sigma_{0}^{(\ell)}(\xi) \mathbb{1}_{\mathcal{H}^{(\ell)}} \geq \Sigma_{1}^{(1)} \mathbb{1}_{\mathcal{H}^{(\ell)}}$ for $\ell \geq$ 2, cf. (2.5). It follows that $f\left(H^{(\ell)}(\xi ; k)\right)=0$ for $\ell \geq 2$ and by Corollary 1.10 $r$ can be chosen so large that $f\left(H^{(\ell)}(\xi ; k)\right)=0$ for $\ell=1$ and $|k| \geq r$. The remaining part of (2.35) equals $f\left(H_{r}(\xi)\right) \Gamma\left(\chi_{\Lambda_{r}}\right) \Gamma\left(j_{0}^{R}\right)$, which clearly is compact, hence we see by letting $r \rightarrow \infty$ that $K$ is compact.

By the same argument as above, we only get one more contribution from (2.32), namely

$$
f\left(H^{(1)}(\xi)\right)\left[H^{(1)}(\xi), i A_{\xi}^{(1)}\right]^{\circ} f\left(H^{(1)}(\xi)\right)
$$

Since we have $\Sigma_{0}^{(1)}(\xi) \leq \Sigma_{0}^{(1)}(\xi ; k)$ and $\Sigma_{1}^{(1)}(\xi) \leq \Sigma_{n}^{(\ell)}(\xi ; k)$ for any $n, \ell \geq 1$ while $\Sigma_{0}^{(1)}(\xi)<\lambda<\Sigma_{1}^{(1)}(\xi)$, the only possible solution for $\lambda=\Sigma_{n}^{(\ell)}(\xi ; k)$ is with $n=0$ and $\ell=1$.

Note that (2.36) and Lemma 1.13 implies that locally there are only finitely many points in $\mathcal{T}_{0}^{(1)}(\xi)$ between $\Sigma_{0}^{(1)}(\xi)$ and $\Sigma_{1}^{(1)}(\xi)$.

Let $k_{0} \in \mathbb{R}^{v}$. Assume $\lambda=\Sigma_{0}^{(1)}\left(\xi ; k_{0}\right)$. Then by Lemma 1.13, we can choose a number $\kappa_{k_{0}}$ such that $\operatorname{dist}\left(\lambda, \mathcal{T}_{0}^{(1)} \cup\left\{\Sigma_{0}^{(1)}\right\} \cup\left\{\Sigma_{0}^{(1)}\right\}\right)>\kappa_{k_{0}}>0$ and a neighbourhood $\mathcal{O}_{k_{0}}$ of $k_{0}$ such that the conditions of Theorem 3.1 are satisfied. This implies that

$$
\begin{gather*}
\mathbb{1}_{\mathcal{O}_{0}} E_{\lambda, \kappa_{0}}\left(H^{(1)}(\xi)\right)\left[H^{(1)}(\xi), i A_{\xi}^{(1)}\right]^{\circ} E_{\lambda, \kappa_{0}}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}_{k_{0}}} \\
=\int_{\mathcal{O}_{k_{0}}}^{\oplus} \chi(k)\left|\nabla \Sigma_{0}^{(1)}(\xi ; k)\right|^{2} \mathbb{1}_{\mathcal{F}} d k E_{\lambda, \kappa_{0}}\left(H^{(1)}(\xi)\right) . \tag{2.37}
\end{gather*}
$$

Now assume that $\Sigma_{0}^{(1)}\left(\xi ; k_{0}\right) \neq \lambda$. Then we can choose a number $\kappa_{k_{0}}$ such that $\operatorname{dist}\left(\lambda, \mathcal{T}_{0}^{(1)} \cup\left\{\Sigma_{0}^{(1)}\right\} \cup\left\{\Sigma_{0}^{(1)}\right\}\right)>\kappa_{k_{0}}>0$ and a neighbourhood $\mathcal{O}_{k_{0}}$ of $k_{0}$ such that $\mathbb{1}_{\mathcal{O}_{k_{0}}} E_{\lambda, \kappa_{0}}\left(H^{(1)}(\xi)\right)=0$. Then the following trivially holds, e.g. with $c_{k_{0}}=1$.

$$
\begin{align*}
& \mathbb{1}_{\mathcal{O}_{k_{0}}} E_{\lambda, \kappa_{k_{0}}}\left(H^{(1)}(\xi)\right)\left[H^{(1)}(\xi), i A_{\tilde{\xi}}^{(1)}\right]^{\circ} E_{\lambda, \kappa_{k_{0}}}\left(H^{(1)}(\xi)\right) \mathbb{1}_{\mathcal{O}_{k_{0}}}  \tag{2.38}\\
& \quad \geq c_{k_{0}} \mathbb{1}_{\mathcal{O}_{k_{0}}} E_{\lambda, \kappa_{k_{0}}}\left(H^{(1)}(\xi)\right) .
\end{align*}
$$

In the Corollary 1.10 argument given above, we found an $r$ such that if $|k| \geq r$ then $f\left(H^{(1)}(\xi ; k)\right)=0$. As $\Lambda_{r}$ is compact, there exists a finite cover $\cup_{k \in F} \mathcal{O}_{k}$ of $\Lambda_{r}$.

Let $\kappa=\frac{1}{2} \min _{k \in F}\left\{\kappa_{k}\right\}$ and $X=\left\{k \in \mathbb{R}^{v} \mid \Sigma_{0}^{(1)}(\xi ; k) \in[\lambda-\kappa, \lambda+\kappa]\right\}$. Then we have $X \subset \mathcal{I}_{0}^{(1)}(\xi)$ and again Corollary 1.10 gives compactness of $X$. Choose $\chi \in C_{0}^{\infty}\left(\mathcal{I}_{0}^{(1)}(\xi)\right)$ such that $\chi=1$ on $X$. For this $\chi$, (2.37) implies that for all $k_{0} \in F$ for which $\Sigma_{0}^{(1)}\left(\xi ; k_{0}\right)=\lambda$ there exists a $c_{k_{0}}>0$ such that (2.38) holds.

If we now take $c=\frac{1}{2} \min _{k \in F}\left\{c_{k}\right\}$, multiply both sides of (2.38) from left and right with $E_{\lambda, 2 \kappa}\left(H^{(1)}(\xi)\right)$, then it follows that

$$
\begin{align*}
& E_{\lambda, 2 \kappa}\left(H^{(1)}(\xi)\right)\left[H^{(1)}(\xi), i A_{\xi}^{(1)}\right]^{\circ} E_{\lambda, 2 \kappa}\left(H^{(1)}(\xi)\right)  \tag{2.39}\\
& \quad \geq 2 c E_{\lambda, 2 \kappa}\left(H^{(1)}(\xi)\right) .
\end{align*}
$$

Choose now an $f \in C_{0}^{\infty}((\lambda-2 \kappa, \lambda+2 \kappa) ;[0,1])$ such that $E_{\lambda, \kappa} \leq f \leq E_{\lambda, 2 \kappa}$. Then we get by inserting (2.33) and (2.39) into (2.31) via (2.32) that

$$
\begin{align*}
& f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} f(H(\xi)) \\
& \quad \geq 2 c \check{\Gamma}\left(j^{R}\right) f\left(H^{e x t}(\xi)\right)^{2} \check{\Gamma}\left(j^{R}\right)+o_{R}(1)+K  \tag{2.40}\\
& \quad \geq 2 c f(H(\xi))^{2}+o_{R}(1)+K .
\end{align*}
$$

Now choose $R$ so large that $\left\|o_{R}(1)\right\| \leq c$ and sandwich both ends of (2.40) with $E_{\lambda, \kappa}(H(\xi))$, then we get

$$
\begin{aligned}
& E_{\lambda, \kappa}(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} E_{\lambda, \kappa}(H(\xi)) \\
& \quad=E_{\lambda, \kappa}(H(\xi)) f(H(\xi))\left[H(\xi), i A_{\xi}\right]^{\circ} f(H(\xi)) E_{\lambda, \kappa}(H(\xi)) \\
& \quad \geq 2 c E_{\lambda, \kappa}(H(\xi))\left(f(H(\xi))^{2}+o_{R}(1)+K\right) E_{\lambda, \kappa}(H(\xi)) \\
& \quad \geq c E_{\lambda, \kappa}(H(\xi))+E_{\lambda, \kappa}(H(\xi)) K E_{\lambda, \kappa}(H(\xi)),
\end{aligned}
$$

which is of the form (2.30).

### 3.4 The limiting absorption principle

Theorem 3.6. Assume Conditions 1.1, 1.2, 1.3 and 1.4. Let $\xi \in \mathbb{R}^{v}$ and $J \subset\left(\inf \sigma_{\text {ess }}(H(\xi)), \Sigma_{1}^{(1)}(\xi)\right) \backslash\left(\mathcal{T}_{0}^{(1)}(\xi) \cup \mathcal{E}(\xi)\right)$ be closed, where $\mathcal{E}(\xi)$ denotes the set of eigenvalues of $H(\xi)$, and $s>\frac{1}{2}$. Then

$$
\sup _{z \in J^{ \pm}}\left\|\left\langle A_{\xi}\right\rangle^{-s}(H(\xi)-z)^{-1}\left\langle A_{\xi}\right\rangle^{-s}\right\|<\infty
$$

where $J^{ \pm}=\{z \in \mathbb{C} \mid \operatorname{Re}(z) \in J, \pm \operatorname{Im}(z)>0\}$.
Note that $\mathcal{E}(\xi)$ is also locally finite in $\left(\inf \sigma_{\text {ess }}(H(\xi)), \Sigma_{1}^{(1)}(\xi)\right)$.

Proof. By Remark 1.19, Theorem 3.5 and Proposition 2.5 with $v_{\zeta}$ chosen as in the proof of Theorem 3.5, Theorem 1.22 is applicable.

Combined with the results of [FMSa], [FMSb] and [MW], Theorem 3.6 implies the following.

Corollary 3.7. Assume Conditions 1.2, 1.3 and 1.4 and that $\Omega(\eta)=\frac{\eta^{2}}{2 M}$. Then

$$
\left\{(\xi, \lambda) \in \mathbb{R}^{v+1} \mid \Sigma_{\text {ess }}(\xi) \leq \lambda \leq \Sigma_{0}^{(1)}(\xi), \lambda \in \mathcal{E}(\xi) \cup \Theta(\xi)\right\}
$$

is closed and $\mathcal{E}(\xi) \cup \Theta(\xi) \cap\left[\Sigma_{\text {ess }}(\xi), \Sigma_{0}^{(1)}(\xi)\right]$ is at most countable.

## A A Taylor-like Expansion of $\left[B, f\left(A_{1}, \ldots, A_{v}\right)\right]$

We now recall a result from [Ras].
In the following, $A=\left(A_{1}, \ldots, A_{v}\right)$ is a vector of self-adjoint, pairwise commuting operators acting on a Hilbert space $\mathcal{H}$, and $B \in \mathcal{B}(\mathcal{H})$ is a bounded operator on $\mathcal{H}$. We shall use the notion of $B$ being of class $C^{n_{0}}(A)$ introduced in [ABG96]. For notational convenience, we adobt the following convention: If $0 \leq j \leq v$, then $\delta_{j}$ denotes the multi-index $(0, \ldots, 0,1,0, \ldots, 0)$, where the 1 is in the $j$ 'th entry.

Definition A.1. Let $n_{0} \in \mathbb{N} \cup\{\infty\}$. Assume that the multi-commutator form defined iteratively by $\operatorname{ad}_{A}^{0}(B)=B$ and $\operatorname{ad}_{A}^{\alpha}(B)=\left[\operatorname{ad}_{A}^{\alpha-\delta_{j}}(B), A_{j}\right]$ as a form on $\mathcal{D}\left(A_{j}\right)$, where $\alpha \geq \delta_{j}$ is a multi-index and $1 \leq j \leq v$, can be represented by a bounded operator also denoted by $\operatorname{ad}_{A}^{\alpha}(B)$, for all multi-indices $\alpha,|\alpha|<n_{0}+1$. Then $B$ is said to be of class $C^{n_{0}}(A)$ and we write $B \in C^{n_{0}}(A)$.

Remark A.2. The definition of $\operatorname{ad}_{A}^{\alpha}(B)$ does not depend on the order of the iteration since the $A_{j}$ are pairwise commuting. We call $|\alpha|$ the degree of $\operatorname{ad}_{A}^{\alpha}(B)$.

In the following, $\mathcal{H}_{A}^{s}:=D\left(|H|^{s}\right)$ for $s \geq 0$ will be used to denote the scale of spaces associated to $A$. For negative $s$, we define $\mathcal{H}_{A}^{s}:=\mathcal{H}_{A}^{s}{ }^{*}$.

Theorem A.3. Assume that $B \in C^{n_{0}}(A)$ for some $n_{0} \geq n+1 \geq 1,0 \leq t_{1} \leq$ $n+1,0 \leq t_{2} \leq 1$ and that $\left\{f_{\lambda}\right\}_{\lambda \in I}$ satisfies

$$
\forall \alpha \exists C_{\alpha}:\left|\partial^{\alpha} f_{\lambda}(x)\right| \leq C_{\alpha}\langle x\rangle^{s-|\alpha|}
$$

uniformly in $\lambda$ for some $s \in \mathbb{R}$ such that $t_{1}+t_{2}+s<n+1$. Then

$$
\left[B, f_{\lambda}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} f_{\lambda}(A) \operatorname{ad}_{A}^{\alpha}(B)+R_{\lambda, n}(A, B)
$$

as an identity on $\mathcal{D}\left(\langle A\rangle^{s}\right)$, where $R_{\lambda, n}(A, B) \in \mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}}, \mathcal{H}_{A}^{t_{1}}\right)$ and there exist a constant $C$ independent of $A, B$ and $\lambda$ such that

$$
\left\|R_{\lambda, n}(A, B)\right\|_{\mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}}, \mathcal{H}_{A}^{t_{1}}\right)} \leq \underset{|\alpha|=n+1}{C}\left\|\operatorname{ad}_{A}^{\alpha}(B)\right\| .
$$
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#### Abstract

Time-dependent scattering theory for a large class of translation invariant models, including the Nelson and Polaron models, restricted to the vacuum and one-particle sectors is studied. Asymptotic completeness of these Hamiltonians is shown. The translation


invariance imply that the Hamiltonian is fibered with respect to the total momentum. On the way to asymptotic completeness we determine the spectral structure of the fiber Hamiltonians, establish a Mourre estimate and derive a geometric asymptotic completeness statement as an intermediate step.
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## 1 Introduction and motivation

In this paper, we study the spectral and scattering theory of a class of Hamiltonians that arise when one restricts e.g. the Nelson or Polaron model to the subspace of at most one field particle. As our results are valid for both models, we will use the term "field particles" rather than photons or phonons, and in the same spirit, we will use the term "matter particle" rather than electron or positron.

In [MR], two of the authors prove a Mourre estimate and $C^{2}$ regularity for the full model, with respect to a suitably chosen conjugate operator. The estimate holds in the part of the energy-momentum spectrum lying between the bottom of the essential energy-momentum spectrum and either the two-body threshold, if there are no exited isolated mass shells, or the one-body threshold pertaining to the first exited isolated mass shell, if it exists. This is a natural first step for scattering theory. As the full model in that energy-momentum regime is expected to resemble the model with at most one field particle in many aspects, the scattering theory of the cut-off model is of obvious interest. We note that in [GJY03], the spectral and scattering theory of the massless Nelson model is studied, and that the stationary methods used there would to some extend also work on the class of models considered here. However, the scattering theory in [GJY03] is obtained via a Kato-Birman argument, a method one cannot hope to work on the full model.

In recent years a lot of effort was put into investigating the spectral and scattering theory of various models of quantum field theory (see among many other papers [Amm00], [AMZ05], [DG99], [FGS04], [FGS08], [Gér96], [Piz03], [Spo04] and references therein). Substantial progress was made by applying methods originally developed in the study of N -particle Schrödinger operators namely the Mourre positive commutator method and the method of propagation observables to study the behavior of the unitary group $e^{-i t H}$ for large times. Up to now, the most complete
results on the scattering theory for these models have only been available for models where the translation invariance is broken [Amm00], [DG99], [Gér96], [Piz03], [Spo04], or for small coupling constants [FGS04]. In fact the only asymptotic completeness result valid for arbitrary coupling strength, in time-dependent scattering theory of translation invariant models known to us are variations of the $N$-body problem, where the dispersion relations are of the non-relativistic form $\frac{p^{2}}{M}$. Our results hold for a large class of dispersion relations, including a combination of the relativistic and non-relativistic choices.

In order to appreciate the difficulties associated with proving asymptotic completeness for translation invariant models of QFT, we explain the structure of scattering channels. If a system starts in a scattering state at total momentum $\xi$ and energy $E$, it will emit field particles with momenta $k_{1}, \ldots, k_{n}$ until the remaining interacting system reaches a a total momentum $\xi^{\prime}$ and an eigenvalue $E^{\prime}\left(\xi^{\prime}\right)$ for the Hamiltonian at total momentum $\xi^{\prime}$. In order to conserve energy and momentum we must have $\xi=\xi^{\prime}+k_{1}+\cdots+k_{n}$ and $E=E^{\prime}\left(\xi^{\prime}\right)+\omega\left(k_{1}\right)+\cdots+\omega\left(k_{n}\right)$, where $\omega$ is the dispersion relation for the field.

That is, the scattering channels are labeled by bound states at momenta $\xi^{\prime}$ and the number of emitted field particles $n$, under the constraint of conservation of energy and total momentum. The resulting bound particle will not be at rest but rather move according to a dispersion relation which is in fact the eigenvalue band, or mass shell, to which it belongs. This band may a priori be an isolated mass shell or an embedded one. If one wants to capture the behaviour of scattering states through a Mourre estimate, then one needs to build into a conjugate operator the dynamics of all the mass shells that appear in the available channels. This is a difficult task. The thresholds at total momentum $\xi$ are energies $E$ that has a scattering channel with the property that the bound state and the emitted field particles do not separate over time.

When introducing a number cutoff in the model, one simplifies the situation in that the scattering channels are now labeled by bound states of Hamiltonians with strictly fewer field particles. In particular in our case, we can label the scattering channels by mass shells of the Hamiltonian on the vacuum sector, which are easily understood. Indeed, there is in fact only one mass shell and it is identical to the matter dispersion relation $\Omega$.

Finally, we will briefly outline the contents of this paper. In Section 2 we introduce the model in details and state our main result, the asymptotic completeness. In Section 3 we briefly go through the spectral theory for the fiber Hamiltonians, in particular we prove an HVZ theorem, a Mourre estimate, absence of singular continuous spectrum and a semi-
continuity statement about the Mourre estimate. In Section 4 we prove the following propagation estimates: A large velocity estimate, a phase-space propagation estimate, an improved phase-space propagation estimate and a minimal velocity estimate. These form the technical foundation for Section 5, where we introduce the asymptotic observable, the spaces of asymptotically bound resp. free particles, the wave operators and prove asymptotic completeness via so-called geometric asymptotic completeness.

## 2 The model and the result

The Hilbert space for the Hamiltonian is

$$
\mathcal{H}=L^{2}\left(\mathbb{R}^{v}, \mathrm{~d} y\right) \otimes\left(\mathbb{C} \oplus L^{2}\left(\mathbb{R}^{v}, \mathrm{~d} x\right)\right)=L^{2}\left(\mathbb{R}^{v}, \mathrm{~d} y\right) \oplus L^{2}\left(\mathbb{R}^{2 v}, \mathrm{~d} x \mathrm{~d} y\right)
$$

where $v \in \mathbb{N}$. We write $D_{x}=-\mathrm{i} \nabla_{x}, D_{y}=-\mathrm{i} \nabla_{y}$ for the respective momentum operators. The Hamiltonian we wish to study the spectral and scattering theory of is given by

$$
H=H_{0}+V=\left(\begin{array}{cc}
\Omega\left(D_{y}\right) & 0 \\
0 & \Omega\left(D_{y}\right)+\omega\left(D_{x}\right)
\end{array}\right)+\left(\begin{array}{cc}
0 & v^{*} \\
v & 0
\end{array}\right)
$$

where

$$
\left(v u_{0}\right)(x, y)=\rho(x-y) u_{0}(y) \quad \text { and } \quad\left(v^{*} u_{1}\right)(x)=\int \rho(x-y) u_{1}(x, y) d y
$$

for some $\rho \in L^{2}\left(\mathbb{R}^{v}\right)$. Here $\Omega$ is the dispersion relation for the matter particle, $\omega$ the dispersion relation for the field particles and $\rho$ a coupling function. One may view it as the translation invariant Nelson or Polaron model restricted to the subspace with at most one field particle, depending on the choice of dispersion relations.

The coupling function will be assumed to satisfy a short-range condition which implies a UV-cutoff (see Condition 2.3). We work with more general dispersion relations $\omega$ and $\Omega$ than $\omega(k)=\sqrt{k^{2}+m^{2}}$ or $\omega(k)=\omega_{0}>0$ and $\Omega(\eta)=\eta^{2} / 2 M$ respectively (see Conditions 2.1 and 2.2 for details). As the infrared problem is not present in this model due to the finite number of field particles, the mass of the field particle is not important. However, the singular behavior of the dispersion relation $\omega(k)=|k|$ at $k=0$ makes this choice fall outside of what can be handled in this treatment, although it seems likely that one with minor adjustments may include this case in the same framework. For a treatment of the case where $\Omega(\eta)=\frac{1}{2} \eta^{2}$ and $\omega(k)=|k|$, see [GJY03].

The operator $H$ commutes with the operator of total momentum, $\mathrm{P}=\left(\begin{array}{cc}D_{y} & 0 \\ 0 & D_{x}+D_{y}\end{array}\right)$, and hence $H$ is fibered, $H=U^{-1} \int_{\mathbb{R}^{v}}^{\oplus} H(P) \mathrm{d} P U$, where

$$
U\left(u_{0}, u_{1}\right)(x, y)=\left(u_{0}(y), u_{1}(y, x+y)\right)
$$

and

$$
H(P)=H_{0}(P)+\tilde{V}=\left(\begin{array}{cc}
\Omega(P) & 0 \\
0 & \Omega\left(P-D_{x}\right)+\omega\left(D_{x}\right)
\end{array}\right)+\left(\begin{array}{cc}
0 & \langle\rho| \\
|\rho\rangle & 0
\end{array}\right),
$$

where $\langle\cdot|$ and $|\cdot\rangle$ denote the Dirac brackets. The fiber Hamiltonians are operators on the Hilbert space $\mathcal{K}=\mathbb{C} \oplus L^{2}\left(\mathbb{R}^{v}\right)$.

The precise assumptions on $\Omega, \omega$ and $\rho$ are given below.
Condition 2.1 (Matter particle dispersion relation). Let $\Omega \in C^{\infty}\left(\mathbb{R}^{v}\right)$ be a non-negative, real-analytic and rotation invariant ${ }^{1}$ function. There exists $s_{\Omega} \in[0,2]$ such that $\Omega$ satisfies:
(i) There is a $C>0$ such that $\Omega(\eta) \geq C^{-1}\langle\eta\rangle^{s_{\Omega}}-C$.
(ii) For any multi-index $\alpha$ there is a $C_{\alpha}>0$ such that $\left|\partial^{\alpha} \Omega(\eta)\right| \leq$ $C_{\alpha}\langle\eta\rangle^{s_{\Omega}-|\alpha|}$.

Note that this assumption is satisfied by the standard non-relativistic and relativistic choices, $\Omega(\eta)=\frac{\eta^{2}}{2 M}$ and $\Omega(\eta)=\sqrt{\eta^{2}+M^{2}}$.
Condition 2.2 (Field particle dispersion relation). Let $\omega \in C^{\infty}\left(\mathbb{R}^{v}\right)$ be non-negative, real-analytic, rotation invariant and satisfy:
(i) For any multi-index $\alpha$ with $|\alpha| \geq 1$, we have $\sup _{k \in \mathbb{R}^{v}}\left|\partial^{\alpha} \omega(k)\right|<\infty$.
(ii) If $s_{\Omega}=0$, then $\omega(k) \rightarrow \infty$ as $|k| \rightarrow \infty$.

This is satisfied e.g. for $\omega(k)=\sqrt{k^{2}+m^{2}}, m \neq 0$, and if $s_{\Omega} \neq 0$, also for the Polaron ${ }^{2}, \omega(k)=\omega_{0}$.

Condition 2.3 (Coupling function). Let $\rho \in L^{2}\left(\mathbb{R}^{v}\right)$ be rotation invariant and satisfy that
(i) $\hat{\rho} \in C^{2}\left(\mathbb{R}^{v}\right)$.
(ii) $\langle\cdot\rangle|\nabla \hat{\rho}|, \partial_{j} \hat{\rho},\langle\cdot\rangle\left\|\nabla^{2} \hat{\rho}\right\| \in L^{2}\left(\mathbb{R}^{v}\right)$.
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(iii) There exist constants $C, \mu>0$ such that $|\rho(x)| \leq C\langle x\rangle^{-1-\frac{v}{2}-\mu}$.

Condition 2.3 (iii) is the so-called short-range condition. Note that it implies that for $J \in C^{\infty}\left(\mathbb{R}^{v}\right)$ with support away from 0 , we have

$$
\begin{equation*}
\left|\rho(x) J\left(\frac{x}{t}\right)\right|=O\left(t^{-1-\mu}\right) \tag{3.1}
\end{equation*}
$$

For the rest of this paper, Conditions $2.1,2.2$ and 2.3 will tacitly be assumed to be fulfilled, and under this assumption, our main result will be the following

Theorem 2.4 (Asymptotic completeness). The wave operator

$$
W^{+}=\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} P^{+}\left(H_{0}\right)
$$

exists, where $P^{+}\left(H_{0}\right)$ is the projection onto $\{0\} \oplus L^{2}\left(\mathbb{R}^{2 v}\right)$, and the system is asymptotically complete:

$$
\operatorname{Ran} W^{+}=\mathcal{H}_{\mathrm{bd}}{ }^{\perp}
$$

where $\mathcal{H}_{\mathrm{bd}}=U^{-1} \int_{\mathbb{R}^{\nu}}^{\oplus} \mathbb{1}_{\mathrm{pp}}(H(P)) \mathrm{d}$ PUH .
Remark 2.5. That $P \mapsto \mathbb{1}_{\mathrm{pp}}(H(P))$ is weakly - and hence strongly - measurable follows from an application of the RAGE theorem, [CFKS87, Theorem 5.8], see the proof of [CFKS87, Theorem 9.4] for details.

## 3 Spectral analysis

We begin by recalling the following well-known properties of the fibered Hamiltonian. The Hamiltonian $H_{0}(P)$ is essentially self-adjoint on $\mathbb{C} \oplus$ $C_{0}^{\infty}\left(\mathbb{R}^{v}\right)$ and the domain $\mathcal{D}=\mathcal{D}\left(H_{0}(P)\right)$ is independent of $P$. As $\tilde{V}$ is bounded, the Kato-Rellich theorem implies that the same is true for $H(P)$ and that $\mathcal{D}(H(P))=\mathcal{D}$.

The following threshold set will play an important role in our analysis:

$$
\theta(P)=\left\{\lambda \in \mathbb{R} \mid \exists k \in \mathbb{R}^{v}: \lambda=\Sigma(P-k)+\omega(k), \nabla \Omega(P-k)=\nabla \omega(k)\right\} .
$$

By rotation invariance and analyticity it is easy to see that $\theta(P)$ is locally finite and closed.

The following results, Theorems 3.1 to 3.4, correspond to completely analogous statements for the full model, see [MR].

Theorem 3.1. Assume that the vector field $v_{P} \in C^{\infty}\left(\mathbb{R}^{v} ; \mathbb{R}^{v}\right)$ satisfies that for any multi-index $\alpha,|\alpha| \in\{0,1,2\}$, there is a constant $C_{\alpha}>0$ such that
$\left|\partial^{\alpha} v_{P}(\eta)\right| \leq C_{\alpha}\langle\eta\rangle^{1-|\alpha|}$. Then the operator $a_{P}=\frac{1}{2}\left(v_{P}\left(D_{x}\right) \cdot x+x \cdot v_{P}\left(D_{x}\right)\right)$ is essentially self-adjoint on the Schwarz space $\mathcal{S}$ and $H(P)$ is of class $C^{2}\left(A_{P}\right)$, where $A_{P}=\left(\begin{array}{ll}0 & 0 \\ 0 & a_{P}\end{array}\right)$ is self-adjoint on $\mathcal{D}\left(A_{P}\right)$. The first commutator is given by

$$
\left[H(P), \mathrm{i} A_{P}\right]^{\circ}=\left(\begin{array}{cc}
0 & \left\langle\mathbf{i} a_{P} \rho\right| \\
\left|\mathbf{i} a_{P} \rho\right\rangle & v_{P}\left(D_{x}\right) \cdot \nabla\left(\omega\left(D_{x}\right)+\Omega\left(P-D_{x}\right)\right)
\end{array}\right)
$$

as a form on $\mathcal{D}$.
This can be seen either by direct computations or by following [MR].
We now introduce the extended space $\mathcal{K}^{\text {ext }}=\mathcal{K} \oplus L^{2}\left(\mathbb{R}^{v}\right)$ to be able to make a geometric partition of unity in configuration space. The partition of unity is similar to what is done in the analysis of the $N$-body Schrödinger operator (see e.g. [DG97]) and in complete analogy with what is done in e.g. [DG99] and [Møl05]. The partition of unity used here may actually be seen as the partition of unity introduced in [DG99] restricted to the subspace with at most 1 field particle.

Let $j_{0}, j_{\infty} \in C^{\infty}\left(\mathbb{R}^{v}\right)$ be real, non-negative functions satisfying $j_{0}=1$ on $\left\{x||x| \leq 1\}, j_{0}=0\right.$ on $\left\{x||x|>2\}\right.$ and $j_{0}^{2}+j_{\infty}^{2}=1$. We now define

$$
\begin{aligned}
j^{R}: \mathcal{K} & \rightarrow \mathcal{K}^{\text {ext }} \\
j^{R}\left(v_{0}, v_{1}\right) & =\left(v_{0}, j_{0}(\dot{\bar{R}}) v_{1}\right) \oplus\left(j_{\infty}(\dot{\bar{R}}) v_{1}\right) .
\end{aligned}
$$

Clearly, $j^{R}$ is isometric.
We introduce two self-adjoint operators, the extended Hamiltonian, $H^{\text {ext }}(P)$, and the extended conjugate operator, $A_{P}^{\text {ext }}$, acting in $\mathcal{K}^{\text {ext }}$,

$$
\begin{aligned}
H^{\mathrm{ext}}(P) & =H(P) \oplus F_{P}\left(D_{x}\right) \text { and } \\
A_{P}^{\mathrm{ext}} & =A_{P} \oplus a_{P},
\end{aligned}
$$

where $F_{P}\left(D_{x}\right)=\omega\left(D_{x}\right)+\Omega\left(P-D_{x}\right)$, with the obvious domains denoted by $\mathcal{D}^{\text {ext }}$ and $\mathcal{D}\left(A_{p}^{\text {ext }}\right)$. The extended Hamiltonian describes an interacting system and a system with a free field particle. It is easy to see that Theorem 3.1 holds true with $H(P)$ and $A_{P}$ replaced by $H^{\text {ext }}(P)$ and $A_{P}^{\text {ext }}$, respectively, and the commutator equal to

$$
\left[H^{\mathrm{ext}}(P), \mathrm{i} A_{p}^{\mathrm{ext}}\right]^{\circ}=\left[H(P), \mathrm{i} A_{P}\right]^{\circ} \oplus\left(v_{P}\left(D_{x}\right) \cdot\left(\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(P-D_{x}\right)\right)\right)
$$

We have the following localisation error when applying $j^{R}$.
Lemma 3.2. Let $f \in C_{0}^{\infty}(\mathbb{R})$. Then

$$
\begin{aligned}
& j^{R} f(H(P))=f\left(H^{\mathrm{ext}}(P)\right) j^{R}+o_{R}(1) \text { and } \\
& j^{R} f(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} f(H(P)) \\
& \quad=f\left(H^{\mathrm{ext}}(P)\right)\left[H^{\mathrm{ext}}(P), \mathrm{i} A_{P}^{\mathrm{ext}}\right]^{\circ} f\left(H^{\mathrm{ext}}(P)\right) j^{R}+o_{R}(1),
\end{aligned}
$$
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for $R \rightarrow \infty$.
This can be seen either by a direct computation or by applying [MR, Corollary 5.3]. The following two results, an HVZ theorem and a Mourre estimate, are now almost immediate.

Theorem 3.3. The spectrum of $H(P)$ below $\Sigma_{\text {ess }}(P)=\inf _{k \in \mathbb{R}^{\nu}}\{\Omega(P-k)+$ $\omega(k)\}$ consists at most of eigenvalues of finite multiplicity and can only accumulate at $\Sigma_{\text {ess }}(P)$. The essential spectrum is given by $\sigma_{\text {ess }}(H(P))=\left[\Sigma_{\text {ess }}(P), \infty\right)$.

Proof. Using Lemma 3.2 for an $f \in C_{0}^{\infty}(\mathbb{R})$ supported in $\left(-\infty, \Sigma_{\text {ess }}(P)\right)$ and letting $R$ tend to infinity shows that $f(H(P))$ is compact. This proves the first part.

To prove the last part, let $\lambda \in\left[\Sigma_{\text {ess }}(P), \infty\right)$ and note that there exists a $k_{0} \in \mathbb{R}^{v}$ such that $\lambda=\Omega\left(P-k_{0}\right)+\omega\left(k_{0}\right)$. Now choose $u_{n}=\left(0, u_{1 n}\right) \in$ $\mathbb{C} \oplus L^{2}\left(\mathbb{R}^{v}\right)$ with $\hat{u}_{1 n}(\cdot)=n^{\frac{\nu}{2}} f\left(n\left(\cdot-k_{0}\right)\right)$ for some $f \in C_{0}^{\infty}\left(\mathbb{R}^{v}\right)$ with $f \geq 0$ and $f(0)=1$. One may now check that $u_{n}$ is a Weyl sequence for the energy $\lambda$.

Theorem 3.4. Assume that $\lambda \notin \theta(P)$. Let $A_{P}$ be given as in Theorem 3.1 with $\left.v_{P}\left(D_{x}\right)=\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(P-D_{x}\right)\right)$. Then there exist constants $\kappa, c>0$ and a compact operator $K$ such that

$$
E_{\lambda, \kappa}(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} E_{\lambda, \kappa}(H(P)) \geq c E_{\lambda, \kappa}(H(P))+K,
$$

where $E_{\lambda, \kappa}$ denotes the characteristic function of the interval $[\lambda-\kappa, \lambda+\kappa]$.
Proof. We may find a $\kappa$ such that $[\lambda-2 \kappa, \lambda+2 \kappa] \cap \theta(P)=\varnothing$. Choose $f \in C_{0}^{\infty}(\mathbb{R})$ with support in $[\lambda-2 \kappa, \lambda+2 \kappa]$ and equal to 1 on $[\lambda-\kappa, \lambda+\kappa]$. Note that

$$
\begin{aligned}
& f(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} f(H(P)) \\
& \quad=j^{R^{*}} j^{R} f(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} f(H(P)) \\
& \quad=j^{R^{*}} f\left(H^{\mathrm{ext}}(P)\right)\left[H^{\mathrm{ext}}(P), \mathrm{i} A_{P}^{\text {ext }}\right]^{\circ} f\left(H^{\mathrm{ext}}(P)\right) j^{R}+o_{R}(1),
\end{aligned}
$$

by Lemma 3.2. Note that

$$
\begin{align*}
& f\left(H^{\mathrm{ext}}(P)\right)\left[H^{\mathrm{ext}}(P), \mathrm{i} A_{P}^{\mathrm{ext}}\right]^{\circ} f\left(H^{\mathrm{ext}}(P)\right) j^{R} \\
& \quad=f(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} f(H(P))\binom{1}{j_{0}(\dot{\bar{R}})}  \tag{3.2}\\
& \quad \oplus f\left(F_{P}\left(D_{x}\right)\right)\left|\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(P-D_{x}\right)\right|^{2} f\left(F_{P}\left(D_{x}\right)\right) j_{\infty}(\dot{\bar{R}}) .
\end{align*}
$$

Taking the support of $f$ into account, one finds that

$$
f\left(F_{P}\left(D_{x}\right)\right)\left|\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(P-D_{x}\right)\right|^{2} f\left(F_{P}\left(D_{x}\right)\right) \geq 2 c f^{2}\left(F_{P}\left(D_{x}\right)\right)
$$

for some positive constant $c>0$. The operator $K(R)=f(H(P))\left({ }_{j}{ }_{0}(\dot{R})\right)$ is easily seen to be compact. Let $g \in C_{0}^{\infty}(\mathbb{R})$ equal 1 on the support of $f$. Then

$$
B=f(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} g(H(P))
$$

is bounded and (3.2) equals $B K(R)$. Hence by Lemma 3.2

$$
\begin{aligned}
& f(H(P))\left[H(P), \mathrm{i} A_{P}\right]^{\circ} f(H(P)) \\
& \quad \geq j^{R^{*}} 2 c f^{2}(H(P))\binom{1}{j_{0}(\dot{\bar{R}})} \oplus 2 c f^{2}\left(F_{P}\left(D_{x}\right)\right) j_{\infty}(\dot{\bar{R}}) \\
& \quad+j^{R^{*}}(B-2 c f(H(P))) K(R) \oplus 0+o_{R}(1) \\
& \quad=2 c f^{2}(H(P))+K_{R}+o_{R}(1),
\end{aligned}
$$

for some compact operator $K_{R}$ depending on $R$. One may now choose $R$ so large that $\left\|o_{R}(1)\right\| \leq c$ and sandwich the inequality with $E_{\lambda, \kappa}(H(P))$ on both sides to arrive at the desired result.

We infer the following corollary of Theorems 3.1 and 3.4 by standard arguments of regular Mourre theory.

Corollary 3.5. The essential spectrum of the fiber Hamiltonians is non-singular:

$$
\sigma_{\text {sing }}(H(P))=\varnothing .
$$

Theorem 3.6. Let $\left(P_{0}, \lambda_{0}\right) \in \mathbb{R}^{v+1}$. Assume that $\lambda_{0} \notin \theta\left(P_{0}\right) \cup \sigma_{\mathrm{pp}}\left(P_{0}\right)$. Then there exists a constant $C>0$, a neighbourhood $\mathcal{O}$ of $P_{0}$ and a function $f \in$ $C_{0}^{\infty}(\mathbb{R})$ with $f=1$ in a neighbourhood of $\lambda_{0}$ such that for all $P \in \mathcal{O}$,

$$
f(H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right]^{\circ} f(H(P)) \geq C f^{2}(H(P))
$$

where $A_{P_{0}}$ is given as in Theorem 3.4.
Proof. We begin by noting that the object $\left[H(P), \mathrm{i} A_{P_{0}}\right]^{\circ}$ is well-defined by Theorem 3.1. By standard arguments using the fact that $\lambda_{0} \notin \sigma_{\mathrm{pp}}\left(P_{0}\right)$ and Theorem 3.4, there exist a function $\tilde{f} \in C_{0}^{\infty}(\mathbb{R})$ and a constant $\tilde{C}$ such that

$$
\tilde{f}\left(H\left(P_{0}\right)\right)\left[H\left(P_{0}\right), \mathrm{i} A_{P_{0}}\right]^{0} \tilde{f}\left(H\left(P_{0}\right)\right) \geq \tilde{C} \tilde{f}^{2}\left(H\left(P_{0}\right)\right),
$$

with $\tilde{f}=1$ on a neighbourhood of $\lambda_{0}$. It is easy to see that the operators $(H(P)-z)^{-1}\left(H_{0}(0)-\mathrm{i}\right)$ and $\left(H_{0}(0)-\mathrm{i}\right)^{-1}\left[H(P), \mathrm{i} A_{P_{0}}\right]^{\circ}\left(H_{0}(0)-\mathrm{i}\right)^{-1}$ are norm continuous as functions of $P$, and hence it follows by an application of the functional calculus of almost analytic extensions that $\tilde{f}^{2}(H(P))$ and $\tilde{f}(H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right]^{\circ} \tilde{f}(H(P))$ are norm continuous as functions of $P$.

Let $\mathcal{O} \ni P_{0}$ be a neighbourhood such that

$$
\begin{gathered}
\left\|\tilde{f}^{2}(H(P))-\tilde{f}^{2}\left(H\left(P_{0}\right)\right)\right\| \leq \frac{\tilde{C}}{3} \text { and } \\
\left\|\tilde{f}(H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right]^{\circ} \tilde{f}(H(P))-\tilde{f}\left(H\left(P_{0}\right)\right)\left[H\left(P_{0}\right), \mathrm{i} A_{P_{0}}\right]^{\circ} \tilde{f}\left(H\left(P_{0}\right)\right)\right\| \leq \frac{\tilde{C}}{3}
\end{gathered}
$$

for all $P \in \mathcal{O}$. Then

$$
\begin{equation*}
\tilde{f}(H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right]^{\circ} \tilde{f}(H(P)) \geq-\frac{2 \tilde{C}}{3} I+\tilde{C} \tilde{f}^{2}(H(P)) \tag{3.3}
\end{equation*}
$$

Choose now $C=\frac{\tilde{C}}{3}$ and $f \in C_{0}^{\infty}(\mathbb{R})$ such that $f=1$ on a neighbourhood of $\lambda_{0}$ and $f=f \tilde{f}$. The result is then obtained by multiplying (3.3) from both sides with $f(H(P))$.

## 4 Propagation estimates

We will write $\mathbf{D}=[H, \mathrm{i} \cdot]$ and $\mathbf{d}_{0}=\left[\Omega\left(D_{x}+D_{y}\right)+\omega\left(D_{x}\right), \mathrm{i} \cdot\right]$ for the Heisenberg derivatives. The following abbreviation will be used to ease the notation:

$$
[B]:=\left(\begin{array}{ll}
0 & 0 \\
0 & B
\end{array}\right) .
$$

Theorem 4.1 (Large velocity estimate). Let $\chi \in C_{0}^{\infty}(\mathbb{R})$. There exists a constant $C_{1}$ such that for $R^{\prime}>R>C_{1}$, one has

$$
\int_{1}^{\infty}\left\|\left[\mathbb{1}_{\left[R, R^{\prime}\right]}\left(\frac{|x-y|}{t}\right)\right] e^{-\mathrm{i} t H} \chi(H) u\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|u\|^{2}
$$

Proof. Let $C_{1}$ be a constant to be specified later and $R^{\prime}>R>C_{1}$. Let $F \in C^{\infty}(\mathbb{R})$ equal 0 near the origin and 1 near infinity such that $F^{\prime}(s) \geq$ $c \mathbb{1}_{\left[R, R^{\prime}\right]}(s)$ for some positive constant $c>0$. Let

$$
\begin{aligned}
\Phi(t) & =-\chi(H)\left[F\left(\frac{|x-y|}{t}\right)\right] \chi(H) \\
b(t) & =-\mathbf{d}_{0} F\left(\frac{|x-y|}{t}\right)
\end{aligned}
$$

By using e.g. Theorem B. 3 or pseudo-differential calculus one sees that

$$
b(t)=\frac{1}{t}\left(\frac{|x-y|}{t}-\left(\nabla \Omega\left(D_{y}\right)-\nabla \omega\left(D_{x}\right)\right) \frac{x-y}{|x-y|}\right) F^{\prime}\left(\frac{|x-y|}{t}\right)+O\left(t^{-2}\right) .
$$

Hence for any $\tilde{\chi} \in C_{0}^{\infty}(\mathbb{R})$ such that $\chi=\chi \tilde{\chi}$ one finds that

$$
\begin{aligned}
& -\chi(H)[b(t)] \chi(H) \\
& =\frac{1}{t} \chi(H)\left(\frac{|x-y|}{t}-\left(\nabla \Omega\left(D_{y}\right)-\nabla \omega\left(D_{x}\right)\right) \frac{x-y}{|x-y|}\right) F^{\prime}\left(\frac{|x-y|}{t}\right) \chi(H)+O\left(t^{-2}\right) \\
& =\frac{1}{t} \chi(H)\left(\frac{|x-y|}{t}-\tilde{\chi}(H)\left(\nabla \Omega\left(D_{y}\right)-\nabla \omega\left(D_{x}\right)\right) \frac{x-y}{|x-y|}\right) \mathbb{1}_{\left[C_{1}, \infty\right)}\left(\frac{|x-y|}{t}\right) \\
& \quad \times F^{\prime}\left(\frac{|x-y|}{t}\right) \chi(H)+O\left(t^{-2}\right) \\
& \geq \frac{C_{0}}{t} \chi(H) F^{\prime}\left(\frac{|x-y|}{t}\right) \chi+O\left(t^{-2}\right)
\end{aligned}
$$

for some $C_{0}>0$ if one chooses $C_{1}>\left\|\tilde{\chi}(H)\left(\nabla \Omega\left(D_{y}\right)-\nabla \omega\left(D_{x}\right)\right) \frac{x-y}{|x-y|}\right\|$. It follows from Condition 2.3 (iii) that

$$
\left[V, \mathrm{i}\left[F\left(\frac{|x-y|}{t}\right)\right]\right]=O\left(t^{-1-\mu}\right)
$$

cf. (3.1). Putting this together, we get

$$
\mathbf{D} \Phi(t) \geq \frac{c_{0}}{t} \chi(H)\left[F^{\prime}\left(\frac{|x-y|}{t}\right)\right] \chi(H)+O\left(t^{-1-\mu}\right)
$$

which combined with Lemma A. 1 implies the result.
Theorem 4.2 (Phase-space propagation estimate). Take $\chi \in C_{0}^{\infty}(\mathbb{R})$ and let $0<c_{0}<c_{1}$. Write

$$
\begin{aligned}
& \Theta_{\left[c_{0}, c_{1}\right]}(t)= \\
& \quad\left[\left\langle\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right), \mathbb{1}_{\left[c_{0}, c_{1}\right]}\left(\frac{|x-y|}{t}\right)\left(\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right)\right)\right\rangle\right] .
\end{aligned}
$$

Then

$$
\int_{1}^{\infty}\left\|\Theta_{\left[c_{0}, c_{1}\right]}(t)^{\frac{1}{2}} e^{-\mathrm{i} t H} \chi(H) u\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|u\|^{2} .
$$

Proof. The following construction is taken from [DG99] but ultimately goes back to a construction of Graf, see e.g. [Gra90]. There exists a function $R_{0} \in C^{\infty}\left(\mathbb{R}^{v}\right)$ such that

$$
\begin{aligned}
R_{0}(x) & =0 & & \text { for }|x| \leq \frac{c_{0}}{2}, \\
R_{0}(x) & =\frac{1}{2} x^{2}+c & & \text { for }|x| \geq 2 c_{1}, \\
\nabla^{2} R_{0}(x) & \geq \mathbb{1}_{\left[c_{0}, c_{1}\right]}(|x|) . & &
\end{aligned}
$$
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Without loss of generality, we may assume that $c_{1}>C_{1}+1$, where $C_{1}$ is the constant whose existence is ensured by Theorem 4.1. Choose a constant $c_{2}>c_{1}+1$ and a smooth function $F$ such that $F(s)=1$ for $s<c_{1}$ and $F(s)=0$ for $s \geq c_{2}$. Let

$$
R(x)=F(|x|) R_{0}(x) .
$$

Then $R$ satisfies

$$
\begin{align*}
\nabla^{2} R(x) & \geq \mathbb{1}_{\left[c_{0}, c_{1}\right]}(|x|)-C \mathbb{1}_{\left[C_{1}+1, c_{2}\right]}(|x|),  \tag{3.4}\\
\left|\partial^{\alpha} R(x)\right| & \leq C_{\alpha} .
\end{align*}
$$

Write $X=\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right)$ and let

$$
\Phi(t)=\chi(H)[b(t)] \chi(H)
$$

where

$$
b(t)=R\left(\frac{x-y}{t}\right)-\frac{1}{2}\left(\left\langle\nabla R\left(\frac{x-y}{t}\right), X\right\rangle+\text { h.c. }\right) .
$$

By using Condition 2.3 (iii) and pseudo-differential calculus, one sees that

$$
\left\|\chi(H)\left(\begin{array}{cc}
0 & 0 \\
-\mathrm{i} b(t) \rho(x-\cdot) & 0
\end{array}\right) \chi(H)\right\| \in O\left(t^{-1-\mu}\right)
$$

and hence

$$
\chi(H)[V, \mathrm{i}[b(t)]] \chi(H) \in O\left(t^{-1-\mu}\right) .
$$

## Compute

$$
\begin{aligned}
\frac{d}{d t} b(t)= & -\frac{1}{t}\left\langle\frac{x-y}{t}, \nabla R\left(\frac{x-y}{t}\right)\right\rangle \\
& +\frac{1}{2} \frac{1}{t}\left(\left\langle\frac{x-y}{t}, \nabla^{2} R\left(\frac{x-y}{t}\right) X\right\rangle+\text { h.c. }\right) \\
& +\frac{1}{t}\left\langle\nabla R\left(\frac{x-y}{t}\right), \frac{x-y}{t}\right\rangle \\
= & \frac{1}{2} \frac{1}{t}\left(\left\langle\frac{x-y}{t}, \nabla^{2} R\left(\frac{x-y}{t}\right) X\right\rangle+\text { h. с. }\right),
\end{aligned}
$$

and by pseudo-differential calculus one sees that

$$
\begin{aligned}
{\left[\omega\left(D_{x}\right)+\Omega\left(D_{y}\right), \mathrm{i} b(t)\right]=} & \frac{1}{2} \frac{1}{t}\left(\left\langle\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(D_{y}\right), \nabla R\left(\frac{x-y}{t}\right)\right\rangle+\text { h. c. }\right) \\
& -\frac{1}{2} \frac{1}{t}\left(\left\langle\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(D_{y}\right), \nabla^{2} R\left(\frac{x-y}{t}\right) X\right\rangle+\text { h.c. }\right) \\
& -\frac{1}{2} \frac{1}{t}\left(\left\langle\nabla R\left(\frac{x-y}{t}\right), \nabla \omega\left(D_{x}\right)-\nabla \Omega\left(D_{y}\right)\right\rangle+\text { h. c. }\right) \\
& +O\left(t^{-2}\right) \\
= & -\frac{1}{2} \frac{1}{t}\left(\left\langle\nabla \omega\left(D_{x}\right)-\nabla \Omega\left(D_{y}\right), \nabla^{2} R\left(\frac{x-y}{t}\right) X\right\rangle+\text { h.c. }\right) \\
& +O\left(t^{-2}\right),
\end{aligned}
$$

hence by using (3.4), it follows that

$$
\begin{aligned}
& \chi(H)\left[\mathbf{d}_{0} b(t)\right] \chi(H) \\
& =\frac{1}{t} \chi(H)\left[\left\langle X, \nabla^{2} R\left(\frac{x-y}{t}\right) X\right\rangle\right] \chi(H)+O\left(t^{-2}\right) \\
& \geq \frac{1}{t} \chi(H)\left[\left\langle X, \mathbb{1}_{\left[c_{0}, c_{1}\right]}\left(\frac{|x-y|}{t}\right) X\right\rangle\right] \chi(H) \\
& \quad-\frac{C}{t} \chi(H)\left[\left\langle X, \mathbb{1}_{\left[C_{1}+1, c_{2}\right]}\left(\frac{|x-y|}{t}\right) X\right\rangle\right] \chi(H)+O\left(t^{-2}\right)
\end{aligned}
$$

By introducing $J \in C_{0}^{\infty}(\mathbb{R} ;[0,1])$ supported above $C_{1}$ with $J \mathbb{1}_{\left[C_{1}+1, c_{2}\right]}=$ $\mathbb{1}_{\left[C_{1}+1, c_{2}\right]}$ and $\tilde{\chi} \in C_{0}^{\infty}(\mathbb{R})$ with $\tilde{\chi} \chi=\chi$ and using pseudo-differential calculus, the functional calculus of almost analytic extensions and Condition 2.3 (iii) again, one gets that

$$
\begin{aligned}
& \frac{C}{t} \chi(H)\left[X_{i} \mathbb{1}_{\left[C_{1}+1, c_{2}\right]}\left(\frac{|x-y|}{t}\right) X_{i}\right] \chi(H) \\
& \quad \leq \frac{C}{t} \chi \tilde{\chi}(H)\left[X_{i} J^{3}\left(\frac{|x-y|}{t}\right) X_{i}\right] \tilde{\chi} \chi(H) \\
& \quad=\frac{C}{t} \chi(H)\left[J\left(\frac{|x-y|}{t}\right)\right] \tilde{\chi}(H)\left[X_{i} J\left(\frac{|x-y|}{t}\right) X_{i}\right] \tilde{\chi}(H)\left[J\left(\frac{|x-y|}{t}\right)\right] \chi(H)+O\left(t^{-2}\right) \\
& \quad \leq \frac{C^{\prime}}{t} \chi(H)\left[J^{2}\left(\frac{|x-y|}{t}\right)\right] \chi(H)+C t^{-2},
\end{aligned}
$$

where we estimated $\tilde{\chi}(H)\left[X_{i} J\left(\frac{|x-y|}{t}\right) X_{i}\right] \tilde{\chi}(H)$ by a constant. Putting it all together yields

$$
\mathbf{D} \Phi(t) \geq \frac{1}{t} \chi(H) \Theta_{\left[c_{0}, c_{1}\right]}(t) \chi(H)-\frac{C}{t} \chi(H)\left[J^{2}\left(\frac{|x-y|}{t}\right)\right] \chi(H)+O\left(t^{-1-\mu}\right)
$$

where the second term is integrable along the evolution by Theorem 4.1, so the result now follows from Lemma A.1.

## Theorem 4.3 (Improved phase-space propagation estimate).

Let $0<c_{0}<c_{1}, J \in C_{0}^{\infty}\left(c_{0}<|x|<c_{1}\right), \chi \in C_{0}^{\infty}(\mathbb{R})$. Then for $1 \leq i \leq v$

$$
\int_{1}^{\infty} \|\left[\left\lvert\, J\left(\frac{x-y}{t}\right)\left(\frac{x_{i}-y_{i}}{t}-\partial_{i} \omega\left(D_{x}\right)+\partial_{i} \Omega\left(D_{y}\right)\right)+\right.\text { h. c. } \mid\right]^{\frac{1}{2}} e^{-\mathrm{i} t H} \chi(H) u\left\|^{2} \frac{\mathrm{~d} t}{t} \leq C\right\| u \|^{2}
$$

Proof. For brevity, we write $X=\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right)$ and $R_{0}=$ $\left(H_{0}-\lambda\right)^{-1}$ for some real $\lambda \in \rho\left(H_{0}\right)$. Let

$$
A=X^{2}+t^{-\delta}
$$

$\delta>0$. Note that $\left[J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}}\right] R_{0}$ is uniformly bounded in $t \geq 1$.
The following identities hold as forms on $C_{0}^{\infty}\left(\mathbb{R}^{v}\right)$.

$$
e^{\mathrm{i} t\left(\omega\left(D_{x}\right)+\Omega\left(D_{y}\right)\right)} X e^{-\mathrm{i} t\left(\omega\left(D_{x}\right)+\Omega\left(D_{y}\right)\right)}=\frac{x-y}{t}
$$
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$$
\begin{equation*}
e^{\mathrm{it} t\left(\omega\left(D_{x}\right)+\Omega\left(D_{y}\right)\right)} A^{\frac{1}{2}} e^{-\mathrm{it} t\left(\omega\left(D_{x}\right)+\Omega\left(D_{y}\right)\right)}=\left(\left(\frac{x-y}{t}\right)^{2}+t^{-\delta}\right)^{\frac{1}{2}}:=A_{0}^{\frac{1}{2}} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{\mathrm{i} t\left(\omega\left(D_{x}\right)+\Omega\left(D_{y}\right)\right)} J(X) e^{-\mathrm{i} t\left(\omega\left(D_{x}\right)+\Omega\left(D_{y}\right)\right)}=J\left(\frac{x-y}{t}\right) . \tag{3.6}
\end{equation*}
$$

That the following commutator, viewed as a form on $C_{0}^{\infty}\left(\mathbb{R}^{v}\right)$, extends by continuity to a bounded form on $L^{2}\left(\mathbb{R}^{v}\right)$ can be seen using pseudodifferential calculus:

$$
\left[X, A_{0}^{\frac{1}{2}}\right]=\left[\nabla \omega\left(D_{x}\right), A_{0}^{\frac{1}{2}}\right]-\left[\nabla \Omega\left(D_{y}\right), A_{0}^{\frac{1}{2}}\right]=O\left(t^{-\min \left\{1,2-\frac{\delta}{2}\right\}}\right)
$$

Together with the functional calculus of almost analytic extensions this implies that

$$
\left[J(X), A_{0}^{\frac{1}{2}}\right]=O\left(t^{-\min \left\{1,2-\frac{\delta}{2}\right\}}\right),
$$

and hence using (3.5) and (3.6) that

$$
\begin{equation*}
\left[J\left(\frac{x-y}{t}\right), A^{\frac{1}{2}}\right]=O\left(t^{-\varepsilon}\right) \tag{3.7}
\end{equation*}
$$

where $\varepsilon=\min \left\{1,2-\frac{\delta}{2}\right\}$. Write $h=\Omega\left(D_{y}\right)+\omega\left(D_{x}\right)$. Note that

$$
\begin{aligned}
e^{\mathrm{i} t h} \mathbf{d}_{0} A^{\frac{1}{2}} e^{-\mathrm{i} t h} & =e^{\mathrm{i} t h}\left[h, \mathrm{i} A^{\frac{1}{2}}\right] e^{-\mathrm{i} t h}+e^{\mathrm{i} t h}\left(\frac{d}{d d} A^{\frac{1}{2}}\right) e^{-\mathrm{i} t h} \\
& =\frac{d}{d t}\left(e^{\mathrm{i} t h} A^{\frac{1}{2}} e^{-\mathrm{i} t h}\right)=\frac{d}{d t} A_{0}^{\frac{1}{2}} \\
& =-\frac{1}{t} A_{0}^{\frac{1}{2}}-\frac{(2-\delta) t^{-\delta-1}}{2\left(\left(\frac{x-y}{t}\right)^{2}+t^{-\delta}\right)^{\frac{1}{2}}},
\end{aligned}
$$

so

$$
\begin{equation*}
\mathbf{d}_{0} A^{\frac{1}{2}}=-\frac{1}{t} A^{\frac{1}{2}}+O\left(t^{-1-\frac{\delta}{2}}\right) . \tag{3.8}
\end{equation*}
$$

In addition

$$
\begin{equation*}
\left[R_{0},\left[X_{i}\right]\right]=R_{0}^{\frac{1}{2}+\rho_{1}} O\left(t^{-1}\right) R_{0}^{1-\rho_{1}} \tag{3.9}
\end{equation*}
$$

for any $\rho_{1}, 0<\rho_{1}<\frac{1}{2}$ and that

$$
\begin{equation*}
\left[R_{0},\left[A^{\frac{1}{2}}\right]\right]=R_{0}^{\rho_{2}} O\left(t^{\frac{\delta}{2}-1}\right) R_{0}^{1-\rho_{2}} \tag{3.10}
\end{equation*}
$$

for any $\rho_{2}, 0<\rho_{2}<1$. The identity (3.10) can be seen e.g. by using (3.9) and the representation formula

$$
s^{-\frac{1}{2}}=\frac{1}{\pi} \int_{0}^{\infty}(s+y)^{-1} y^{-\frac{1}{2}} \mathrm{~d} y,
$$

which can be verified for $t>0$ by direct computations.
Let $J_{1}, J_{2} \in C_{0}^{\infty}\left(c_{0}<|x|<c_{1}\right)$ such that $J J_{1}=J$ and $J_{1} J_{2}=J_{1}$ and write for $i=1, \ldots, v$ :

$$
B_{0, i}=R_{0}\left[J\left(\frac{x-y}{t}\right) X_{i}\right] R_{0}+\text { h. c. }
$$

and

$$
\begin{equation*}
B_{1}=R_{0}\left[J_{1}\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J_{1}\left(\frac{x-y}{t}\right)\right] R_{0} . \tag{3.11}
\end{equation*}
$$

We compute using (3.7), (3.9) and (3.10):

$$
\begin{aligned}
B_{0, i}^{2} & =4 R_{0}\left[X_{i} J\left(\frac{x-y}{t}\right)\right] R_{0}^{2}\left[J\left(\frac{x-y}{t}\right) X_{i}\right] R_{0}+O\left(t^{-1}\right) \\
& =4 R_{0}^{2}\left[X_{i} J^{2}\left(\frac{x-y}{t}\right) X_{i}\right] R_{0}^{2}+O\left(t^{-1}\right) \\
& \leq C R_{0}^{2}\left[X_{i} J_{1}^{4}\left(\frac{x-y}{t}\right) X_{i}\right] R_{0}^{2}+C t^{-1} \\
& =C R_{0}^{2}\left[J_{1}^{2}\left(\frac{x-y}{t}\right) X_{i}^{2} J_{1}^{2}\left(\frac{x-y}{t}\right)\right] R_{0}^{2}+O\left(t^{-1}\right) \\
& \leq C R_{0}^{2}\left[J_{1}^{2}\left(\frac{x-y}{t}\right) A J_{1}^{2}\left(\frac{x-y}{t}\right)\right] R_{0}^{2}+O\left(t^{-\delta}\right) \\
& =C R_{0}\left[J_{1}^{2}\left(\frac{x-y}{t}\right) A^{\frac{1}{2}}\right] R_{0}^{2}\left[A^{\frac{1}{2}} J_{1}^{2}\left(\frac{x-y}{t}\right)\right] R_{0}+O\left(t^{-\min \left\{1-\frac{\delta}{2}, \delta\right\}}\right) \\
& =C R_{0}\left[J_{1}\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J_{1}\left(\frac{x-y}{t}\right)\right] R_{0}^{2}\left[J_{1}\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J_{1}\left(\frac{x-y}{t}\right)\right] R_{0}+O\left(t^{-\min \left\{1-\frac{\delta}{2}, \delta\right\}}\right) \\
& =C B_{1}^{2}+O\left(t^{-\kappa}\right),
\end{aligned}
$$

where $\kappa=\min \left\{1-\frac{\delta}{2}, \delta\right\}$. By the matrix monotonicity of $\lambda \mapsto \lambda^{\frac{1}{2}}$ [BR81, Sec. 2.2.2], we deduce that

$$
\begin{equation*}
\left|B_{0, i}\right| \leq C B_{1}+C t^{-\frac{\kappa}{2}} . \tag{3.12}
\end{equation*}
$$

Now let

$$
\Phi(t)=-\chi(H)\left[J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right] \chi(H)
$$

It follows from (3.7) that

$$
\Phi(t)=-\chi(H)\left[J\left(\frac{x-y}{t}\right)^{2} A^{\frac{1}{2}}\right] \chi(H)+O\left(t^{-\varepsilon}\right)
$$

is uniformly bounded for $t>1$.
We compute
$-\mathbf{D} \Phi(t)=$

$$
\chi(H)\left[V, \mathrm{i}\left[J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right]\right] \chi(H)+\chi(H)\left[\mathbf{d}_{0}\left(J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right)\right] \chi(H)
$$

Using Condition 2.3 (iii) we see that

$$
\chi(H)\left[V, \mathrm{i}\left[J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right]\right] \chi(H)=O\left(t^{-1-\mu}\right)
$$
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Indeed,

$$
\begin{aligned}
\chi(H) & {\left[V, \mathrm{i}\left[J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right]\right] \chi(H) } \\
& =\chi(H)\left(\begin{array}{cc}
0 & 0 \\
-\mathrm{i} J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right) v & 0
\end{array}\right) \chi(H)+\text { h.c. } \\
& =\chi(H)\left(H_{0}-\lambda\right) R_{0}\left(\begin{array}{cc}
0 & 0 \\
-\mathrm{i}\left(A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)+O\left(t^{-\varepsilon}\right)\right) J\left(\frac{x-y}{t}\right) v & 0
\end{array}\right) \chi(H)+\text { h.c. }
\end{aligned}
$$

Now by Condition 2.3 (iii) we have that $\left\|J\left(\frac{x-y}{t}\right) v\right\|=O\left(t^{-1-\mu}\right)$ and hence we also have that $R_{0}\left(\begin{array}{c}0 \\ -\mathrm{i}\left(A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)+O\left(t^{-\varepsilon}\right)\right) J\left(\frac{x-y}{t}\right) v \\ 0\end{array}\right)=O\left(t^{-1-\mu}\right)$.

Note that

$$
\begin{equation*}
\mathbf{d}_{0} J\left(\frac{x-y}{t}\right)=-\frac{1}{t} \nabla J\left(\frac{x-y}{t}\right) \cdot v+O\left(t^{-2}\right) \tag{3.13}
\end{equation*}
$$

and using (3.8) and (3.12) (cf. (3.11)),

$$
\begin{aligned}
& -\chi(H)\left[J\left(\frac{x-y}{t}\right)\left(\mathbf{d}_{0} A^{\frac{1}{2}}\right) J\left(\frac{x-y}{t}\right)\right] \chi(H) \\
& \quad \geq \frac{\mathrm{C}_{0}}{t} \chi(H)\left[\left\lvert\, J\left(\frac{x-y}{t}\right) X_{i}+\right.\text { h. c. } \mid\right] \chi(H)-C t^{-1-\frac{\kappa}{2}} .
\end{aligned}
$$

Again we compute using (3.7):

$$
\begin{aligned}
R_{0} & {\left[\nabla J\left(\frac{x-y}{t}\right) \cdot X A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right] R_{0}+\text { h.c. } } \\
& =R_{0}\left[J_{2}\left(\frac{x-y}{t}\right) X \cdot \nabla J\left(\frac{x-y}{t}\right) J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J_{2}\left(\frac{x-y}{t}\right)\right] R_{0}+\text { h.c. }+O\left(t^{-1}\right) \\
& =\sum_{i=1}^{v} R_{0}\left[J_{2}\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} X_{i} A^{-\frac{1}{2}} \partial_{i} J\left(\frac{x-y}{t}\right) J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J_{2}\left(\frac{x-y}{t}\right)\right] R_{0}+\text { h.c. }+O\left(t^{-1}\right) \\
& \leq C R_{0}\left[J_{2}\left(\frac{x-y}{t}\right) A J_{2}\left(\frac{x-y}{t}\right)\right] R_{0}+C t^{-1} \\
& \leq C R_{0}\left[J_{2}\left(\frac{x-y}{t}\right) X^{2} J_{2}\left(\frac{x-y}{t}\right)\right] R_{0}+O\left(t^{-\min \{1, \delta\}}\right) \\
& \leq C R_{0}\left[\left\langle X, J_{2}^{2}\left(\frac{x-y}{t}\right) X\right\rangle\right] R_{0}+C t^{-\min \{1, \varepsilon\}} .
\end{aligned}
$$

Hence (cf. (3.13))

$$
\begin{align*}
-\chi(H) & {\left[\mathbf{d}_{0}\left(J\left(\frac{x-y}{t}\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right)\right] \chi(H) } \\
= & \chi(H)\left[\left(\mathbf{d}_{0} J\left(\frac{x-y}{t}\right)\right) A^{\frac{1}{2}} J\left(\frac{x-y}{t}\right)\right] \chi(H)+\text { h.c. } \\
& +\chi(H)\left[J\left(\frac{x-y}{t}\right)\left(\mathbf{d}_{0} A^{\frac{1}{2}}\right) J\left(\frac{x-y}{t}\right)\right] \chi(H) \\
\geq & \frac{C_{0}}{t} \chi(H)\left[\left\lvert\, J\left(\frac{x-y}{t}\right) X_{i}+\right.\text { h.c. } \mid\right] \chi(H)  \tag{3.14}\\
& -\frac{c}{t} \chi(H)\left[\left\langle X, J_{2}^{2}\left(\frac{x-y}{t}\right) X\right\rangle\right] \chi(H)+O\left(t^{-1-\gamma}\right)
\end{align*}
$$

for some $\gamma>0$. Since by Theorem 4.2 the second term in the r.h.s. of (3.14) is integrable along the evolution, the theorem follows from Lemma A.1.

Theorem 4.4 (Minimal velocity estimate). Assume that $\left(P_{0}, \lambda_{0}\right) \in \mathbb{R}^{v+1}$ satisfies that $\lambda_{0} \in \mathbb{R} \backslash\left(\theta\left(P_{0}\right) \cup \sigma_{\mathrm{pp}}\left(P_{0}\right)\right)$. Then there exists an $\varepsilon>0$, a neighbourhood $N$ of $\left(P_{0}, \lambda_{0}\right)$ and a function $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{v+1}\right)$ such that $\chi=1$ on $N$ and

$$
\int_{1}^{\infty}\left\|\left[\mathbb{1}_{[0, \varepsilon]}\right]\left(\frac{|x|}{t}\right) \int^{\oplus} e^{-\mathrm{i} t H(P)} \chi(P, H(P)) \mathrm{d} P u\right\|^{2} \frac{\mathrm{~d} t}{t} \leq C\|u\|^{2}
$$

Proof. By Theorem 3.6, it follows that there exists a neighbourhood $\mathcal{O}$ of $P_{0}$ and a function $f$ with $f=1$ in a neighbourhood of $\lambda_{0}$ such that

$$
f(H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right] f(H(P)) \geq C f^{2}(H(P))
$$

for all $P$ in $\mathcal{O}$. Let $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{v+1} ;[0,1]\right)$ be supported in the set $\mathcal{O} \times$ $\{\lambda \mid f(\lambda)=1\}$ and $\chi=1$ in a neighbourhood $N$ of $\left(P_{0}, \lambda_{0}\right)$. It follows that

$$
\begin{equation*}
\chi(P, H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right] \chi(P, H(P)) \geq \frac{C}{2} \chi^{2}(P, H(P)) \tag{3.15}
\end{equation*}
$$

Let $q \in C_{0}^{\infty}(\{|x| \leq 2 \varepsilon\})$ satisfy $0 \leq q \leq 1, q=1$ in a neighbourhood of $\{|x| \leq \varepsilon\}$ for some $\varepsilon>0$ to be specified later on. Write

$$
Q(t)=\left(\begin{array}{cc}
1 & 0 \\
0 & q\left(\frac{x}{t}\right) .
\end{array}\right)
$$

Let

$$
\Phi(t)=\int^{\oplus} \chi(P, H(P)) Q(t) \frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P)) \mathrm{d} P .
$$

Taking into account the support of $q$ and that $v_{P_{0}}$ is $\omega$-bounded, and using pseudo-differential calculus, it is easy to see that $\Phi(t)$ is uniformly bounded.

We compute the Heisenberg derivative:

$$
\begin{aligned}
\mathbf{D} \Phi(t)= & \int^{\oplus} \chi(P, H(P))\left[\mathbf{d}_{0} q\left(\frac{x}{t}\right)\right] \frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P)) \mathrm{d} P+\text { h. c. } \\
& +\int^{\oplus} \chi(P, H(P))[V, \mathrm{i} Q(t)] \frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P)) \mathrm{d} P+\text { h. c. } \\
& +\frac{1}{t} \int^{\oplus} \chi(P, H(P)) Q(t)\left[H(P), \mathrm{i} A_{P_{0}}\right] Q(t) \chi(P, H(P)) \mathrm{d} P \\
& -\frac{1}{t} \int^{\oplus} \chi(P, H(P)) Q(t) \frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P)) \mathrm{d} P \\
= & R_{1}+R_{2}+R_{3}+R_{4} .
\end{aligned}
$$
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By the same arguments as before it follows that $\frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P))$ is uniformly bounded. Using pseudo-differential calculus gives

$$
\begin{aligned}
& R_{1}= \\
& \frac{1}{t} \int^{\oplus} \chi(P, H(P))\left[\left\langle\frac{x}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right), \nabla q\left(\frac{x}{t}\right)\right\rangle\right] \frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P)) \mathrm{d} P \\
& \quad+\text { h.c. }+O\left(t^{-2}\right) .
\end{aligned}
$$

Let

$$
B_{1}=\int^{\oplus} \chi(P, H(P))\left[\left\langle\frac{x}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right), \nabla q\left(\frac{x}{t}\right)\right\rangle\right] \mathrm{d} P
$$

and

$$
B_{2}=\int^{\oplus} \chi(P, H(P)) Q(t) \frac{A_{P_{0}}}{t} \mathrm{~d} P .
$$

Then

$$
R_{1}=\frac{1}{t} B_{1} B_{2}^{*}+\frac{1}{t} B_{2} B_{1}^{*} \geq-\varepsilon_{0}^{-1 \frac{1}{t}} B_{1} B_{1}^{*}-\varepsilon_{0} \frac{1}{t} B_{2} B_{2}^{*} .
$$

Now by Theorem 4.2, we get that $\frac{1}{t} B_{1} B_{1}^{*}$ is integrable along the evolution. Using pseudo-differential calculus and functional calculus of almost analytic extensions one can verify that

$$
\begin{equation*}
[\chi(P, H(P)), Q(t)]=\left(H_{0}(P)-R\right)^{-1+\rho} O\left(t^{-1}\right)\left(H_{0}(P)-R\right)^{-\frac{1}{2}-\rho} \tag{3.16}
\end{equation*}
$$

for any $R \in \mathbb{R} \backslash \sigma\left(H_{0}(P)\right)$ and any $\rho, 0 \leq \rho \leq \frac{1}{2}$. Hence it follows by introducing cutoff functions $\tilde{\chi} \in C_{0}^{\infty}\left(\mathbb{R}^{v+1}\right)$ and $\tilde{q} \in C_{0}^{\infty}\left(\mathbb{R}^{v}\right)$ with $\tilde{\chi} \chi=\chi$ and $\tilde{q} q=q$ that

$$
\begin{align*}
&-\frac{1}{t} B_{2} B_{2}^{*}=-\frac{1}{t} \int^{\oplus} Q(t) \chi \tilde{\chi}(P, H(P))\left[\tilde{q}\left(\frac{x}{t}\right)\right] \frac{A_{P_{0}}^{2}}{t^{2}}\left[\tilde{q}\left(\frac{x}{t}\right)\right] \tilde{\chi} \chi(P, H(P)) Q(t) \mathrm{d} P \\
&+O\left(t^{-2}\right) \\
& \geq-\frac{C_{1}}{t} \int^{\oplus} Q(t) \chi^{2}(P, H(P)) Q(t) \mathrm{d} P+O\left(t^{-2}\right) \\
&=-\frac{C_{1}}{t} \int^{\oplus} \chi(P, H(P)) Q^{2}(t) \chi(P, H(P)) \mathrm{d} P+O\left(t^{-2}\right) \tag{3.17}
\end{align*}
$$

By Condition 2.3 (iii) it follows that $\left(\begin{array}{cc}0 & 0 \\ \mathrm{i}\left(1-q\left(\frac{x}{t}\right)\right)|\rho\rangle & 0\end{array}\right) \in O\left(t^{-1-\mu}\right)$ and hence

$$
\begin{equation*}
R_{2} \in O\left(t^{-1-\mu}\right) \tag{3.18}
\end{equation*}
$$

Using (3.15) and (3.16) twice, we see that

$$
\begin{align*}
R_{3} & =\frac{1}{t} \int^{\oplus} Q(t) \chi(P, H(P))\left[H(P), \mathrm{i} A_{P_{0}}\right] \chi(P, H(P)) Q(t) \mathrm{d} P+O\left(t^{-2}\right) \\
& \geq \frac{C_{2}}{t} \int^{\oplus} Q(t) \chi^{2}(P, H(P)) Q(t) \mathrm{d} P+O\left(t^{-2}\right) \\
& \geq \frac{C_{2}}{t} \int^{\oplus} \chi(P, H(P)) Q(t)^{2} \chi(P, H(P)) \mathrm{d} P+O\left(t^{-2}\right) \tag{3.19}
\end{align*}
$$

Again using the cutoff functions and pseudo-differential calculus and taking into account the support of $q$, we see that

$$
\begin{aligned}
\pm \chi & (P, H(P)) Q(t) \frac{A_{P_{0}}}{t} Q(t) \chi(P, H(P)) \\
& = \pm Q(t) \chi \tilde{\chi}(P, H(P))\left[\tilde{q}\left(\frac{x}{t}\right)\right] \frac{A_{P_{0}}}{t}\left[\tilde{q}\left(\frac{x}{t}\right)\right] \tilde{\chi} \chi(P, H(P)) Q(t) \pm O\left(t^{-1}\right) \\
& \leq \varepsilon C_{3} Q(t) \chi^{2}(P, H(P)) Q(t)+O\left(t^{-1}\right) \\
& =\varepsilon C_{3} \chi(P, H(P)) Q(t)^{2} \chi(P, H(P))+O\left(t^{-1}\right)
\end{aligned}
$$

so

$$
\begin{equation*}
R_{4} \geq-\frac{C_{3} \varepsilon}{t} \int^{\oplus} \chi(P, H(P)) Q(t)^{2} \chi(P, H(P)) \mathrm{d} P+O\left(t^{-2}\right) \tag{3.20}
\end{equation*}
$$

Putting (3.17), (3.18), (3.19) and (3.20) together, we see that

$$
\begin{aligned}
\mathbf{D} \Phi(t) \geq & \frac{-\varepsilon_{0} C_{1}+C_{2}-\varepsilon C_{3}}{t} \int^{\oplus} \chi(P, H(P)) Q(t)^{2} \chi(P, H(P)) \mathrm{d} P \\
& -\frac{1}{\varepsilon t} B_{1} B_{1}^{*}+O\left(t^{-1-\mu}\right) .
\end{aligned}
$$

Now choosing $\varepsilon$ and $\varepsilon_{0}$ so small that $-\varepsilon_{0} C_{1}+C_{2}-\varepsilon C_{3}>0$ together with Lemma A. 1 yields the result.

## 5 The asymptotic observable and asymptotic completeness

Theorem 5.1 (Asymptotic observable). Let $p \in C^{\infty}\left(\mathbb{R}^{v}\right)$ be a smooth function satisfying that $p(x) \leq p(y)$ for $|x| \leq|y|, p(x)=0$ for $|x| \leq \frac{1}{2}$ and
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$p(x)=1$ for $|x| \geq 1$. Define $p_{\delta}(x)=p\left(\frac{x}{\delta}\right)$. Then the limits

$$
\begin{align*}
P_{\delta}^{+}(H) & =\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H},  \tag{3.21}\\
P_{0}^{+}(H) & =\mathrm{s}-\lim _{\delta \rightarrow 0} P_{\delta}^{+}(H), \\
P_{0}^{+}\left(H_{0}, H\right) & =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H_{0}}, \\
P_{0}^{+}\left(H, H_{0}\right) & =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H_{0}}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H}
\end{align*}
$$

exist and $P_{0}^{+}(H)$ is a projection.
Remark 5.2. Note that $\delta \mapsto P_{\delta}^{+}(H)$ is increasing, i.e. $P_{\delta}^{+}(H) \leq P_{\delta^{\prime}}^{+}(H)$ for $0<\delta^{\prime}<\delta$. We leave it to the reader to verify that the definition of $P_{0}^{+}(H)$ is independent of the choice of $p$, and that one in fact could have chosen any family of functions $\left\{p_{\delta}\right\}$ satisfying $p_{\delta}(x) \leq p_{\delta}(y)$ for $|x| \leq|y|$, $p_{\delta}(x)=0$ for $|x| \leq \frac{\delta}{2}$ and $p_{\delta}(x)=1$ for $|x| \geq \delta$.

Proof. We will prove the statements about $P_{\delta}^{+}(H)$ and $P_{0}^{+}(H)$. The statements about $P_{0}^{+}\left(H_{0}, H\right)$ and $P_{0}^{+}\left(H, H_{0}\right)$ are proved completely analogously.

Let

$$
\Phi(t)=-\chi(H)\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] \chi(H),
$$

and calculate using pseudo-differential calculus

$$
\mathbf{d}_{0} p_{\delta}\left(\frac{x-y}{t}\right)=-\frac{1}{2} \frac{1}{t}\left(\left(\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right)\right) \cdot \nabla p_{\delta}\left(\frac{x-y}{t}\right)+\text { h.c. }\right)+O\left(t^{-2}\right) .
$$

This in combination with Condition 2.3 (iii) gives

$$
\mathbf{D} \Phi(t)=\frac{1}{t} \chi(H)\left[\frac{1}{2} X \cdot \nabla p_{\delta}\left(\frac{x-y}{t}\right)+\text { h.c. }\right] \chi(H)+O\left(t^{-\min \{1+\mu, 2\}}\right),
$$

where $X=\frac{x-y}{t}-\nabla \omega\left(D_{x}\right)+\nabla \Omega\left(D_{y}\right)$, so Theorem 4.3 in combination with Lemma A. 2 gives the existence of the limit (3.21).

The existence of the weak limit $\mathrm{w}-P_{0}^{+}(H)=\mathrm{w}-\lim _{\delta \rightarrow 0} P_{\delta}^{+}(H)$ is obvious. Moreover, for every $\delta>0$, it is clear from Lemma A. 3 that the strong limit s $-\lim _{n \rightarrow \infty} P_{\frac{\delta}{2^{n}}}^{+}(H)$ exists, is a projection and equals $\mathrm{w}-P_{0}^{+}(H)$. The inequality $P_{\delta}^{+}(H)^{2} \leq P_{\delta}^{+}(H)$ implies

$$
\begin{aligned}
\lim _{\delta \rightarrow 0}\left\|\left(\mathrm{w}-P_{0}^{+}(H)-P_{\delta}^{+}(H)\right) u\right\|^{2} & =\lim _{\delta \rightarrow 0}\left\langle\left(\mathrm{w}-P_{0}^{+}(H)+P_{\delta}^{+}(H)^{2}-2 P_{\delta}^{+}(H)\right) u, u\right\rangle \\
& \leq \lim _{\delta \rightarrow 0}\left\langle\left(\mathrm{w}-P_{0}^{+}(H)-P_{\delta}^{+}(H)\right) u, u\right\rangle=0 .
\end{aligned}
$$

This finishes the argument.
Proposition 5.3. Let $\Sigma=\left\{(P, \lambda) \in \mathbb{R}^{v+1} \mid \lambda \in \sigma_{\mathrm{pp}}(H(P))\right\}$ denote the set in energy-momentum space consisting of eigenvalues for the fibered Hamiltonian and $\Theta=\left\{(P, \lambda) \in \mathbb{R}^{v+1} \mid \lambda \in \theta(P)\right\}$ the corresponding set of thresholds. Then $\Sigma \cup \Theta$ is a closed set of Lebesgue measure 0 . Moreover, $(\Sigma \cup \Theta)(P)=$ $\sigma_{\mathrm{pp}}(P) \cup \theta(P)$ is at most countable.

Proof. By the usual arguments, Theorems 3.1 and 3.4 imply that eigenvalues of $H(P)$ can only accumulate at thresholds (see e.g. [ABG96] for details), and by analyticity, the threshold set $\theta(P)$ is at most countable. Hence, if $\Sigma \cup \Theta$ is closed, it is in particular of measure 0 .

Let $\left(P_{0}, \lambda_{0}\right) \notin \Sigma \cup \Theta$. Then by Theorem 3.6, there are neighbourhoods $\mathcal{O}$ of $P_{0}$ and $I$ of $\lambda_{0}$ such that for all $P \in \mathcal{O}$, a strict Mourre estimate holds for $H(P)$ on the energy interval $I$ with conjugate operator $A_{P_{0}}$ given as in Theorem 3.4 and $H(P)$ is of class $C^{2}\left(A_{P_{0}}\right)$ by Theorem 3.1 , which by the Virial Theorem implies that there are no eigenvalues for $H(P)$ in $I$ for any $P \in \mathcal{O}$. Clearly,
$\Theta=\left\{(P, \lambda) \in \mathbb{R}^{v+1} \mid \exists k \in \mathbb{R}^{v}: \lambda=\Omega(P-k)+\omega(k), \nabla \omega(k)-\nabla \Omega(P-k)=0\right\}$
is a closed set. Hence, possibly after chosing smaller $\mathcal{O}$ and $I, \mathcal{O} \times I$ is a neighbourhood of $\left(P_{0}, \lambda_{0}\right)$ which does not intersect $\Sigma \cup \Theta$.

Let $\mathcal{H}_{\mathrm{bd}}=E_{\Sigma \cup \Theta}((\mathrm{P}, H)) \mathcal{H}$ and similarly $\mathcal{H}_{0, \mathrm{bd}}=E_{\Sigma_{0} \cup \Theta}\left(\left(\mathrm{P}, H_{0}\right)\right) \mathcal{H}$. We remark that if we for a fixed $P$ take the fiber $(\Sigma \cup \Theta)(P)=\{\lambda \mid(\lambda, P) \in$ $\Sigma \cup \Theta\}$, then we have $E_{(\Sigma \cup \Theta)(P)}(H(P))=\mathbb{1}_{\mathrm{pp}}(H(P))$.

Theorem 5.4. With $\mathcal{H}_{\mathrm{bd}}$ and $P_{0}^{+}(H)$ given as above, we have $\mathcal{H}_{\mathrm{bd}}=(1-$ $\left.P_{0}^{+}(H)\right) \mathcal{H}$.

Proof. Let $\left(\lambda_{0}, P_{0}\right) \in \mathbb{R}^{v+1} \backslash(\Sigma \cup \Theta)$. Let the neighbourhood $N$ and $\varepsilon>0$ be those of Theorem 4.4 corresponding to the point $\left(\lambda_{0}, P_{0}\right)$. Let $\psi \in$ $E_{N}(\mathrm{P}, H) \mathcal{H}$. Then by Theorem 4.4, there exists a sequence $t_{n} \rightarrow \infty$ such that

$$
\psi=e^{\mathrm{i} t_{n} H} p_{\varepsilon}\left(\frac{x-y}{t_{n}}\right) e^{-\mathrm{i} t_{n} H} \psi+e^{\mathrm{i} t_{n} H}\left(1-p_{\varepsilon}\left(\frac{x-y}{t_{n}}\right)\right) e^{-\mathrm{i} t_{n} H} \psi \rightarrow P_{\varepsilon}^{+}(H) \psi+0
$$

which implies that $\psi \in P_{0}^{+}(H) \mathcal{H}$. As the span of such $\psi$ is dense in $\mathcal{H}$ bd and $P_{0}^{+}(H) \mathcal{H}$ is closed, this implies that $\mathcal{H}_{\mathrm{bd}} \supset\left(1-P_{0}^{+}(H)\right) \mathcal{H}$.

By Proposition 5.3, $\Sigma \cup \Theta$ may be written as an at most countable union of graphs $\Sigma_{i}$ of Borel functions from (subsets of) $\mathbb{R}^{v}$ to $\mathbb{R}$ (see [Ra80,

86 Chapter 3. AC in QFT:Transl. Inv. Nelson models with at most one boson

Théorème 21, p. 226]). Let $\varphi=U \int^{\oplus} \varphi_{P} \mathrm{~d} P \in \mathcal{H}$. Then $\psi=E_{\Sigma_{j}}(\mathrm{P}, H) \varphi=$ $U \int^{\oplus} E_{\Sigma_{j}(P)}(H) \varphi_{P} \mathrm{~d} P$. This implies that $\psi$ can be written as

$$
\psi=U \int^{\oplus} \psi_{P} \mathrm{~d} P
$$

where $\psi_{P}$ is an eigenvector for $H(P)$ with eigenvalue $\Sigma_{j}(P)$. Note that this ensures that $\psi_{P}$ is Borel as a function of $P$. Now

$$
\begin{aligned}
P_{\delta}^{+}(H) \psi & =\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H} \psi \\
& =\mathrm{s}-\lim _{t \rightarrow \infty} U \int^{\oplus} e^{\mathrm{i} t H(P)}\left[p_{\delta}\left(\frac{x}{t}\right)\right] e^{-\mathrm{i} t H(P)} \psi_{P} \mathrm{~d} P \\
& =\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} U \int^{\oplus}\left[p_{\delta}\left(\frac{x}{t}\right)\right] e^{-\mathrm{i} t \sum_{j}(P)} \psi_{P} \mathrm{~d} P,
\end{aligned}
$$

where the last integrand goes pointwise to 0 and hence by the dominated convergence theorem, the limit is 0 . As $\delta$ was arbitrary, this shows that $P_{0}^{+}(H) \psi=0$.

Since the span of the set of $\psi$ we have covered is dense in $\mathcal{H}_{\mathrm{bd}}$ and $P_{0}^{+}(H)$ is closed, we conclude that $\mathcal{H}_{\mathrm{bd}} \subset\left(1-P_{0}^{+}(H)\right) \mathcal{H}$.

Theorem 5.5 (Existence of wave operators). The wave operator $W^{+}: \mathcal{H} \mapsto$ $\mathcal{H}$ given by

$$
W^{+} u=\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} P_{0}^{+}\left(H_{0}\right) u
$$

where $P_{0}^{+}\left(H_{0}\right)$ is the projection onto $\{0\} \oplus L^{2}\left(\mathbb{R}^{2 v}\right)=\mathcal{H}_{0, \text { bd }}^{\perp}$, exists.
Proof. From Theorem 5.1 and Theorem 5.4 with $H=H_{0}$ it follows that $P_{0}^{+}\left(H_{0}\right)$ can be given as in Theorem 5.1, and by passing to the fibered representation, it is easy to see that the assumptions on $\Omega$ and $\omega$ imply that $\mathcal{H}_{0, \text { bd }}=L^{2}\left(\mathbb{R}^{v}\right) \oplus\{0\}$.

By Theorem 5.1,

$$
e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H_{0}}=e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} e^{\mathrm{i} t H_{0}}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H_{0}}
$$

tends strongly to $P_{0}^{+}\left(H_{0}, H\right)$ when $t \rightarrow \infty$ and $\delta \rightarrow 0$ (in that order). On the other hand,

$$
e^{\mathrm{i} t H_{0}}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H_{0}}
$$

tends strongly to $P_{0}^{+}\left(H_{0}\right)$ in the same limit. This implies that

$$
P_{0}^{+}\left(H_{0}, H\right)=\mathrm{s}-\lim _{t \rightarrow \infty}\left(e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}}\right) P_{0}^{+}\left(H_{0}\right)
$$

exists.
Theorem 5.6 (Geometric asymptotic completeness). With $W^{+}$as in Theorem 5.5, Ran $W^{+}=P_{0}^{+}(H) \mathcal{H}$.

Proof. Consider

$$
\begin{aligned}
W^{+} & =\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} P_{0}^{+}\left(H_{0}\right)^{2} \\
& =P_{0}^{+}\left(H_{0}, H\right) P_{0}^{+}\left(H_{0}\right) \\
& =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H_{0}} P^{+}\left(H_{0}\right) \\
& =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty}\left(e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H}\right) \mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty}\left(e^{-\mathrm{i} t H} e^{-\mathrm{i} t H_{0}}\right) P_{0}^{+}\left(H_{0}\right) \\
& =P_{0}^{+}(H) W^{+},
\end{aligned}
$$

which proves that $\operatorname{Ran} W^{+} \subset P_{0}^{+}(H) \mathcal{H}$. For the other inclusion, we similarly calculate

$$
\begin{aligned}
P_{0}^{+}(H) & =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H} P_{0}^{+}(H) \\
& =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} e^{\mathrm{i} t H_{0}}\left[p_{\delta}\left(\frac{x-y}{t}\right)\right] e^{-\mathrm{i} t H} P_{0}^{+}(H) \\
& =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} P_{0}^{+}\left(H, H_{0}\right) P_{0}^{+}(H) \\
& =\mathrm{s}-\lim _{\delta \rightarrow 0} \mathrm{~s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H} e^{-\mathrm{i} t H_{0}} P_{0}^{+}\left(H_{0}\right) P_{0}^{+}\left(H, H_{0}\right) \\
& =W^{+} P_{0}^{+}\left(H, H_{0}\right),
\end{aligned}
$$

which proves $\operatorname{Ran} P_{0}^{+}(H) \subset \operatorname{Ran} W^{+}$.
Theorem 2.4 now follows from Proposition 5.3, Theorem 5.4 and Theorem 5.6.
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## A Appendix A

For easy reference, we list the following lemmata, which are taken from the appendix of [DG99]. The first lemma which is used to prove the propagation estimates, is a version of the Putnam-Kato theorem developed by Sigal-Soffer [SS87].

Lemma A.1. Let H be a self-adjoint operator and $\mathbf{D}$ the corresponding Heisenberg derivative

$$
\mathbf{D}=\frac{\mathrm{d}}{\mathrm{~d} t}+[H, \mathrm{i} \cdot] .
$$

Suppose that $\Phi(t)$ is a uniformly bounded family of self-adjoint operators. Suppose that there exist $C_{0}>0$ and operator valued functions $B(t)$ and $B_{i}(t)$, $i=1, \ldots, n$, such that

$$
\begin{gathered}
\mathbf{D} \Phi(t) \geq C_{0} B^{*}(t) B(t)-\sum_{i=1}^{n} B_{i}^{*}(t) B_{i}(t) \\
\int_{1}^{\infty}\left\|B_{i}(t) e^{-\mathrm{i} t H} \varphi\right\|^{2} \mathrm{~d} t \leq C\|\varphi\|^{2}, \quad i=1, \ldots, n
\end{gathered}
$$

Then there exists $C_{1}$ such that

$$
\int_{1}^{\infty}\left\|B(t) e^{-\mathrm{i} t H} \varphi\right\|^{2} \mathrm{~d} t \leq C_{1}\|\varphi\|^{2} .
$$

The next lemma shows how to use propagation estimates to prove the existence of asymptotic observables and is a version of Cook's method due to Kato.

Lemma A.2. Let $H_{1}$ and $H_{2}$ be two self-adjoint operators. Let ${ }_{2} \mathbf{D}_{1}$ be the corresponding asymmetric Heisenberg derivative:

$$
{ }_{2} \mathbf{D}_{1} \Phi(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \Phi(t)+\mathrm{i} H_{2} \Phi(t)-\mathrm{i} \Phi(t) H_{1} .
$$

Suppose that $\Phi(t)$ is a uniformly bounded function with values in self-adjoint operators. Let $\mathcal{D}_{1} \subset \mathcal{H}$ be a dense subspace. Assume that

$$
\begin{gathered}
\left|\left\langle\psi_{2,2} \mathbf{D}_{1} \Phi(t) \psi_{1}\right\rangle\right| \leq \sum_{i=1}^{n}\left\|B_{2 i}(t) \psi_{2}\right\|\left\|B_{1 i}(t) \psi_{1}\right\|, \\
\int_{1}^{\infty}\left\|B_{2 i}(t) e^{-\mathrm{i} t H_{2}} \varphi\right\|^{2} \mathrm{~d} t \leq\|\varphi\|^{2}, \quad \varphi \in \mathcal{H}, i=1, \ldots, n, \\
\int_{1}^{\infty}\left\|B_{1 i}(t) e^{-\mathrm{i} t H_{1}} \varphi\right\|^{2} \mathrm{~d} t \leq C\|\varphi\|^{2}, \quad \varphi \in \mathcal{D}_{1}, i=1, \ldots, n .
\end{gathered}
$$

Then the limit

$$
\mathrm{s}-\lim _{t \rightarrow \infty} e^{\mathrm{i} t H_{2}} \Phi(t) e^{-\mathrm{i} t H_{1}}
$$

exists.
The final lemma gives us the actual asymptotic observable.
Lemma A.3. Let $Q_{n}$ be a commuting sequence of self-adjoint operators such that:

$$
0 \leq Q_{n} \leq 1, \quad Q_{n} \leq Q_{n+1}, \quad Q_{n+1} Q_{n}=Q_{n}
$$

Then the limit

$$
Q=\mathrm{s}-\lim _{n \rightarrow \infty} Q_{n}
$$

exists and is a projection.

## B Appendix B

In this section, we recall a result from [Ras].
In the following, $A=\left(A_{1}, \ldots, A_{v}\right)$ is a vector of self-adjoint, pairwise commuting operators acting on a Hilbert space $\mathcal{H}$, and $B \in \mathcal{B}(\mathcal{H})$ is a bounded operator on $\mathcal{H}$. We shall use the notion of $B$ being of class $C^{n_{0}}(A)$ introduced in [ABG96]. For notational convenience, we adopt the following convention: If $0 \leq j \leq v$, then $\delta_{j}$ denotes the multi-index $(0, \ldots, 0,1,0, \ldots, 0)$, where the 1 is in the $j^{\prime}$ th entry.

Definition B.1. Let $n_{0} \in \mathbb{N} \cup\{\infty\}$. Assume that the multi-commutator form defined iteratively by $\operatorname{ad}_{A}^{0}(B)=B$ and $\operatorname{ad}_{A}^{\alpha}(B)=\left[\operatorname{ad}_{A}^{\alpha-\delta_{j}}(B), A_{j}\right]$ as a form on $\mathcal{D}\left(A_{j}\right)$, where $\alpha \geq \delta_{j}$ is a multi-index and $1 \leq j \leq v$, can be represented by a bounded operator also denoted by $\operatorname{ad}_{A}^{\alpha}(B)$, for all multi-indices $\alpha,|\alpha|<n_{0}+1$. Then $B$ is said to be of class $C^{n_{0}}(A)$ and we write $B \in C^{n_{0}}(A)$.

Remark B.2. The definition of $\operatorname{ad}_{A}^{\alpha}(B)$ does not depend on the order of the iteration since the $A_{j}$ are pairwise commuting. We call $|\alpha|$ the degree of $\operatorname{ad}_{A}^{\alpha}(B)$.

In the following, $\mathcal{H}_{A}^{s}:=D\left(|H|^{s}\right)$ for $s \geq 0$ will be used to denote the scale of spaces associated to $A$. For negative $s$, we define $\mathcal{H}_{A}^{s}:=\mathcal{H}_{A}^{s}{ }^{*}$.
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Theorem B.3. Assume that $B \in C^{n_{0}}(A)$ for some $n_{0} \geq n+1 \geq 1,0 \leq t_{1}, t_{2}$, $t_{1}+t_{2} \leq n+2$ and that $\left\{f_{\lambda}\right\}_{\lambda \in I}$ satisfies

$$
\forall \alpha \exists C_{\alpha}:\left|\partial^{\alpha} f_{\lambda}(x)\right| \leq C_{\alpha}\langle x\rangle^{s-|\alpha|}
$$

uniformly in $\lambda$ for some $s \in \mathbb{R}$ such that $t_{1}+t_{2}+s<n+1$. Then

$$
\left[B, f_{\lambda}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} f_{\lambda}(A) \operatorname{ad}_{A}^{\alpha}(B)+R_{\lambda, n}(A, B)
$$

as an identity on $\mathcal{D}\left(\langle A\rangle^{s}\right)$, where $R_{\lambda, n}(A, B) \in \mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}}, \mathcal{H}_{A}^{t_{1}}\right)$ and there exist a constant $C$ independent of $A, B$ and $\lambda$ such that

$$
\left\|R_{\lambda, n}(A, B)\right\|_{\mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}}, \mathcal{H}_{A}^{t_{1}}\right)} \leq C \sum_{|\alpha|=n+1}\left\|\operatorname{ad}_{A}^{\alpha}(B)\right\| .
$$
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#### Abstract

Let $A$ be a $v$-vector of self-adjoint, pairwise commuting operators and $B$ a bounded operator of class $C^{n_{0}}(A)$. We prove a Taylor-like expansion of the commutator $[B, f(A)]$ for a large class of functions $f: \mathbb{R}^{v} \rightarrow \mathbb{R}$, generalising the one-dimensional result where $A$ is just a self-adjoint operator. This is done using almost analytic extensions and the higher-dimensional Helffer-Sjöstrand formula.
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## 1 Introduction

It is well-known that if $A$ is a self-adjoint operator, $B$ is a bounded operator of class $C^{n_{0}}(A)$ in the sense of [ABG96] and $f$ satisfies that
for all $n,\left|f^{(n)}(x)\right| \leq C_{n}\langle x\rangle^{s-n}$, then for $0 \leq t_{1} \leq n_{0}, 0 \leq t_{2} \leq 1$ with $s+t_{1}+t_{2}<n_{0}$,

$$
[B, f(A)]=\sum_{k=1}^{n_{0}-1} \frac{1}{k!} f^{(k)}(A) \operatorname{ad}_{A}^{k}(B)+R_{n_{0}}(A, B)
$$

where $\operatorname{ad}_{A}^{k}(B)$ is the $k^{\prime}$ th iterated commutator, $R_{n_{0}}(A, B) \in \mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}} ; \mathcal{H}_{A}^{t_{1}}\right)$ and $\mathcal{H}_{A}^{t}$ is defined as $\mathcal{D}\left(\langle A\rangle^{t}\right)$ equipped with the graph-norm $\|v\|_{t}=$ $\left\|\langle A\rangle^{t} v\right\|$ for $t \geq 0$ and $\mathcal{H}_{A}^{-t}$ is the dual space of $\mathcal{H}_{A}^{t}$. This follows relatively easily from using the (one-dimensional) Helffer-Sjöstrand formula

$$
\begin{equation*}
f(A)=\frac{1}{\pi} \int_{\mathrm{C}} \bar{\partial} \tilde{f}(z)(A-z)^{-1} d z \tag{4.1}
\end{equation*}
$$

where $\bar{\partial}=\frac{1}{2}\left(\partial_{x}+i \partial_{y}\right)$ and $\tilde{f}$ is an almost analytic extension of $f$, and the identity

$$
\begin{aligned}
{[B, f(A)]=} & \sum_{k=1}^{n_{0}-1} \frac{1}{k!} \frac{k!}{\pi} \int_{\mathbb{C}} \bar{\partial} \tilde{f}(z)(-1)^{k}(A-z)^{-k-1} d z \\
& +\frac{(-1)^{n_{0}}}{\pi} \int_{\mathbb{C}} \bar{\partial} \tilde{f}(z)(A-z)^{-n_{0}} \operatorname{ad}_{A}^{n_{0}}(B)(A-z)^{-1} d z
\end{aligned}
$$

when $\frac{k!}{\pi} \int_{C} \bar{\partial} \tilde{f}(z)(-1)^{k}(A-z)^{-k-1} d z$ is recognised as $f^{(k)}(A)$ using (4.1). See e.g. [Møl00] for details. Due to the higher complexity of the general Helffer-Sjöstrand formula, these calculations do not lead directly to the generalised result where $A$ is a vector of self-adjoint, pairwise commuting operators. However, we will follow the same idea.

The theorem may be viewed as an abstract analogue of pseudo-differential calculus. The one-dimensional version is an often used result, see e.g. [DG97] and [Møl00]. Apart from the obvious interest in generalising the result to higher dimensions, our improvement has proven useful in the treatment of models in quantum field theory, see [MR]. In particular, a lemma in [MR] whose proof depends on our result, extends the results of [Møl05] to a larger class of models.

## 2 The setting and result

In the following, $A=\left(A_{1}, \ldots, A_{v}\right)$ is a vector of self-adjoint, pairwise commuting operators acting on a Hilbert space $\mathcal{H}$, and $B \in \mathcal{B}(\mathcal{H})$ is a bounded operator on $\mathcal{H}$. We shall use the notion of $B$ being of class $C^{n_{0}}(A)$ introduced in [ABG96]. For notational convenience, we adobt the following convention: If $0 \leq j \leq v$, then $\delta_{j}$ denotes the multi-index $(0, \ldots, 0,1,0, \ldots, 0)$, where the 1 is in the $j$ 'th entry.

Definition 2.1. Let $n_{0} \in \mathbb{N} \cup\{\infty\}$. Assume that the multi-commutator form defined iteratively by $\operatorname{ad}_{A}^{0}(B)=B$ and $\operatorname{ad}_{A}^{\alpha}(B)=\left[\operatorname{ad}_{A}^{\alpha-\delta_{j}}(B), A_{j}\right]$ as a form on $\mathcal{D}\left(A_{j}\right)$, where $\alpha \geq \delta_{j}$ is a multi-index and $1 \leq j \leq v$, can be represented by a bounded operator also denoted by $\operatorname{ad}_{A}^{\alpha}(B)$, for all multi-indices $\alpha,|\alpha|<n_{0}+1$. Then $B$ is said to be of class $C^{n_{0}}(A)$ and we write $B \in C^{n_{0}}(A)$.

Remark 2.2. The definition of $\operatorname{ad}_{A}^{\alpha}(B)$ does not depend on the order of the iteration since the $A_{j}$ are pairwise commuting. We call $|\alpha|$ the degree of $\operatorname{ad}_{A}^{\alpha}(B)$.

In the following, $\mathcal{H}_{A}^{s}:=D\left(|A|^{s}\right)$ for $s \geq 0$ will be used to denote the scale of spaces associated to $A$. For negative $s$, we define $\mathcal{H}_{A}^{s}:=\left(\mathcal{H}_{A}^{-s}\right)^{*}$.

Theorem 2.3. Assume that $B \in C^{n_{0}}(A)$ for some $n_{0} \geq n+1 \geq 1,0 \leq t_{1} \leq$ $n+1,0 \leq t_{2} \leq 1$ and that $\left\{f_{\lambda}\right\}_{\lambda \in I}$ satisfies

$$
\forall \alpha \exists C_{\alpha}:\left|\partial^{\alpha} f_{\lambda}(x)\right| \leq C_{\alpha}\langle x\rangle^{s-|\alpha|}
$$

uniformly in $\lambda$ for some $s \in \mathbb{R}$ such that $t_{1}+t_{2}+s<n+1$. Then

$$
\left[B, f_{\lambda}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} f_{\lambda}(A) \operatorname{ad}_{A}^{\alpha}(B)+R_{\lambda, n}(A, B)
$$

as an identity on $\mathcal{D}\left(\langle A\rangle^{s}\right)$, where $R_{\lambda, n}(A, B) \in \mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}}, \mathcal{H}_{A}^{t_{1}}\right)$ and there exist a constant $C$ independent of $A, B$ and $\lambda$ such that

$$
\left\|R_{\lambda, n}(A, B)\right\|_{\mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}}, \mathcal{H}_{A}^{t_{1}}\right)} \leq \underset{|\alpha|=n+1}{C}\left\|\operatorname{ad}_{A}^{\alpha}(B)\right\| .
$$

Remark 2.4. A similar statement holds with the $\operatorname{ad}_{A}^{\alpha}(B)$ and $\partial^{\alpha} f_{\lambda}(A)$ interchanged at the cost of a sign correction given by $(-1)^{|\alpha|-1}$, and the corresponding remainder term $R_{\lambda, n}^{\prime}(A, B) \in \mathcal{B}\left(\mathcal{H}_{A}^{-t_{1}}, \mathcal{H}_{A}^{t_{2}}\right)$. This can be seen either by proving it analogously or by taking the adjoint equation and replacing $B$ by $-B$.

Remark 2.5. If $k \leq t_{1}$ and $n_{0} \geq n+1+k$, then $R_{\lambda, n}(A, B)$ can be replaced by $R_{\lambda, n}^{k}(A, B) \in \mathcal{B}\left(\mathcal{H}_{A}^{-t_{2}+k}, \mathcal{H}_{A}^{t_{1}-k}\right)$. This can be seen by commuting ad ${ }_{A}^{\alpha}(B)$ and $|A-z|^{-2}$ in the terms of the remainder, see page 101.

## 3 The Proof

Let $z \in \mathbb{C}^{v}, \operatorname{Im} z \neq 0,1 \leq \ell \leq v$ and $g, g_{\ell}: \mathbb{R}^{v} \rightarrow \mathbb{C}$ be given as $g(t)=$ $|t-z|^{-2}$ and $g_{\ell}(t)=t_{\ell}-\bar{z}_{\ell}$. Write for $2 \beta \leq \alpha$

$$
T_{\alpha}^{\beta}(t, z):=\frac{(-2)^{|\alpha-\beta|}|\alpha-\beta|!}{2|\beta|}(t-\operatorname{Re} z)^{\alpha-2 \beta}|t-z|^{-2|\alpha-\beta|} .
$$

Lemma 3.1. Let $g$ be as above and $\alpha$ be any multi-index. Then

$$
\partial^{\alpha} g(t)=\sum_{2 \beta \leq \alpha} \alpha!T_{\alpha}^{\beta}(t, z)|t-z|^{-2} .
$$

Proof. For brevity, we will write $\alpha^{i}$ or $\beta^{i}$ for $\alpha+\delta_{i}$ or $\beta+\delta_{i}$, respectively. The formula is obviously true for $|\alpha| \leq 1$. Now assume that we have proven the formula for $|\alpha| \leq k$. Let $|\alpha|=k$ and $0 \leq i \leq v$ be arbitrary. It suffices to prove the formula for $\alpha^{i}$. One easily verifies using the chain rule that

$$
\begin{equation*}
\left(\partial^{\delta_{i}} g^{n}\right)(t)=-2 n\left(t_{i}-\operatorname{Re} z_{i}\right)|t-z|^{-2 n-2} . \tag{4.2}
\end{equation*}
$$

Now by the induction hypothesis, we see that

$$
\begin{align*}
\partial^{\alpha+\delta_{i}} g(t)= & \partial_{t}^{\delta_{i}} \sum_{2 \beta \leq \alpha} \frac{(-2)^{|\alpha-\beta| \alpha!|\alpha-\beta|!}}{2^{|\beta|} \beta!(\alpha-2 \beta)!}(t-\operatorname{Re} z)^{\alpha-2 \beta}|t-z|^{-2|\alpha-\beta|-2} \\
= & \sum_{2 \beta \leq \alpha} \frac{(-2)^{|\alpha-\beta|}|\alpha!| \alpha-\beta \mid!}{2^{\beta \mid} \beta!(\alpha-2 \beta)!}\left(\partial_{t}^{\delta_{i}}(t-\operatorname{Re} z)^{\alpha-2 \beta}\right)|t-z|^{-2|\alpha-\beta|-2}  \tag{4.3}\\
& +\sum_{2 \beta \leq \alpha} \frac{(-2)^{|\alpha-\beta|}|\alpha!| \alpha-\beta \mid!}{2^{\beta \beta} \mid \beta!(\alpha-2 \beta)!}(t-\operatorname{Re} z)^{\alpha-2 \beta}\left(\partial_{t}^{\delta_{i}}|t-z|^{-2|\alpha-\beta|-2}\right) . \tag{4.4}
\end{align*}
$$

For the sake of clarity, we will now consider each sum independently.

$$
\begin{align*}
& \text { (4.3) }=\sum_{2 \beta \leq \alpha} \frac{(-2)^{|\alpha-\beta|} \alpha!|\alpha-\beta|!}{2^{\beta \mid} \beta!(\alpha-2 \beta)!}\left(\alpha_{i}-2 \beta_{i}\right)(t-\operatorname{Re} z)^{\alpha-2 \beta-\delta_{i}}|t-z|^{-2|\alpha-\beta|-2} \\
& =\sum_{\substack{2 \beta \leq \alpha \\
2 \beta_{i}<\alpha_{i}}} 2\left(\beta_{i}+1\right) \frac{(-2)\left|\alpha^{i}-\beta^{i}\right| \alpha!\left|\alpha^{i}-\beta^{i}\right|!}{2\left|\beta^{i}\right| \beta^{i}!\left(\alpha^{i}-2 \beta^{i}\right)!}(t-\operatorname{Re} z)^{\alpha^{i}-2 \beta^{i}}|t-z|^{-2\left|\alpha^{i}-\beta^{i}\right|-2} \\
& =\sum_{2 \beta \leq \alpha+\delta_{i}} 2 \beta_{i} \frac{(-2)^{\left|a^{i}-\beta\right|} \alpha^{\alpha \mid}\left|\alpha^{i}-\beta\right|!}{2^{\beta \mid \beta!} \cdot\left(\alpha^{i}-2 \beta\right)!}(t-\operatorname{Re} z)^{\alpha^{i}-2 \beta}|t-z|^{-2\left|\alpha^{i}-\beta\right|-2} . \tag{4.5}
\end{align*}
$$

Using (4.2), we see that (4.4) equals

$$
\begin{align*}
& \sum_{2 \beta \leq \alpha} \frac{(-2)^{|\alpha-\beta|} \alpha!|\alpha-\beta|!}{2^{\beta \beta} \beta!(\alpha-2 \beta)!}(t-\operatorname{Re} z)^{\alpha-2 \beta}(-2)(|\alpha-\beta|+1)\left(t_{i}-\operatorname{Re} z_{i}\right)|t-z|^{-2|\alpha-\beta|-4} \\
&= \sum_{2 \beta \leq \alpha}\left(\alpha_{i}+1-2 \beta_{i}\right) \frac{(-2)^{\left|\alpha^{i}-\beta\right| \alpha!\left|\alpha^{i}-\beta\right|!}}{2^{|\beta|}!\left(\alpha^{i}-2 \beta\right)!}(t-\operatorname{Re} z)^{\alpha^{i}-2 \beta}|t-z|^{-2\left|\alpha^{i}-\beta\right|-2} \\
&= \sum_{2 \beta \leq \alpha} \frac{(-2)^{\left|\alpha^{i}-\beta\right| \alpha^{i}!\left|\alpha^{i}-\beta\right|!}}{2^{|\beta|} \mid \beta!\left(\alpha^{i}-2 \beta\right)!}(t-\operatorname{Re} z)^{\alpha^{i}-2 \beta}|t-z|^{-2\left|\alpha^{i}-\beta\right|-2}  \tag{4.6}\\
& \quad-\sum_{2 \beta \leq \alpha} 2 \beta_{i} \frac{(-2 \mid)^{\left|\alpha^{i}-\beta\right| \alpha!\left|\alpha^{i}-\beta\right|!}}{2^{\beta \beta} \mid \beta!\left(\alpha^{i}-2 \beta\right)!}(t-\operatorname{Re} z)^{\alpha^{i}-2 \beta}|t-z|^{-2\left|\alpha^{i}-\beta\right|-2} \tag{4.7}
\end{align*}
$$

Now (4.7) cancels (4.5) except for possible terms with $2 \beta=\alpha+\delta_{i}$ :

$$
\begin{equation*}
(4.5)+(4.7)=\sum_{2 \beta=\alpha+\delta_{i}} \frac{\left.(-2)^{\mid \beta i}{ }^{\mid \beta}-\beta\left|\alpha^{i}!\right| \alpha^{i}-\beta \mid \alpha^{i}-2 \beta\right)!}{2^{i}}(t-\operatorname{Re} z)^{\alpha^{i}-2 \beta}|t-z|^{-2\left|\alpha^{i}-\beta\right|-2} . \tag{4.8}
\end{equation*}
$$

Adding (4.6) and (4.8) finishes the induction.

Lemma 3.2. Let $B \in C^{n_{0}}(A)$ for some $n_{0} \geq 1$ and let $n \in \mathbb{N}_{0}$ and $\alpha_{0}$ be a multi-index satisfying $\left|\alpha_{0}\right|+n+1 \leq n_{0}$. Then

$$
\begin{equation*}
\left[\operatorname{ad}_{A}^{\alpha_{0}}(B), g(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} g(A) \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B)+R_{n}^{g}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right), \tag{4.9}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{n}^{g}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right) \\
& \quad=\sum_{\substack{|\alpha|=n-1 \\
2 \beta \leq \alpha}} \sum_{i=1}^{v} \frac{\beta_{i}+1}{\left|\alpha+\delta_{i}-\beta\right|} T_{\alpha+2 \delta_{i}}^{\beta+\delta_{i}}(A, z) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+2 \delta_{i}}(B)|A-z|^{-2}  \tag{4.10}\\
& \quad+\sum_{\substack{|\alpha|=n \\
2 \beta \leq \alpha}} \sum_{i=1}^{v} \frac{\beta_{i}+1}{\left|\alpha+\delta_{i}-\beta\right|} T_{\alpha+2 \delta_{i}}^{\beta+\delta_{i}}(A, z)\left(A_{i}-\bar{z}_{i}\right) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{i}}(B)|A-z|^{-2}  \tag{4.11}\\
& \quad+\sum_{\substack{|\alpha|=n \\
2 \beta \leq \alpha}} \sum_{i=1}^{v} \frac{\beta_{i}+1}{\left|\alpha+\delta_{i}-\beta\right|} T_{\alpha+2 \delta_{i}}^{\beta+\delta_{i}}(A, z) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{i}}(B)\left(A_{i}-z_{i}\right)|A-z|^{-2} . \tag{4.12}
\end{align*}
$$

Proof. The proof goes by induction. One may check by inspection of the following identity that the statement is true for $n=0$.

$$
\begin{align*}
{\left[\operatorname{ad}_{A}^{\alpha_{0}}(B),|A-z|^{-2}\right]=} & -\sum_{i=1}^{v}|A-z|^{-2}\left(A_{i}-\bar{z}_{i}\right) \operatorname{ad}_{A}^{\alpha_{0}+\delta_{i}}(B)|A-z|^{-2}  \tag{4.13}\\
& -\sum_{i=1}^{v}|A-z|^{-2} \operatorname{ad}_{A}^{\alpha_{0}+\delta_{i}}(B)\left(A_{i}-z_{i}\right)|A-z|^{-2} .
\end{align*}
$$

Now assume that we have proven the formula for $k \leq n,\left|\alpha_{0}\right|+n+2 \leq n_{0}$. We will now show that this implies that the formula holds for $k=n+1$. We begin by noting two useful identities.

$$
\begin{gather*}
T_{\alpha}^{\beta}(t, z)|t-z|^{-2}=-\frac{\beta_{j}+1}{\left|\alpha+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{j}}^{\beta+\delta_{j}}(t, z) .  \tag{4.14}\\
\left(\beta_{i}+1\right) T_{\alpha+2 \delta_{i}}^{\beta+\delta_{i}}(t, z) 2\left(t_{i}-\operatorname{Re} z_{i}\right)=\left(\alpha_{i}+1-2 \beta_{i}\right) T_{\alpha+\delta_{i}}^{\beta}(t, z) . \tag{4.15}
\end{gather*}
$$

Now using (4.13) and (4.14) we see that

$$
\begin{align*}
(4.10)= & \sum_{|\alpha|=n-1} \sum_{2 \beta \leq \alpha} \sum_{i=1}^{v} \frac{\beta_{i}+1}{\left|\alpha+\delta_{i}-\beta\right|} T_{\alpha+2 \delta_{i}}^{\beta+\delta_{i}}(A, z)|A-z|^{-2} \operatorname{ad}_{A}^{\alpha_{0}+\alpha+2 \delta_{i}}(B)  \tag{4.16}\\
& +\sum_{|\alpha|=n-1} \sum_{2 \beta \leq \alpha} \sum_{i=1}^{v} \sum_{j=1}^{v} \frac{\beta_{i}+1}{\left|\alpha+\delta_{i}-\beta\right|} \frac{\beta_{j}+\delta_{i j}+1}{\left|\alpha+\delta_{i}+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{i}+2 \delta_{j}}^{\beta+\delta_{i}+j_{j}}(A, z)  \tag{4.17}\\
& \times\left(A_{j}-\bar{z}_{j}\right) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+2 \delta_{i}+\delta_{j}}(B)|A-z|^{-2} \\
& +\sum_{\mid=n-1} \sum_{2 \beta \leq \alpha} \sum_{i=1}^{v} \sum_{j=1}^{v} \frac{\beta_{i}+1}{\alpha+\delta_{i}-\beta \mid} \frac{\beta_{j}+\delta_{i j}+1}{\left|\alpha+\delta_{i}+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{i}+2 \delta_{j}}^{\beta+\delta_{i}+\delta_{j}}(A, z)  \tag{4.18}\\
& \times \operatorname{ad}_{A}^{\alpha_{0}+\alpha+2 \delta_{i}+\delta_{j}}(B)\left(A_{j}-z_{j}\right)|A-z|^{-2},
\end{align*}
$$

and by reordering and reindexing the sum in (4.16), (4.17) and (4.18), we get

$$
\begin{equation*}
\text { (4.16) }=\sum_{i=1}^{v} \sum_{\substack{|\alpha|=n+1 \\ \alpha_{i} \geq 2}} \sum_{\substack{2 \beta \leq \alpha \\ \beta_{i} \geq 1}} \frac{\beta_{i}}{|\alpha-\beta|} T_{\alpha}^{\beta}(A, z)|A-z|^{-2} \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B), \tag{4.19}
\end{equation*}
$$

and (4.17) equals

$$
\begin{align*}
& \sum_{i=1}^{v} \sum_{\substack{|\alpha|=n+1 \\
\alpha_{i} \geq 2}} \sum_{\substack{2 \beta \leq \alpha \\
\beta_{i} \geq 1}} \sum_{j=1}^{v} \frac{\beta_{i}}{|\alpha-\beta|} \frac{\beta_{j}+1}{\left|\alpha+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{j}}^{\beta+\delta_{j}}(A, z)  \tag{4.20}\\
& \quad \times\left(A_{j}-\bar{z}_{j}\right) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)|A-z|^{-2}
\end{align*}
$$

and similarly for (4.18) with the factor $\left(A_{j}-\bar{z}_{j}\right)$ ad $_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)$ replaced by $\operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)\left(A_{j}-z_{j}\right)$. Note that we may relax the extra conditions on $\alpha$ and $\beta$ in the above statements, as a term with $\beta_{i}=0$ contributes nothing.

Instead of continuing in the same fashion with (4.11) and (4.12), we note using (4.15) that

$$
\begin{align*}
& (4.11)+(4.12)= \\
& \quad \sum_{|\alpha|=n} \sum_{2} \sum_{i \leq \alpha}^{v} \sum_{i=1} \frac{\beta_{i}+1}{\left|\alpha+\delta_{i}-\beta\right|} T_{\alpha+2 \delta_{i}}^{\beta+\delta_{i}}(A, z) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+2 \delta_{i}}(B)|A-z|^{-2}  \tag{4.21}\\
& \quad+\sum_{|\alpha|=n} \sum_{2 \beta \leq \alpha} \sum_{i=1}^{v} \frac{\alpha_{i}+1-2 \beta_{i}}{\left|\alpha+\delta_{i}-\beta\right|} T_{\alpha+\delta_{i}}^{\beta}(A, z) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{i}}(B)|A-z|^{-2}, \tag{4.22}
\end{align*}
$$

so we may focus our attention on (4.22):

$$
\begin{align*}
& \text { (4.22) }=\sum_{i=1}^{v} \sum_{\substack{|\alpha|=n+1 \\
\alpha_{i} \geq 1}} \sum_{\substack{2 \beta \leq \alpha \\
2 \beta_{i}<\alpha_{i}}} \frac{\alpha_{i}-2 \beta_{i}}{|\alpha-\beta|} T_{\alpha}^{\beta}(A, z)|A-z|^{-2} \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B)  \tag{4.23}\\
& +\sum_{i=1}^{v} \sum_{\substack{|\alpha|=n+1 \\
\alpha_{i} \geq 1}} \sum_{\substack{2 \beta \leq<\\
2 \beta_{i}<\alpha_{i}}} \sum_{j=1}^{v} \frac{\alpha_{i}-2 \beta_{i}}{|\alpha-\beta|} \frac{\beta_{j}+1}{\left|\alpha+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{j}}^{\beta+\delta_{j}}(A, z)  \tag{4.24}\\
& \times\left(A_{j}-\bar{z}_{j}\right) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)|A-z|^{-2} \text {. } \\
& +\sum_{i=1}^{v} \sum_{\substack{|\alpha|=n+1 \\
\alpha_{i} \geq 1}} \sum_{\substack{2 \beta \leq \alpha \\
2 \beta_{i}<\alpha_{i}}} \sum_{j=1}^{v} \frac{\alpha_{i}-2 \beta_{i}}{|\alpha-\beta|} \frac{\beta_{j}+1}{\left|\alpha+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{j}}^{\beta+\delta_{j}}(A, z)  \tag{4.25}\\
& \times \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)\left(A_{j}-z_{j}\right)|A-z|^{-2}
\end{align*}
$$

We note again that the additional conditions on $\alpha$ and $\beta$ are superfluous.
We may now recollect the terms. First we see using Lemma 3.1:

$$
\begin{align*}
\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} g(A) \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B)+ & (4.19)+(4.23)= \\
& \sum_{|\alpha|=1}^{n+1} \frac{1}{\alpha!} \partial^{\alpha} g(A) \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B), \tag{4.26}
\end{align*}
$$

then

$$
\begin{align*}
& \quad(4.20)+(4.24)= \\
& \sum_{\substack{|\alpha|=n+1 \\
2 \beta \leq \alpha}} \sum_{j=1}^{v} \frac{\beta_{j}+1}{\left|\alpha+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{j}}^{\beta+\delta_{j}}(A, z)\left(A_{j}-\bar{z}_{j}\right) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)|A-z|^{-2}, \tag{4.27}
\end{align*}
$$
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and

$$
\begin{align*}
& \quad(4.18)+(4.25)= \\
& \sum_{\substack{|\alpha|=n+1 \\
2 \beta \leq \alpha}} \sum_{j=1}^{v} \frac{\beta_{j}+1}{\left|\alpha+\delta_{j}-\beta\right|} T_{\alpha+2 \delta_{j}}^{\beta+\delta_{j}}(A, z) \operatorname{ad}_{A}^{\alpha_{0}+\alpha+\delta_{j}}(B)\left(A_{j}-z_{j}\right)|A-z|^{-2}, \tag{4.28}
\end{align*}
$$

so adding up, we have proved that (4.9) equals the sum of (4.26), (4.21), (4.27) and (4.28) as stated.

The following lemma plays the same role for $g_{\ell}$ as Lemma 3.2 plays for $g$, but contrary to Lemma 3.2, the proof is trivial.

Lemma 3.3. Let $B \in C^{n_{0}}(A)$ for some $n_{0} \geq 1$ and let $n \in \mathbb{N}_{0}$ and $\alpha_{0}$ be a multi-index satisfying $\left|\alpha_{0}\right|+n+1 \leq n_{0}$. Then

$$
\left[\operatorname{ad}_{A}^{\alpha_{0}}(B), g_{\ell}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} g_{\ell}(A) \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B)+R_{n}^{g_{\ell}}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right)
$$

where $R_{n}^{g_{\ell}}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right)=0$ for $n \geq 1, R_{0}^{g \ell}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right)=\operatorname{ad}_{A}^{\alpha_{0}+\delta_{\ell}}(B)$.
The following lemma also follows by induction.
Lemma 3.4. Let $B \in C^{n_{0}}(A)$ for some $n_{0} \geq 1$. Assume that $h_{i} \in C^{\infty}\left(\mathbb{R}^{v}\right)$, $1 \leq i \leq k$, satisfies

$$
\left[\operatorname{ad}_{A}^{\alpha_{0}}(B), h_{i}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} h_{i}(A) \operatorname{ad}_{A}^{\alpha_{0}+\alpha}(B)+R_{n}^{h_{i}}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right)
$$

where $R_{n}^{h_{i}}\left(A, \operatorname{ad}_{A}^{\alpha_{0}}(B)\right)$ is bounded for all $n \in \mathbb{N}_{0}$ and multi-indices $\alpha_{0}$ satisfying $\left|\alpha_{0}\right|+n+1 \leq n_{0}$ and $\partial^{\alpha} h_{i}(A)$ is bounded for all $1 \leq|\alpha| \leq n_{0}-1$. Then

$$
\begin{aligned}
& {\left[B, \prod_{i=1}^{k} h_{i}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha}\left(\prod_{i=1}^{k} h_{i}\right)(A) \operatorname{ad}_{A}^{\alpha}(B)} \\
& \quad+\sum_{j=1}^{k} \sum_{|\alpha|=0}^{n} \frac{1}{\alpha!} \partial^{\alpha}\left(\prod_{i=1}^{j-1} h_{i}\right)(A) R_{n-|\alpha|}^{h_{j}}\left(A, \operatorname{ad}_{A}^{\alpha}(B)\right) \prod_{i=j+1}^{k} h_{i}(A) .
\end{aligned}
$$

Let $n+1 \leq n_{0}$. If we put $k=v+1, h_{i}=g$ for $i \neq v, h_{v}=g_{\ell}$ and apply Lemma 3.2, 3.3 and 3.4 we see that

$$
\begin{align*}
& {\left[B,|A-z|^{-2 v}\left(A_{\ell}-\bar{z}_{\ell}\right)\right]=} \\
& \quad \sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha}\left(|\cdot-z|^{-2 v}\left(\cdot \ell-\bar{z}_{\ell}\right)\right)(A) \operatorname{ad}_{A}^{\alpha}(B)+R_{\ell, n}(A, B), \tag{4.29}
\end{align*}
$$

where

$$
\begin{align*}
& R_{\ell, n}(A, B)= \\
& \sum_{j=1}^{v-1} \sum_{|\alpha|=0}^{n} \frac{1}{\alpha!} \partial^{\alpha}\left(g^{j-1}\right)(A) R_{n-|\alpha|}^{g}\left(A, \operatorname{ad}_{A}^{\alpha}(B)\right)|A-z|^{-2(v-j)}\left(A_{\ell}-\bar{z}_{\ell}\right)  \tag{4.30}\\
& \quad+\sum_{|\alpha|=n} \frac{1}{\alpha!} \partial^{\alpha}\left(g^{v-1}\right)(A) \operatorname{ad}_{A}^{\alpha+\delta_{\ell}}(B)|A-z|^{-2}  \tag{4.31}\\
& \quad+\sum_{|\alpha|=0}^{n} \frac{1}{\alpha!} \partial^{\alpha}\left(g^{v-1} g_{\ell}\right)(A) R_{n-|\alpha|}^{g}\left(A, \operatorname{ad}_{A}^{\alpha}(B)\right) \tag{4.32}
\end{align*}
$$

In the following, we will refer to the terms of $R_{\ell, n}(A, B)$ as the remainder terms. Let $0 \leq t_{1} \leq n+1$ and $0 \leq t_{2} \leq 1$. By Hadamard's three-line lemma and using (4.10-4.12), (4.30-4.32), Lemma 3.1 and the identity

$$
\partial^{\alpha}\left(\prod_{i=1}^{j} f_{i}\right)=\sum_{\sum \alpha_{i}=\alpha} \frac{\alpha!}{\prod_{i=1}^{j} \alpha_{i}!} \prod_{i=1}^{j} \partial^{\alpha_{i}} f_{i}
$$

we may inspect that each remainder term (with $R_{\ell, n}(A, B)$ replaced by the remainder term) and hence $R_{\ell, n}(A, B)$ satisfies the inequality

$$
\begin{equation*}
\left\|\langle A\rangle^{t_{1}} R_{\ell, n}(A, B)\langle A\rangle^{t_{2}}\right\| \leq C\langle z\rangle^{t_{1}+t_{2}}|\operatorname{Im} z|^{-n-2 v} \tag{4.33}
\end{equation*}
$$

We will now use the functional calculus of almost analytic extensions. See e.g. [DS99] for details. In the following, we write $\overline{\bar{\partial}}=\left(\bar{\partial}_{1}, \ldots, \bar{\partial}_{v}\right)$ where $\bar{\partial}_{j}=\frac{1}{2}\left(\partial_{u_{j}}+i \partial_{v_{j}}\right)$ and $u_{j}+v_{j}=z_{j} \in \mathbb{C}, z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{v}$. The following proposition is inspired by [Tre80, Chap. X.2] and [Møl00].
Proposition 3.5. Let $s \in \mathbb{R}$ and $\left\{f_{\lambda}\right\}_{\lambda \in I} \subset C^{\infty}\left(\mathbb{R}^{v}\right)$ satisfy

$$
\forall \alpha \exists C_{\alpha}:\left|\partial^{\alpha} f_{\lambda}(x)\right| \leq C_{\alpha}\langle x\rangle^{s-|\alpha|}
$$

There exists a family of almost analytic extensions $\left\{\tilde{f}_{\lambda}\right\}_{\lambda \in I} \subset C^{\infty}\left(\mathbb{C}^{v}\right)$ satisfying
(i) $\operatorname{supp}\left(\tilde{f}_{\lambda}\right) \subset\left\{u+i v\left|u \in \operatorname{supp}\left(f_{\lambda}\right),|v| \leq C\langle u\rangle\right\}\right.$.
(ii) $\forall \ell \geq 0 \exists C_{\ell}:\left|\bar{\partial} \tilde{f}_{\lambda}(z)\right| \leq C_{\ell}\langle z\rangle^{s-\ell-1}|\operatorname{Im} z|^{\ell}$.

Proof. We define a mapping $C^{\infty}\left(\mathbb{R}^{v}\right) \ni f \mapsto \tilde{f} \in C^{\infty}\left(\mathbb{C}^{v}\right)$ in the following way. Choose a function $\kappa \in C_{0}^{\infty}(\mathbb{R})$ which equals 1 in a neighbourhood of 0 and put $\lambda_{0}=C_{0}, \lambda_{k}=\max \left\{\max _{|\alpha|=k} C_{\alpha}, \lambda_{k-1}+1\right\}$ for $k \geq 1$. Writing $z=u+i v \in \mathbb{R}^{v} \oplus i \mathbb{R}^{v}$, we now define

$$
\tilde{f}(z)=\sum_{\alpha} \frac{\partial^{\alpha} f(u)}{\alpha!}(i u)^{\alpha} \prod_{j=1}^{v} \kappa\left(\frac{\lambda_{|\alpha| v_{j}}}{\langle u\rangle}\right) .
$$

One can now check that the properties hold.

Remark 3.6. Note that if we for a $\chi \in C_{0}^{\infty}\left(\mathbb{R}^{v} ;[0,1]\right)$ with $\chi(0)=1$ define a sequence of functions by $f_{k, \lambda}(x)=\chi\left(\frac{x}{k}\right) f_{\lambda}(x)$, then

$$
\left[B, f_{\lambda}(A)\right]=\lim _{k \rightarrow \infty}\left[B, f_{k, \lambda}(A)\right]
$$

as a form identity on $\mathcal{D}\left(\langle A\rangle^{s}\right)$ and we have the dominated pointwise convergence

$$
\bar{\partial} \tilde{f}_{k, \lambda}(x) \rightarrow \bar{\partial} \tilde{f}_{\lambda}(x) \text { for } k \rightarrow \infty
$$

Let $\left\{f_{\lambda}\right\}_{\lambda \in I}$ satisfy the assumption of Proposition 3.5 with $s<0$. Then the almost analytic extensions provide a functional calculus via the formula

$$
\begin{equation*}
f_{\lambda}(A)=C_{v} \sum_{\ell=1}^{v} \int_{\mathbb{C}^{v}} \bar{\partial}_{\ell} \tilde{f}_{\lambda}(z)\left(A_{\ell}-\bar{z}_{\ell}\right)|A-z|^{-2 v} d z \tag{4.34}
\end{equation*}
$$

where $C_{v}$ is a positive constant (again we refer to [DS99] for details). Note that the integrals are absolutely convergent by Proposition 3.5(ii).

Multiplying $\langle A\rangle^{t_{1}} R_{\ell, n}(A, B)\langle A\rangle^{t_{2}}$ with $\bar{\partial} \tilde{f}_{\lambda}(z)$, we get from (4.33) and Proposition 3.5 (ii) that

$$
\begin{equation*}
\left\|\langle A\rangle^{t_{1}} \bar{\partial} \tilde{f}_{\lambda}(z) R_{\ell, n}(A, B)\langle A\rangle^{t_{2}}\right\| \leq C\langle z\rangle^{t_{1}+t_{2}+s-n-1-2 v} . \tag{4.35}
\end{equation*}
$$

Hence, if $t_{1}+t_{2}+s<n+1,\langle A\rangle^{t_{1}} \bar{\partial} \tilde{f}_{\lambda}(z) R_{\ell, n}(A, B)\langle A\rangle^{t_{2}}$ is integrable over $\mathbb{C}^{v}$. Using (4.29), (4.34) and (4.35), we see that

$$
\begin{align*}
{\left[B, f_{\lambda}(A)\right]=} & C_{v} \sum_{\ell=1}^{v} \int_{C^{v}} \bar{\partial}_{\ell} \tilde{f}_{\lambda}(z)\left[B,\left(A_{\ell}-\bar{z}_{\ell}\right)|A-z|^{-2 v}\right] d z \\
= & C_{v} \sum_{\ell=1}^{v} \int_{C^{v}} \bar{\partial}_{\ell} \tilde{f}_{\lambda}(z) \sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha}\left(|\cdot-z|^{-2 v}\left(\cdot \ell-\bar{z}_{\ell}\right)\right)(A) d z \operatorname{ad}_{A}^{\alpha}(B) \\
& +C_{v} \sum_{\ell=1}^{v} \int_{\mathbb{C}^{v}} \bar{\partial}_{\ell} \tilde{f}_{\lambda}(z) R_{\ell, n}(A, B) d z . \tag{4.36}
\end{align*}
$$

We denote (4.36) by $R_{\lambda, n}(A, B)$. Note that

$$
\begin{aligned}
& \sum_{\ell=1}^{v} \int_{\mathbb{C}^{v}} \bar{\partial}_{\ell} \tilde{f}_{\lambda}(z) \frac{1}{\alpha!} \partial_{t}^{\alpha}\left(|t-z|^{-2 v}\left(t_{\ell}-\bar{z}_{\ell}\right)\right) d z \\
& \quad=\frac{1}{\alpha!} \partial_{t}^{\alpha} \sum_{\ell=1}^{v} \int_{\mathbb{C}^{v}} \bar{\partial}_{\ell} \tilde{f}_{\lambda}(z)|t-z|^{-2 v}\left(t_{\ell}-\bar{z}_{\ell}\right) d z=\frac{1}{\alpha!} \partial^{\alpha} f_{\lambda}(t),
\end{aligned}
$$

which implies

$$
\left[B, f_{\lambda}(A)\right]=\sum_{|\alpha|=1}^{n} \frac{1}{\alpha!} \partial^{\alpha} f_{\lambda}(A) \operatorname{ad}_{A}^{\alpha}(B)+R_{\lambda, n}(A, B)
$$

We have now proved Theorem 2.3 in the case $s<0$. For the general case, we use Remark 3.6 to see that $\left[B, f_{\lambda}(A)\right]=\lim _{k \rightarrow \infty}\left[B, f_{k, \lambda}(A)\right]$ and clearly, $f_{k, \lambda}$ satisfies the assumption of Proposition 3.5 with the same $s$, so the estimate corresponding to (4.35) is now uniform in $k$ and $\lambda$. The pointwise convergence and Lebesgue's theorem on dominated convergence now finishes the argument.
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[^0]:    ${ }^{1}$ for Hunziker-van Winter-쯔ислин

[^1]:    ${ }^{1}$ By rotation invariance of a function $f$ we mean that $f(\eta)=f(O \eta)$ a.e. for any $O \in O(v)$ where $O(v)$ denotes the $v$-dimensional orthogonal group.
    ${ }^{2}$ In fact the Fröhlich Polaron has $\Omega(\eta)=\frac{\eta^{2}}{2 M_{\text {eff }}}$, so $s_{\Omega}=2 \neq 0$.

