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Preface

This thesis is written for my final examn concluding four years of studies as a
PhD student at the Department of Mathematical Sciences at Aarhus University. It
presents the results obtained in the reaserch part of my project.

The initial topic for my project was the classical vector field problem. The idea of
my first advisor, Johan Dupont, was to take up some of his early work with Atiyah,
see [3] and [11]. He realized that recent work by Galatius, Madsen, Tillmann and
Weiss in [14] could shed new light on his approach. Indeed, his ideas applied to give
slight improvements of the old results.

Dupont retired in 2009, and Marcel Bökstedt took over as my advisor. As we
got stuck with low-dimensional calculations, the project drifted in various directions
in the attempt to get more general results. We started exploring the relations to
cobordism theory. This resulted in a nice geometric interpretation of the theory. At
some point, Bökstedt discovered an inverse limit of spectra resembling a spectrum
studied by Lin in [26], and we began a study of this.

Throughout the process, my advisors have been a great help and I would like to
take this opportunity to thank them. In particular, I wish to thank Marcel Bökstedt
for the enormous amount of time he has spent working on the inverse limit spectrum
and for encouraging me not to give up this part. I also wish to thank Ulrike Tillmann
and the University of Oxford for kindly hosting my visit back in 2008.

Summary

The first chapter begins with an introduction to the vector field problem and
some of the best known results. The main results in this direction obtained in the
thesis are also stated. Next, some of the classical approaches to the problem are
sketched and we outline our strategy. We then define the invariants we are going
to consider. These are homotopy classes in the homotopy groups of certain spectra.
We prove some basic properties and show how they relate to classical obstruction
theory and the work of Atiyah and Dupont.

The spectra from Chapter 1 are actually linked to cobordism theory via the pa-
per [14]. In Chapter 2, this relation is studied further. We prove that the invariants
are in fact obstructions to vector fields ‘up to cobordism’. We also show that the
homotopy groups in which they lie have an interpretation as cobordism groups with
vector fields. Finally we give another description of these cobordism groups in terms
of generators and relations. The generators will be manifolds with vector fields, and
the relations are given by certain cutting and glueing operations.

v



vi Preface

In Chapter 3 we study the cohomology structure of the cobordism spectra. This
allows us to apply the Adams spectral sequence to perform some low-dimensional
calculations of the homotopy groups in which our invariants lie. We also show that
the spectra are in some sense periodic. From this, we obtain an identification of the
invariant with the top obstruction to the existence of independent vector fields in
certain cases and a description in terms of well-known invariants. We also apply the
calculations to determine the ‘vector field cobordism groups’ from Chapter 2 for a
small number of vector fields.

In Chapter 4 we summarize the computations from the previous chapter in a
spectral sequence. The attempt to stabilize the spectral sequence using the perio-
dicity from Chapter 3 leads to an inverse limit system of spectra. It resembles an
inverse system studied by Lin. We shall prove by a topological induction argument
that this is actually a generalization of his spectrum to all Thom spaces of vector
bundles over a compact space.

In the last chapter we consider the inverse limit spectrum from a more algebraic
viewpoint. This yields a new proof of the result from Chapter 4. In the universal si-
tuation, however, the cohomology of the inverse limit behaves completely differently.
We obtain a complete description of the limit in the unoriented situation and partial
results in the oriented situation. Surprisingly, it turns out that we no longer get the
expected generalization of Lin’s theorem.

I should mention that I worked with Dupont on Chapter 1 and parts of Chapter 3.
This was also more or less the content of my progress report written for my qualifying
examn in June 2009. The rest is carried out in close cooperation with Bökstedt.

Anne Marie Svane
Aarhus, July 2011



Chapter 1

Invariants for the Vector Field

Problem

We begin this chapter by a brief introduction to the classical vector field problem
and recall some of the best results known. We also state the results we are going to
obtain in this thesis. Then in Section 1.2, we outline our strategy for dealing with
the problem. The rest of the chapter is concerned with the set-up of the invariants
we are going to consider. This is described in more detail in Section 1.2.

1.1 Introduction to the Vector Field Problem

LetM be a smooth compact d-dimensional manifold with tangent bundle TM . Then
the vector field problem is the following:

Problem. Does there exist r continuous vector fields s1, . . . , sr : M → TM such
that s1(p), . . . , sr(p) are linearly independent in TpM for all p ∈M?

We will call such r vector fields independent. As an example, the 2-torus allows
two independent vector fields:
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Figure 1.1: Two independent vector fields on a torus.

Of course, r independent vector fields span an r-dimensional trivial subbundle of
TM , so an equivalent formulation of the problem is whether there exists a splitting
TM ∼= Rr ⊕ E for some (d − r)-dimensional vector bundle E. A special case is
when d = r. In this case, r independent vector fields define a trivialization of TM ,
and M is then said to be parallelizable. So, in some sense, the maximal number of

1



2 Chapter 1. Invariants for the Vector Field Problem

independent vector fields says something about how trivial or non-trivial the tangent
bundle is.

Though easy to state, the vector field problem turns out to be very difficult to
solve. The general solution is only known for small values of r and for certain nice
classes of manifolds.

As an example of how to approach this problem, let us look at the case r = 1. A
single independent vector field is just a vector field without any zeros. In this case,
the answer is known.

Theorem 1.1 (Poincaré–Hopf). A closed connected manfoldM allows a vector field
without zeros if and only if the Euler characteristic χ(M) is zero.

This classical theorem was first proved by Poincaré in the 1880’s for surfaces and
later generalized to all manifolds by Heinz Hopf in [21].

Sketch of proof. Step 1: Suppose s is a vector field with only finitely many zeros
x1, . . . , xm. Choose small disjoint disks D1, . . . , Dm around each xi. Then the tan-
gent bundle TM restricted to Di is trivial. This means that the restriction of s to
Di may be viewed as a map Di → Rd. Since this map has no zeros on the boundary,
there is a map si : ∂Di → Sd−1 given by si(x) = s(x)

|s(x)| . Then one may define the
index of s

Ind(s) =

m∑

i=1

deg si ∈ Z. (1.1)

One can prove, e.g. using obstruction theory, that this index is independent of the
chosen sections, see Theorem 1.9.

Step 2: Assume that Ind(s) = 0. One may choose a vector field s with only
one zero x contained in a disk D. By Step 1, s|∂D : ∂D → Sd−1 is homotopic to
a constant map. But this means that s|∂D extends to a non-zero map on all of D.
This defines a new vector field without any zeros. Alternatively, one could refer to
obstruction theory, c.f. Theorem 1.9.

Together Step 1 and 2 show that a vector field without singularities exists if and
only if the index vanishes.

Step 3: Ind(s) = χ(M). By Step 1, one way of proving this is by constructing
a vector field with a zero of degree (−1)k at the interior of each k-simplex in a
triangulation. Figure 1.2 shows how to construct such a vector field on each 2-
simplex when d = 2. The barycentric subdivision is applied once to the triangulation,
and the vector field is defined as shown on each simplex in the new triangulation.

Example 1.2. If M is an oriented genus g surface, then χ(M) = 2 − 2g. Thus
M allows a nowhere zero vector field if and only if g = 1. But the torus has
two independent vector fields, as indicated in Figure 1.1. This solves the problem
completely in the oriented d = 2 case.

By Poincaré duality, χ(M) = 0 for all closed odd dimensional manifolds. Thus
every closed odd dimensional manifold has a nowhere vanishing vector field.

When M = Sd is a sphere, the Poincaré–Hopf theorem is the well-known “Hairy
ball theorem”.
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Figure 1.2: A vector field on a simplex in a triangulation

To deal with the general case of r independent vector fields, we shall try a similar
approach. The existence of r > 1 vector fields with only finitely many singularities is
no longer trivial. However, we will assume that our manifold M allows such vector
fields s1, . . . , sr. In this case, obstruction theory provides a definition of an index
Ind(s1, . . . , sr) as in Step 1, but now it may depend on the choice of s1, . . . , sr so
that a non-zero index does not necessarily imply the non-existence of a zero-free
vector field. Step 2 still works in the sense that r vector fields without singularities
do exist if and only if the index vanishes for some choice of s1, . . . , sr. Finally, the
index in itself is not so easy to understand, so we would like an identification with a
well-known invariant as in Step 3. The index is defined more formally in Section 1.2

The initial goal for this thesis was to find conditions under which the index is an
invariant ofM and in this case identify it with some more familiar invariants. Atiyah
and Dupont tried this in [3]. They proved that the index is always an invariant for
r ≤ 3, and they identified the index for r = 3 as follows:

d mod 4 Ind(s)

0 χ⊕ 1
2(σ + χ) ∈ Z⊕ Z/4

1 χR ∈ Z/2
2 χ ∈ Z
3 0

Table 1.1: Ind(s) for r = 3.

Here χR(M) ∈ Z/2 is the real Kervaire semi-characteristic given by

∑

k

dimRH
2k(M ;R) mod 2,

and the signature σ(M) is the signature of the quadratic form on H
d
2 (M ;R) defined

by Poincaré duality.

We are going to try a similar approach. Our main result in this direction is the
following:

Theorem 1.3. Assume r < d
2 . If M is oriented of even dimension d and r = 4, 5

or 6, then the index is an invariant of M . For d ≡ 2 mod 4,

Ind(s1, . . . , sr) = χ(M) ∈ Z,
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and for d ≡ 0 mod 4,

Ind(s1, . . . , sr) = χ(M)⊕ 1

2
(χ(M) + σ(M)) ∈ Z⊕ Z/8.

If M has a spin structure, the index is an invariant for r ≤ 6 and, if d is even, also
for r = 7.

This is proved in Theorem 1.31, 3.23, 3.51, and Corollary 3.33 below.

In [11], Dupont studied the obstruction to r vector fields with finitely many
singularities and found the complete conditions for up to 3 independent vector fields
on a manifold. These are some of the strongest general results known.

We conclude this introduction by a few examples of classes of manifolds for which
the vector field problem has been solved.

The vector field problem was solved completely for the spheres by Adams in [1].
Define the function ρ(d) as follows. Let 2a be the largest power of 2 dividing d+ 1.
Write a = 4b+ c where 0 ≤ c ≤ 3. Then ρ(d) = 2c + 8b− 1.

Theorem 1.4. The maximal number of independent vector fields on Sd is ρ(d).

This should indicate that the general solution to the problem is complicated.
The number ρ(d) is related to representations of Clifford algebras, see Section 3.4.

Another class of manifolds for which the vector field problem has been solved
is the class of π-manifolds. These are d-dimensional manifolds for which the stable
tangent bundle is trivial. When d is odd, define the mod 2 semi-characteristic by

χ2(M) =
∑

k

dimH2k(M ;Z/2) mod 2.

Then the following result is due to Bredon and Kosinski, c.f. [9].

Theorem 1.5. The maximal number of independent vector fields on a d-dimensional
π-manifold M is ρ(d) if d is odd and χ2(M) 6= 0 or if d is even and χ(M) 6= 0.
Otherwise M is parallelizable.

For more results and conjectures about the vector field problem, see [43].

1.2 Our Approach to the Problem

As explained in the introduction, we are going to study the vector field problem by
means of the index. This comes from classical obstruction theory, so we begin this
section by recalling the necessary theory. The standard reference for this is [40].
We then explain the ideas of Atiyah and Dupont and outline how we are going to
generalize these.

In order to introduce obstruction theory, consider the more general case of a
d-dimensional oriented vector bundle p : E → X over a compact CW-complex X.
We ask for r sections s1, . . . , sr : X → E such that s1(x), . . . , sr(x) are linearly
independent in the vector space p−1(x) for every x ∈ X.
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Let Vd,r denote the Stiefel manifold consisting of all ordered r-tuples (v1, . . . , vr)
of orthonormal vectors vi ∈ Rd. If E has an inner product, there is an associated
fiber bundle

Vd,r → Vr(E)→ X.

The fiber over some x ∈ X consists of r-tuples of orthonormal vectors in p−1(x). A
section s : X → Vr(E) is the same as r orthonormal sections in E.

The idea of obstruction theory is to try to construct a section s : X → Vr(E)
inductively on the skeleta Xk. A 0-cell is just a point, so at each 0-cell we may
certainly choose r orthonormal vectors in the fiber. Now assume that a section is
given on the k-skeleton. Let ϕ : Dk+1 → X be the inclusion of some (k + 1)-cell
ek+1. SinceDk+1 is contractible, the pullback ϕ∗(E) is isomorphic to a trivial bundle
Dk+1 × Rd. Hence a section on Dk+1 is the same as a map f : Dk+1 → Vd,r. We
already have r independent sections on ∂Dk+1; that is, f is already defined on the
boundary. Thus f|∂Dk+1 defines class in πk(Vd,r) called the local obstruction at ek+1.

It is possible to extend f|∂Dk+1 to all of Dk+1 if and only if f|∂Dk+1 is null-homotopic.

The local obstructions define an element c̄k+1 in the cellular cochain group
Ck+1(X,πk(Vd,r)), namely the cochain that on each (k + 1)-cell takes the value
of the local obstruction at this cell. As explained above, the section extends to all
of Xk+1 if and only if this cochain vanishes.

Theorem 1.6. c̄k+1 is a cocycle, and therefore it represents an element ck+1 in
Hk+1(X;πk(Vd,r)). The restriction of the given section to the (k−1)-skeleton extends
to a section of the (k + 1)-skeleton if and only if ck+1 is zero.

Similarly, if the sections are already defined on a subcomplex Y ⊆ X and on
Xk, there is a relative obstruction class ck+1 in Hk+1(X,Y ;πk(Vd,r)). This is the
obstruction to an extension of the sections to all of Xk+1 ∪ Y .

It is important to note that in general ck+1 is not an invariant of E. It may
depend on the particular choice of sections made in the inductive construction. So
ck+1 6= 0 does not necessarily mean that r independent sections do not exist on the
(k + 1)-skeleton.

Note that, since Vd,r is (d − r − 1)-connected, a map Sk → Vd,r always extends
to all of Dk+1 when k + 1 ≤ d− r. Thus it is always possible to construct a section
on the (d − r)-skeleton in this way. The first non-trivial obstruction occurs for the
extension to Xd−r+1. This is called the primary obstruction, and it is independent
of the choices made:

Proposition 1.7. A section exists on the (d− r + 1)-skeleton if and only if cd−r+1

is zero.

For a compact oriented d-dimensional manifold M , let [M ] ∈ Hd(M,∂M ;Z)
denote the fundamental class. Then there is a Poincaré isomorphism

· a [M ] : Hd(M,∂M ;πd−1(Vd,r))→ H0(M ;πd−1(Vd,r)) ∼= πd−1(Vd,r).

Assume that r independent sections s = {s1, . . . , sr} are given on the boundary and
the (d− 1)-skeleton.
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Definition 1.8. Define the index Ind(s) to be the image of the top obstruction cd

under the Poincaré isomorphism. Then

Ind(s) =
m∑

i=1

Oi(s) ∈ πd−1(Vd,r)

where Oi(s) denotes the local obstruction at the ith d-cell.

In the special case r = 1, the index is given by the formula (1.1).

Theorem 1.9. For r = 1, the top obstruction is primary and hence an invariant of
M . A vector field without zeros exists if and only if the index is zero.

Remark 1.10. In general, the index is only well-defined for an oriented manifold,
since a change of orientation may act non-trivially on πd−1(Vd,r).

The index is only defined if the lower obstructions vanish. The first obstruction
cd−r+1 on a closed manifold M is identified in [40] to be

cd−r+1 =

{
wd−r+1(TM) if d− r odd,

δ∗wd−r(TM) if d− r even.

Here wi(TM) is the ith Stiefel–Whitney class of the tangent bundle, see Section 3.2,
and δ∗ : Hd−r(M ;Z/2)→ Hd−r+1(M ;Z) is the Bockstein boundary map.

By Poincaré duality, the higher obstruction classes must vanish if M is (r − 2)-
connected. So for the class of closed (r − 2)-connected oriented manifolds with
cd−r+1 = 0, the index may certainly be defined.

Having defined the index, we turn to the question of whether it is an invariant of
M . The idea of Atiyah and Dupont in [3] and [11] was to define a homomorphism

θ̃tr : πd−1(Vd,r)→ KRt(tHr)

such that θ̃tr(Ind(s)) is an invariant of M for a closed oriented manifold M . Hence
injectivity of θ̃tr would imply that also Ind(s) were an invariant. Then they proved
that θ̃tr is indeed injective for r ≤ 3.

More precisely they defined a characteristic class

α̃t
d,r(E, s) ∈ KRt(iE|X−Y × tHr)

for a vector bundle E → X with r sections s = {s1, . . . , sr} given on a subcomplex
Y ⊆ X. Here KR-theory is K-theory of spaces with involution, and iE denotes E
with the involution given in each fiber by x 7→ −x. Moreover, tHr denotes the sum
of t copies of the Hopf bundle over the real projective space RP r−1 where t is any
number such that 4 divides d+ t.

For X =M an oriented manifold with boundary Y = ∂M , the image θ̃tr(Ind(s))
is the index Ind(α̃t

d,r(TM, s)) of this characteristic class. This depends only on
the sections restricted to the boundary. In particular, it is the desired invariant
if the boundary is empty. The Atiyah–Singer index theorem applied to give the
identification of this invariant displayed in Table 1.1.



1.3. A Suitable Spectrum 7

Analogously, we are going to define a characteristic class

αr(E, s) ∈MTn
d,r(Th(N),Th(N|Y ))

in Section 1.4. Here N is an n-dimensional complement of E and MT ∗
d,r denotes

the generalized cohomology theory defined by a certain spectrum MT (d, r). This
spectrum will be introduced in Section 1.3.

In the special case where M ⊆ Rn+d is a compact manifold, E = TM is the
tangent bundle, and Y = ∂M is the boundary of M , we can pull this characteristic
class back by the Thom element [M,∂M ] ∈ πn+d(Th(N)/Th(N|∂(M))) and get an
invariant

βr(M, s) = 〈αr(TM, s), [M,∂M ]〉 ∈MT−d
d,r (S

0) ∼= πd(MT (d, r)).

If M is a closed manifold, there is no dependence on s, so this defines a global
invariant on M .

In Section 1.5 we define a homomorphism

θr : πd−1(Vd,r)→ πd(MT (d, r))

such that θr(Ind(s)) = βr(M, s).

Finally, in Section 1.6, we shall see that there is actually a factorization θ̃tr = Ψ◦θr
for a suitable map Ψ. Thus there is a hope that our invariants carry a bit more
information about the index than the Atiyah–Dupont invariants do. We will see later
in this thesis that indeed they do. The downside is that the groups πd(MT (d, r))
are much harder to compute.

1.3 A Suitable Spectrum

Definition 1.11. Let G(d, n) be the Grassmann manifold. This is the set of all d-
dimensional subspaces of Rd+n equipped with the topology of O(d+n)/O(d)×O(n).
The vector bundle Ud,n → G(d, n) is the vector bundle with fiber over a plane in
G(d, n) consisting of all points in that plane, and U⊥

d,n denotes its n-dimensional
orthogonal complement.

Given a d-dimensional vector bundle over a compact space E → X, there is a
map f : X → G(d, n) for some large n such that E is isomorphic to the pullback
f∗Ud,n. The map f is called a classifying map for E. If two maps f0, f1 : X → G(d, n)
are homotopic, the induced pullback bundles are isomorphic. Conversely, any two
maps f0, f1 : X → G(d, n) inducing isomophic bundles are homotopic when they
are composed with the inclusion G(d, n) → G(d,N) for some sufficiently large N .
Here the inclusion comes from the identification RN+d = RN−n ⊕ Rn+d. With this
convention we define:

Definition 1.12. Let BO(d) = lim−→n
G(d, n). This is the classifying space for O(d).

Let Ud → BO(d) be the universal vector bundle Ud = lim−→n
Ud,n.
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Consider the spectrum MTO(d) with nth space1

MTO(d)n = Th(U⊥
d,n).

The spectrum maps ΣMTO(d)n → MTO(d)n+1 are defined as follows. The inclu-
sion G(d, n)→ G(d, n+ 1) maps a d-plane P ⊆ Rn+d to the plane 0⊕ P ⊆ R1+n+d.
The restriction of U⊥

d,n+1 to G(d, n) is just R⊕ U⊥
d,n, so there is an inclusion

ΣTh(U⊥
d,n) = Th(R⊕ U⊥

d,n)→ Th(U⊥
d,n+1). (1.2)

There is an inclusion of G(d− r, n) into G(d, n) mapping a (d − r)-dimensional
plane P to the plane P ⊕ Rr ⊆ Rn+d−r ⊕ Rr. The restriction of U⊥

d,n to G(d− r, n)
is exactly U⊥

d−r,n. Thus there is a map

MTO(d− r)n →MTO(d)n (1.3)

commuting with the map in (1.2), so it defines a map of spectra. This is actually
an inclusion of a closed subspectrum, so we can make the following definition:

Definition 1.13. Denote by MTO(d, r) the cofiber of (1.3), i.e. the spectrum with
nth space

MTO(d, r)n = Th(U⊥
d,n)/Th(U

⊥
d−r,n).

Proposition 1.14. MTO(d, r) is a connective spectrum of finite type. It has no
cells in dimensions less than or equal to d− r.

Proof. With the cell structures given in [35], G(d, n) and G(d, n+1) share the same
n-skeleton, and, since they are compact, all skeleta are finite. This shows the finite
type. Also, G(d − r, n) and G(d, n) share the same (d − r)-skeleton for n large, so
the quotient has no cells in dimensions less than or equal to d− r.

Remark 1.15. We may replace the Grassmann manifolds in the above construction
with oriented Grassmannians GSO(d, n). These are the simply connected double
covers of G(d, n) with points consisting of a subspace V ⊆ Rd+n together with an
orientation. This yields an oriented version of the spectrum, which we denote by
MTSO(d, r).

Another possibility is to look at a spin version of the spectrum. The simply
connected double cover Spin(d) → SO(d) induces a fibration of classifying spaces
p : BSpin(d) → BSO(d). We get a filtration of BSpin(d) by the subspaces
GSpin(d, n) = p−1(G(d, n)). Now we may pull back the universal bundle to get
a bundle Ud,n → GSpin(d, n). The construction also works in this case, and the
resulting spectra will be denoted MTSpin(d, r).

Most results in the following work for all three spectra, so we will just write
MT (d, r) for the spectrum and G(d, n) for the corresponding filtration of the clas-
sifying space B(d) whenever there is no difference between the three cases. Only in
the spin case one has to be a little careful since all constructions will be done in the
oriented universal bundle first and then pulled back.

1This grading differs from the one in [14], but it seems more natural for our purpose.
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We now give an alternative construction of the spectrum. For a d-dimensional
vector bundle p : E → X with inner product, the fiber bundle Vr(E) → X was
defined in Section 1.2. In particular for the universal bundle, a point in Vr(Ud,n)
consists of a d-plane in Rn+d and r orthonormal vectors in that plane.

Similarly, there is a bundle Wr(E) with fiber the cone on Vd,r. A point in the
fiber over x ∈ X consists of r orthogonal vectors v1, . . . , vr in p−1(x) of length
|v1| = · · · = |vr| ≤ 1.

There is an inclusion ηr : G(d− r, n)→ Vr(Ud,n) mapping the (d− r)-plane P to
the plane P ⊕ Rr with the last r standard basis vectors en+d−r+1, . . . , en+d ∈ Rd+n

as the r-frame.

Proposition 1.16. The map ηr can be extended to a section η : G(d, n)→Wr(Ud,n)
such that the following diagram commutes

Vr(Ud,n) Wr(Ud,n)

G(d− r, n)

ηr

G(d, n).

η (1.4)

Proof. Observe that every point P⊕Rr in G(d−r, n) has a neighbourhood in G(d, n)
where the projection of Rn+d onto P ⊕ Rr is an isomorphism when restricted to a
plane in the neighbourhood. See [35] for a suitable description of the topology on
G(d, n). The union of all such sets is a neighbourhood U of G(d−r, n) in G(d, n). For
Q ∈ U , let prQ denote the projection onto Q. Then prQ(en+d−r+1), . . . , prQ(en+d)
are linearly independent vectors in Q. A section on U is given by applying the
Gram–Schmidt process to these vectors. Finally, multiplication by a bump function
that takes the value 1 on G(d− r, n) and 0 outside U yields the desired section.

The projections pWr : Wr(U
⊥
d,n)→ G(d, n) and pVr : Wr(U

⊥
d,n)→ G(d, n) induce

a commutative diagram of bundle maps covering the diagram (1.4)

p∗Vr
U⊥
d,n p∗Wr

U⊥
d,n

U⊥
d−r,n

ηr

U⊥
d,n.

η

The Thom spaces Th(p∗Wr
U⊥
d,n) and Th(p∗Vr

U⊥
d,n) give rise to the spectraMT (d)Wr

and MT (d)Vr , respectively. Let MTV (d, r) denote the cofiber of the inclusion
MT (d)Vr →MT (d)Wr .

Theorem 1.17. In the map of cofibration sequences defined by η,

MT (d− r)
ηr

MT (d)

η

MT (d, r)

η̄

MT (d− r)Vr MT (d)Wr MTV (d, r),

(1.5)

all vertical maps are homotopy equivalences.
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Proof. The map η : G(d, n) → Wr(Ud,n) is a homotopy equivalence, so it induces a
homotopy equivalence MT (d)→MT (d)Wr .

There is a fibration

G(d− r, n) ηr−→ Vr(Ud,n)→ Vn+d,r

where the last map takes a plane P ⊆ Rn+d with r orthonormal vectors v1, . . . , vr
in P to the point (v1, . . . , vr) ∈ Vn+d,r. Since Vn+d,r is (n+d− r− 1)-connected, the
pair (G(d− r, n), Vr(Ud,n)) must also be (n+ d− r − 1)-connected.

We may replace the pair (Vr(Ud,n), G(d− r, n)) by a pair (Z,G(d− r, n)) that is
homotopy equivalent relative to G(d − r, n) and such that Z and G(d − r, n) have
the same (n + d − r − 1)-skeleton, c.f. [18], Corollary 4.16. Then the Thom spaces
Th(U⊥

d−r,n) and Th(p∗Vr
U⊥
d,n → Z) have the same (2n+d−r−1)-cells, and thus they

are (2n + d − r − 1)-connected. Letting n tend to infinity, we get isomorphisms of
homotopy groups

ηr∗ : π∗(MT (d− r))→ π∗(MT (d)Vr).

But then ηr is a homotopy equivalence of spectra, see [19], Proposition 2.1.
From the long exact sequences of homotopy groups for cofibrations of spectra

applied to (1.5), we see that also η̄ induces an isomorphism on homotopy groups
and thus is a homotopy equivalence.

Given two spectra X and Y , let [X,Y ] denote the abelian group of homotopy
classes of maps f : X → Y of spectra.

Corollary 1.18. If X is any spectrum, there is an isomorphism

η̄∗ : [X,MT (d, r)]→ [X,MTV (d, r)].

In the case r = 1, the spectrum has a particularly nice description. There are
homeomorphisms

MTV (d, 1)n = Th(p∗W1
U⊥
d,n → BUd,n)/Th(p

∗
V1
U⊥
d,n → SUd,n)

∼= Th(U⊥
d,n ⊕ Ud,n)

∼= Th(G(d, n)× Rn+d).

Here BE and SE denote the disk and sphere bundles, respectively, of the vector
bundle E. This allows us to give the following description of the homotopy groups
of MT (d, 1):

Proposition 1.19. There is an isomorphism

πq(MTV (d, 1)) ∼= πsq(S
d)⊕ πsq−d(B(d)).

The map induced by

c : Th(G(d, n)× Rn+d)→ Th(pt× Rn+d)

is the projection onto the first direct summand. In particular, c induces an isomor-
phism

c∗ : πq(MTO(d, 1))→ πsq(S
d)
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for q ≤ d.
For MTSO(d, 1), the last statement holds for q ≤ d+ 1, and for MTSpin(d, 1),

it is true for q ≤ d+ 3.

Proof. Note that Th(G(d, n)×Rn+d) = Σn+d(G(d, n)+) where X+ denotes the dis-
joint union of X and point. This is homotopy equivalent to Σn+dG(d, n) ∨ Sd+n,
and under this equivalence, c corresponds to the map that collapses Σn+dG(d, n).
Finally,

lim−→
n

πn+q(Σ
n+dG(d, n) ∨ Sn+d) ∼= πsq(S

d)⊕ πsq−d(BO(d))

where the map into the homotopy group of one summand in the wedge sum is
induced by collapsing the other summand, see e.g. [19], Section 2.1.

Since BO(d) is connected, BSO(d) is simply connected, and BSpin(d) is 3-
connected, c∗ is an isomorphism in the dimensions claimed.

1.4 The Global Invariants

We are now ready to intoduce the invariants promised in Section 1.2. We shall
keep the notation MT (d, r) for the spectrum, B(d) for the corresponding classifying
space, and G(d, n) for the spaces in the filtration of B(d). When we work with
MTSO(d, r) or MTSpin(d, r), we implicitly assume that all bundles involved have
an orientation or a spin structure, respectively.

Suppose we are given a d-dimensional vector bundle E → X over a compact
q-dimensional CW complex X and r independent sections s = {s1, . . . , sr} over a
subcomplex Y ⊆ X.

A classifying map ξ : X → G(d, n) for E defines an inner product on E, and one
can apply the Gram–Schmidt process to make the given sections orthonormal. Now
extend the sections to r orthogonal sections on all of X, possibly with zeros. This
yields a map

s : (X,Y )→ (Wr(E), Vr(E)). (1.6)

Furthermore, ξ defines a map

(Wr(E), Vr(E))→ (Wr(Ud,n), Vr(Ud,n)). (1.7)

Let N be an n-dimensional normal bundle of E and let (p∗
Wr(E)N, p

∗
Vr(E)N) denote

the pullbacks of N by the projections pWr(E) :Wr(E)→ X and pVr(E) : Vr(E)→ X,
respectively. Then there are bundle maps over the maps (1.6) and (1.7)

(N,N|Y )
s̄−→ (p∗Wr(E)N, p

∗
Vr(E)N)

ξ̄−→ (p∗Wr
U⊥
d,n, p

∗
Vr
U⊥
d,n), (1.8)

inducing a map of Thom spaces

(Th(N),Th(N|Y ))→ (MT (d)Wr ,n,MT (d)Vr ,n).

This map represents a class

ᾱr(E, s) ∈ [Σ∞−nTh(N)/Th(N|Y ),MTV (d, r)].
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Definition 1.20. For E with the section s : Y → Vr(E|Y ), there is a characteristic
class

αr(E, s) ∈ [Σ∞−nTh(N)/Th(N|Y ),MT (d, r)] =MTn
d,r(Th(N),Th(N|Y ))

given by (η̄∗)
−1(ᾱr(E, s)) where η̄∗ is the isomorphism from Corollary 1.18. Here

MT ∗
d,r(−) is the generalized cohomology theory with coefficients in MT (d, r).

Consider the case where E = TM is the tangent bundle of a smooth manifold
M with boundary Y = ∂M . In the following, a fundamental class for (M,∂M) will
be a class [M,∂M ] ∈ πsn+d(Th(N)/Th(N|∂M )). This class is defined by embedding

∂M in Rn+d−1, extending to an embedding of a collar ∂M × [0, 1] in Rn+d−1× [0, 1],
and finally extending this to an embedding ofM in Rn+d. Identify N with a tubular
neighbourhood Nε ⊆ Rn+d of M . Then the fundamental class is represented by the
Pontryagin–Thom map Sn+d → Th(N)/Th(N|∂M ) that collapses everything not in
the interior of Nǫ to a point and then applies the identification with N .

Definition 1.21. IfM is a compact manifold with boundary ∂M and a given section
s : ∂M → Vr(TM)|∂M , then α(TM, s) can be evaluated on the fundamental class.
This defines

βr(M, s) = 〈αr(TM, s), [M,∂M ]〉 ∈MT−d
d,r (S

0) ∼= πd(MT (d, r)).

Generally, the evaluation of two classes is given by choosing representing maps
f : Sl+n+d → Σl Th(N)/Th(N|∂M ) and g : Σk Th(N)/Th(N|∂M ) → MT (d, r)n+k.
Then the evaluation of the classes is represented by the composite map

Sk ∧ Sl ∧ Sd+n Σkf−−→ Sk ∧ Sl ∧ Th(N)/Th(N|∂M )

(Σlg)◦σk,l−−−−−−→ Sl ∧MT (d, r)n+k →MT (d, r)n+k+l.

Here σk,l : S
k ∧ Sl → Sl ∧ Sk permutes the factors. In our situation, we may take

k, l = 0.

Lemma 1.22. αr(E, s) and βr(M, s) are independent of the choices made and de-
pend only on s|Y up to homotopy through independent sections.

Proof. First of all, αr(E, s) does not depend on the extension of the section given
on Y . Suppose given two extensions s = {s1, . . . , sr} and s′ = {s′1, . . . , s′r} that
agree on Y . Then there are homotopies Si : X × I → E between si and s′i given
by linear combinations. S1, . . . , Sr are fixed on Y × I and independent on an open
set U containing Y × I. Apply Gram–Schmidt to the sections on U and multiply
by a bump function ϕ that takes the value 1 on Y × I and 0 outside U . This yields
a homotopy S : X × I → Wr(E) that is fixed on Y . On X × {0, 1}, the sections
are already orthogonal, so Gram–Schmidt and the bump function only change them
by multiplication by some functions ϕ1, ϕ2 : X → [0,∞) with value 1 on Y . So S
is a homotopy between ϕ1 · s and ϕ2 · s′ that is fixed on Y . These maps are again
homotopic relative to Y to s and s′, respectively, so s and s′ are homotopic relative
to Y . Thus they define the same characteristic class.
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Moreover, αr(E, s) only depends on the section given on Y up to homotopy
through independent sections, since one may apply Gram–Schmidt to such a ho-
motopy to get a homotopy Y × I → Vr(E). Then choose an extension of one of
the sections and get a homotopy (X × I, Y × I)→ (Wr(E), Vr(E)) by applying the
homotopy extension property. This defines a homotopy between the maps defining
αr(E, s).

For any two choices of classifying maps ξ0, ξ1 : X → G(d, n), there is a homotopy
F : X×I → G(d, n+k) between them. But then F ∗(U⊥

d,n+k)
∼= Rk⊕N×I, and thus

Rk ⊕ N × I → F ∗(U⊥
d,n+k) → U⊥

d,n+k is a homotopy through bundle maps between
the maps used to define αr(E, s), so it induces a homotopy of maps on Thom spaces.
Furthermore, F defines a homotopy between the inner products induced on E and
thus a homotopy between the orthonormalizations of the given section. So two
different choices of classifying map define the same element in stable homotopy.

Finally, two different embeddings i0, i1 :M → Rn+d define the same fundamental
class when n is large enough. As in the proof of the Pontryagin–Thom theorem given
in [41], we may choose an embedding H :M×I → Rn+d×I such that H|M×0 = i0×0
and H|M×1 = i1×1. Then there is an embedding H×πI :M×I → Rn+d+1×I where
πI is the projection onto I. Now apply the Thom construction to the embedding
M × t for each t to get a homotopy Sn+d+1 × I → Th(N)/Th(NY ) ∧ S1.

The sections s1, . . . , sr : Y → E define an isomorphism E|Y
∼= E′ ⊕ Rr. Choose

a classifying map ξ|Y : Y → G(d − r, n) for E′. This extends to a classifying map
ξ : X → G(d, n) for E. To see this, choose any classifying map ξ′ for E. Then ξ′|Y
is homotopic to ξ|Y , and the homotopy extension property yields the desired map.
For such a classifying map,

Vr(E)
ξ̄

Vr(Ud,n)

Y
ξ

s

G(d− r, n)
ηr (1.9)

commutes. This gives an equivalent definition of the characteristic class.

Proposition 1.23. For a classifying map ξ : X → G(d, n) such that (1.9) commutes
up to homotopy, αr(E, s) is represented in MTn

d,r(Th(N),Th(N|Y )) by the map

ξ̄ : (Th(N),Th(N|Y ))→ (Th(U⊥
d,n),Th(U

⊥
d−r,n))

induced by ξ : (X,Y )→ (G(d, n), G(d− r, n)).

The following desirable properties for the characteristic class are immediate from
the definition:

Proposition 1.24. If s extends to a set of r independent sections on all of X, then
αr(E, s) is zero. The characteristic class is natural with respect to maps of pairs
f : (X,Y ) → (X ′, Y ′) in the sense that f∗(αr(E, s)) = αr(f∗E, f∗s) for a bundle
E → X ′.
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For the remainder of the thesis, we are mainly concerned with the case where
M is a closed manifold, TM is the tangent bundle, and ∂M is empty. Since there
is no dependence on s, βr(M, s) is an invariant of M that vanishes if M allows r
independent sections.

Definition 1.25. Let M be a closed manifold.

(i) Let βr(M) = 〈αr(TM), [M ]〉 ∈ πd(MT (d, r)) denote the global invariant for
M .

(ii) Let β(M) ∈ πd(MT (d)) be the class represented by the map

Sn+d → Th(N)→MT (d)n

where the first map is the Pontryagin–Thom collapse and the second is the
classifying map.

The cofibration sequence MT (d − r) → MT (d)
jr−→ MT (d, r) induces an exact

sequence

πd(MT (d− r))→ πd(MT (d))
jr∗−−→ πd(MT (d, r)).

Proposition 1.26. βr(M) = jr∗(β(M)) and βr(M) = 0 if and only if β(M) lifts
to πd(MT (d− r)).

1.5 The Local Situation

Look at the bundle (Dq × Rd, Sq−1 × Rd). Given a section s : Sq−1 → Vd,r, the
above construction of the characteristic class αr(Dq × Rd, s) depends only on the
homotopy class of s, so we can make the following definition:

Definition 1.27. Let θr be the map

θr : πq−1(Vd,r)→MT 0
d,r(D

q, Sq−1) ∼= πq(MT (d, r))

given by

θr([s]) = αr(Dq × Rd, s).

Proposition 1.28. The map θr factors as the composition

πq−1(Vd,r)→ πsq(ΣVd,r)
fθ∗−−→ πq(MTV (d, r))

where the first map is the map into the direct limit. This is an isomorphism for
q ≤ 2(d − r). The second map is induced by the map of Thom spaces over the
inclusion of a fiber

fθ : (Wd,r, Vd,r)→ (Wr(Ud,n), Vr(Ud,n)).

In particular, θr is a homomorphism.



1.5. The Local Situation 15

Proof. Let s : Sq−1 → Vd,r be given and extend it to s : Dq → Vd,r by letting
s(x) = |x|s( x

|x|). Note that the map in (1.8) defining αr(E, s) is given on base spaces
by

(Dq, Sq−1)
id×s−−−→ (Dq ×Wr(R

d), Dq × Vr(Rd))
ξ−→ (Wr(Ud,n), Vr(Ud,n)).

The classifying map ξ is constant, so this is the same as the composition

(Dq, Sq−1)
s−→ (Wr(R

d), Vr(R
d))

fθ−→ (Wr(Ud,n), Vr(Ud,n)).

On quotients, the first map is the suspension Σs : ΣSq−1 → ΣVd,r, while the second
map is the inclusion of a fiber. Since Vd,r is (d − r − 1)-connected, the first map is
an isomorphism for q ≤ 2(d− r) by the Freudenthal suspension theorem.

Proposition 1.29. When r = 1,

θ1 : πq−1(S
d−1)→ πq(MT (d, 1)) ∼= πsq(S

d)⊕ πsq(ΣdB(d))

is the map into the first direct summand. Here the last isomorphism is the one from
Proposition 1.19.

Proof. Since θ1 factors as in Proposition 1.28 and the composition

Σn+1(Sd−1)
fθ−→MTV (d, 1)n ∼= Th(G(d, n)× Rd+n)→ Sd+n

is the identity, the result follows from Proposition 1.19.

Proposition 1.30. There is a cofibration sequence

MT (d− r + k, k)→MT (d, r)→MT (d, r − k).

For 0 ≤ k ≤ r, the following diagram of long exact sequences is commutative for
q < 2(d− r):

πq(MT (d− r + k, k)) πq(MT (d, r)) πq(MT (d, r − k))

πq−1(Vd−r+k,k)

θk

πq−1(Vd,r)

θr

πq−1(Vd,r−k)

θr−k

.

The lower row is the exact sequence for the fibration

Vd−r+k,k → Vd,r → Vd,r−k.

The first map adds the last r − k standard basis vectors to a k-frame as the last
vectors in the frame, and the second map forgets the first k vectors of an r-frame.

Proof. The cofibration is obvious from the definitions.
By Proposition 1.28, the groups in the lower row may be replaced by the stable

homotopy groups when q ≤ 2(d− r). Also note that η̄ defines a map of pairs

(MT (d, r),MT (d− r + k, k))→ (MTV (d, r),MTV (d− r + k, k))
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so that the upper row can be replaced by the long exact sequence for the cofibration
MTV (d− r + k, k)→MTV (d, r).

To see this, it is enough to check that the diagram

(G(d− r + k, n), G(d− r, n)) η
(Wk(Ud−r+k,n), Vk(Ud−r+k,n))

(G(d, n), G(d− r, n)) η
(Wr(Ud,n), Vr(Ud,n))

(1.10)

commutes when η is defined as in the proof of Proposition 1.16. Going down and
then right in this diagram, a plane P ∈ G(d− r + k, n) is mapped to

(P ⊕ Rr−k, ψ(P ⊕ Rr−k)prP⊕Rr−k(en+d−r+1), . . . , ψ(P ⊕ Rr−k)prP⊕Rr−k(en+d)).

Here ψ is a certain bump function on a neighbourhood of G(d − r, n). The Gram–
Schmidt process has been applied to the vectors before multiplying with ψ, starting
with the last vector. The restriction of ψ to G(d−r+k, n) is again a bump function
with the right properties, so going right and then down in the diagram maps P to
P ⊕ Rr−k with the sections

(ψ(P )prP (en+d−r+1), . . . , ψ(P )prP (en+d−r+k), ψ(P )en+d−r+k+1, . . . , ψ(P )en+d).

This shows the commutativity of (1.10).

The vertical maps in the following diagram are induced by fθ, so the diagram
certainly commutes.

πq(MTV (d− r + k, k)) πq(MTV (d, r)) πq(MTV (d, r)/MTV (d− r + k, k))

πsq(ΣVd−r+k,k)

fθ∗

πsq(ΣVd,r)

fθ∗

πsq(ΣVd,r/ΣVd−r+k,k)

By the above, it is enough to see that the last vertical map is actually θr−k under
the isomorphism for q < 2(d− r),

πsq(ΣVd,r/ΣVd−r+k,k)→ πsq(ΣVd,r−k),

that forgets the first k vectors. But this is true because the following diagram
commutes

MT (d, r − k)
η̄

MT (d, r)/MT (d− r + k, k)

η̄

MTV (d, r − k) MTV (d, r − k)/Th(U⊥
d|I×Z

) MTV (d, r)/MTV (d− r + k, k)

Σ∞(ΣVd,r−k)

θ

Σ∞(ΣVd,r−k) Σ∞(ΣVd,r/ΣVd−r+k,k).
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The upper right square is the map of Thom spaces over

(G(d, n), G(d− r + k, n))

η

(G(d, n), G(d− r, n) ∪G(d− r + k, n))

η

(Wr−k(Ud,n), Vr−k(Ud,n) ∪ Z) (Wr(Ud,n), Vr(Ud,n) ∪Wk(Ud−r+k,n)).

This commutes up to homotopy. Note that we must divide out by

Z = {en+d−r+k+1, . . . , en+d} × I ×G(d− r + k, n) ⊆Wr−k(Ud,n)

to make the lower horizontal map well-defined. Obviously, this does not change the
homotopy type.

The lower horizontal map in the large diagram comes from forgetting the first k
vectors in an r-frame. The lower vertical maps come from inclusion of the fibers, so
the lower squares are easily seen to commute.

Theorem 1.31. θ1 is injective for all q < 2(d− 1). Assume q < 2(d− r)− 1. Then

θr : πq−1(Vd,r)→ πq(MTO(d, r))

is an isomorphism for q ≤ d − r + 1. For MTSO(d, r), it is an isomorphism for
q ≤ d − r + 2, and for MTSpin(d, r), it is an isomorphism for q ≤ d − r + 4 and
injective for q ≤ d− r + 6.

Proof. The injectiveness of θ1 follows from Proposition 1.29, and the fact that it is
an isomorphism in the dimensions claimed also follows from Proposition 1.29 and
Proposition 1.19.

The case of a general r follows from the diagram in Proposition 1.30 for k = 1,

πq(MT (d− r + 1, 1)) πq(MT (d, r)) πq(MT (d, r − 1))

πq−1(S
d−r)

θ1

πq−1(Vd,r)

θr

πq−1(Vd,r−1)

θr−1

,

using the result for r = 1, induction on r, and the 5-lemma.
Since πq−1(S

d−r) = 0 when q = d − r + 5 or q = d − r + 6, the above diagram
becomes

πq(MTSpin(d, r)) πq(MTSpin(d, r − 1))

0 πq−1(Vd,r)

θr

πq−1(Vd,r−1).

θr−1 (1.11)

If θr−1 is injective, then θr must also be injective.

Let us return to the vector field problem. Consider a compact connected ori-
ented d-dimensional manifold M with tangent bundle TM . Suppose r sections
s = {s1, . . . , sr} are given on M such that they are independent except at finitely
many points x1, . . . , xm in the interior of M . Choose small disjoint disks Dj around
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each point xj . The restriction of the tangent bundle to each Dj is the trivial
bundle Dj × Rd. Thus s restricted to the boundary of Dj defines an element
[s|∂Dj

] ∈ πd−1(Vd,r). Recall from Section 1.2 that

Ind(s) =
m∑

j=1

[s|∂Dj
] ∈ πd−1(Vd,r).

Theorem 1.32. The following formula holds in πd(MT (d, r))

βr(M, s) =
m∑

j=1

θr([s|∂Dj
]) = θr(Ind(s)).

In particular when M is closed, the right hand side is independent of the section s.

Proof. We may assume that the r sections are orthonormal on Y =M −⋃
j int(Dj).

The map in (1.8) defining αr(TM, s|∂M ) factors as

Th(N)/Th(N|∂M )→ Th(N)/Th(N|Y ) =
∨

j

Sn+d
j →MT (d, r)n.

On each Sn+d
j , the last map is just fθ ◦ Σn+1s|∂Dj

. The Pontryagin–Thom map

Sn+d → Th(N)/Th(N|∂M )→ Th(N)/Th(N|Y ) =
∨

j

Sn+d
j

is just the pinching map, so the evaluation is the sum of the θr([s|∂Dj
]). Thus

〈α(TM, s|∂M ), [M,∂M ]〉 =
m∑

j=1

θr([s|∂Dj
]).

Remark 1.33. For r = 1, this is a classical result. It is shown in [4] that the
composite map

Sn+d → Th(N)→ Th(M × Rd+n)→ Sn+d

has degree equal to the Euler characteristic of M . This is also true when M is not
oriented. In the above, the last map is just factored through Th(G(d, n)× Rn+d).

1.6 Relation to KR-theory

In Section 1.2 we claimed that our global invariants for oriented vector bundles are
refinements of the Atiyah–Dupont invariants. We shall now see how they are related
and extract a few more injectivity results for θr.

Let E → X be an oriented vector bundle with a section s : Y → Vr(E) given on
some Y ⊆ X. Recall that Atiyah and Dupont defined a characteristic class

α̃t
d,r(E, s) ∈ KRt(iE|(X−Y ) × tHr).
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This class is natural with respect to bundle maps covering maps of pairs. In parti-
cular, there is a universal class

α̃t
d,r ∈ lim←−

n

KRt(iUd,n|(G(d,n)−G(d−r,n)) × tHr)

such that the characteristic class for any other bundle is the pullback of this class
by the classifying map.

Let N be an n-dimensional complement of E. We want to define a map

Ψ :MTSOn−q
d,r (Th(N),Th(N|Y ))→ KRt−q(iE|(X−Y ) × tHr). (1.12)

For this, let
f : Σq Th(N)/Th(N|Y )→MT (d, r)n

be any map. Let id,n : Ud,n → Ud be the inclusion. Then

i∗d,n(α̃
t
d,r) ∈ KRt(iUd,n|(G(d,n)−G(d−r,n)) × tHr).

But there is a Thom isomorphism

KRt(iE|(X−Y ) × tHr) ∼= KRt((iE ⊕ iN ⊕N)|(X−Y ) × tHr)

= KRt+n+d(N|(X−Y ) × tHr),

so we have a diagram where φ1, φ2 are Thom isomorphisms

KRt−q(iE|(X−Y ) × tHr)
φ2

KRt+n+d−q(N|(X−Y ) × tHr)

KRt(iUd,n|(G(d,n)−G(d−r,n)) × tHr)
φ1

KRt+n+d(U⊥
d,n|(G(d,n)−G(d−r,n)) × tHr).

f∗

Now define

Ψ([f ]) = φ−1
2 ◦ f∗ ◦ φ1(i∗d,n(α̃t

d,r)) ∈ KRt−q(iE|(X−Y ) × tHr).

Obviously, if f comes from a classifying map ξ : (X,Y )→ (G(d, n), G(d− r, n)) for
E, then by naturality of the Thom isomorphism, we get:

Proposition 1.34.

Ψ(αr(E, s)) = ξ∗(i∗d,n(α̃
t
d,r)) = α̃t

d,r(E, s).

Thus Ψ reduces the invariants of Section 1.4 to the Atiyah–Dupont invariants.
In particular, considering (X,Y ) = (Dq, Sq−1) yields:

Theorem 1.35. The map θ̃tr constructed in [3] factors as the composition

πq−1(Vd,r)
θr−→ πq(MTSO(d, r))

Ψ−→ KRt−q(tHr).

Thus our θr may have a better chance of being injective than the one defined
by Atiyah and Dupont. The injectivity results for θ̃tr given in [3], Proposition 5.6,
imply:

Corollary 1.36. θr : πq−1(Vd,r) → πq(MTSO(d, r)) is injective for q ≤ d − r + 3
and d ≥ r+3. Moreover, θ5 : πd−1(Vd,5)→ πd(MTSO(d, 5)) is injective when 8 | d.





Chapter 2

Cobordism Categories with

Vector Fields

The spectra MTO(d) introduced in the previous chapter are closely related to the
Thom cobordism spectrum MO, and in fact, recent work [14] of Galatius, Madsen,
Tillmann and Weiss shows that they do have a geometric interpretation as classifying
spaces of embedded cobordism categories. We recall the classical cobordism theory
in Section 2.1. In Section 2.2 we describe the embedded cobordism category and
relate it to our situation. Section 2.3 discusses the fundamental group of classifying
spaces of cobordism categories in general. We apply this theory to give a geometric
interpretation of the higher homotopy groups of MTO as cobordism groups with
vector fields. This is done in Section 2.4. As a corollary, we obtain a geometric
interpretation of the invariants introduced in Chapter 1. The main theorem of the
section is the following:

Theorem 2.1. If d is odd or r < d
2 , β

r(M) vanishes if and only if M is Reinhart
cobordant to a manifold that allows r independent vector fields.

This is the content of Corollary 2.26 below. A Reinhart cobordism between M
and N is a cobordism that allows a nowhere zero vector field which is inward normal
atM and outward normal at N . It is proved in [38] that two manifolds are Reinhart
cobordant if and only if they are cobordant and have the same Euler characteristic.
If we are in the oriented category and d ≡ 1 mod 4, they must also have the same
(real or mod 2) semi-characteristic.

In the last two sections, we obtain a geometric description of generators and
relations for πd(MTO(d)). The main result is the following:

Theorem 2.2. πd(MTO(d)) is the abelian group generated by the diffeomorphism
classes [M ] of closed manifolds. The only relations are as follows. If W1 and W2

are cobordisms from ∅ to M and W3 and W4 are cobordisms from M to ∅, then

[W1 ∪M W3] + [W2 ∪M W4] = [W1 ∪M W4] + [W2 ∪M W4].

The class [M ] corresponds to the invariant β(M).

There is also a version of the theorem for manifolds with tangential structures
under certain conditions.

21
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2.1 Classical Cobordism Theory

We start out by recalling the classical cobordism theory. This is good to have in
mind in the following. The section also serves as an introduction of notation. A
good reference is [41].

Definition 2.3. A cobordism between two closed (d− 1)-dimensional manifolds M
and N is a compact d-dimensional manifold W with boundary ∂W = M ⊔ N the
disjoint union of M and N . Cobordism defines an equivalence relation on the set of
diffeomorphism classes of closed (d − 1)-dimensional manifolds. The set of equiva-
lence classes is denoted ΩO

d−1.

Disjoint union defines a commutative addition on ΩO
d−1. The empty set acts

as the identity, and every manifold is its own inverse, so ΩO
d−1 becomes an abelian

group. The Cartesian product of manifolds even defines a ring structure on ΩO
∗ .

More generally, let θ : X → BO be a fibration. For a (d−1)-dimensional manifold
M , an embeddingM ⊆ Rn+d−1 defines a classifying mapM → G(d−1, n)→ BO(n).
A θ-structure on M is now a choice of a lift of the classifying map M → BO(n) to
a map M → θ−1(BO(n)) up to homotopy through such lifts. The specific choice of
embedding is not part of the structure, as a regular homotopy of embeddings will
define a 1-1 correspondance of θ-structures.

Given two θ-manifolds M and N , a cobordism from M to N is a θ-manifold W
such that the θ-structure on the boundary ∂W agrees with the structures on M and
N in the following sense. Embed W ⊆ Rn+d−1 × [0, 1] in such a way that

W ∩ Rn+d−1 × [0, ε) =M × [0, ε)

W ∩ Rn+d−1 × (1− ε, 1] = N × (1− ε, 1].

Then the restrictions of the classifying map W → G(d, n) → BO(n) to the boun-
daries define classifying maps M,N → G(d− 1, n)→ BO(n). The condition for W
to be a cobordism is that the lift of W → BO(n) restricts to the given θ-structures
on the boundary for some n sufficiently large.

Definition 2.4. Cobordism induces an equivalence relation on the isomorphism
classes of closed (d − 1)-dimensional manifolds with θ-structure. The set of equi-
valence classes is denoted Ωd−1(X, θ). Disjoint union defines a commutative sum
operation. The empty set acts as the identity, making Ωd−1(X, θ) into an abelian
group.

In particular, an inverse of some [M ] is given by assigning to M × [0, 1] the
θ-structure defined by M . Then embed M × [0, 1] ⊆ Rn+d−1 × [0, 1] such that
M × {0, 1} ⊆ Rn+d−1 × {0}. This defines a θ-structure on M × {1}, and this
represents an inverse of [M ].

Remark 2.5. In fact, a cobordism W has an opposite structure defined in a similar
way, making cobordism reflexive and hence an actual equivalence relation (transi-
tivity given by glueing cobordisms together). Note that this only works because we
consider the classifying map W → BO(n), rather than W → G(d, n).
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Example 2.6. We are particularly interested in the cases where X is BO, BSO, or
BSpin. In these cases, Ω∗(X, θ) will also be denoted ΩO

∗ , Ω
SO
∗ , or ΩSpin

∗ , respectively.
The Cartesian product of two manifolds induces a ring structure on Ω∗(X, θ) in this
case.

The main theorem of cobordism theory is the Pontryagin–Thom theorem. This
expresses the cobordism groups as the homotopy groups of Thom spectra as follows.
Let M ⊆ Rn+d−1 be a manifold with a lift M → θ−1(BO(n)) of the classifying map.
Then the collapse of everything outside a tubular neighbourhood N followed by the
lift of the classifying map defines a map

(Rn+d−1)+ → Th(N)→ Th(θ∗Un).

One can show that this defines a map

Ωd−1(X, θ)→ πd−1(θ
∗MO) (2.1)

where θ∗MO is the spectrum formed by the Thom spaces Th(θ∗Un). In particular,
the pullbacks to BSO and BSpin are denoted MSO and MSpin, respectively.

Theorem 2.7 (Pontryagin–Thom). The map (2.1) is an isomorphism.

Remark 2.8. Note how this construction is closely related to the construction of
the invariant β(M). In fact, Th(Un) = lim−→d

Th(U⊥
d,n) so MO = lim−→d

MTO(d). We
will often use the notation MTO = lim−→d

MTO(d), rather than MO, to emphasize
that we think of Un as the complement of the universal bundle.

The inclusion MTO(d)→MTO is d-connected since the map G(d, n)→ BO(n)
is d-connected for n sufficiently large. The induced map πd(MTO(d))→ πd(MTO)
takes β(M) to the cobordism class of M .

Thus we would expect some relation between our invariants and cobordism the-
ory. To investigate this, we need a slightly different definition of cobordism.

2.2 The Embedded Cobordism Category

We now introduce the topological category of embedded cobordisms and state some
main results. This is the suitable cobordism category for our purpose. We follow
the definition given in [15].

Definition 2.9. Let θ : X → BO(d+ l) be a fibration. As a set, Ψθd(R
n+d) consists

of all pairs (M, ξ̄) where M ⊆ Rn+d is an embedded d-dimensional manifold without
boundary such that M is a closed subset of Rn+d and ξ̄ is a lift under θ of the
classifying map ξ :M → G(d, n)→ G(d+ l, n). A suitable topology is given in [15].

Let ψθd(n + d, k) denote the subspace consisting of those M that are contained
in (−1, 1)n+d−k × Rk.

Definition 2.10. Let θ : X → BO(d) be a fibration. The cobordism category
Cθd,n+d has objects ψθd−1

(n+ d− 1, 0). The space of morphisms is the disjoint union
of the identity morphisms and a subspace of ψθd(n + d, 1) × (0,∞). A morphism
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(W,a) ∈ Cθd,n+d(M0,M1) from M0 to M1 is a W ∈ ψθd(n+ d, 1) such that for some
ε > 0,

W ∩ (Rn+d−1 × (−∞, ε)) =M0 × (−∞, ε)
W ∩ (Rn+d−1 × (a− ε,∞)) =M1 × (a− ε,∞)

such that the θ-structures agrees. Composition of the morphisms (W,a) and (W ′, a′)
is given by (W ◦W ′, a+ a′) where W ◦W ′ is obtained from W ∩ (Rn+d−1× (−∞, a])
and W ′ ∩ (Rn+d−1 × [0,∞)) + aen+d by glueing together.

We will often leave the a out of the notation for the morphisms when it plays no
significant role. Usually we let n tend to infinity and denote the resulting category
by Cθd with obejcts Ob(Cθd) and morphisms Mor(Cθd).

For a topological category, the classifying space BCθd is defined as follows. Let
Nk(Cθd) be the subspace of Mor(Cθd)k consisting of k-tuples of composable morphisms.
This is called the kth nerve of the category. In particular, N0(Cθd) is the space of
objects. The set of nerves form a simplicial set with continuous face and degene-
racy operators given by composing morphisms and inserting identity morphisms,
respectively. See e.g. [16] for details.

Definition 2.11. BCθd is the topological space

⊔
Nk(Cθd)×∆k/ ∼ .

Here
⊔

is disjoint union, ∆k is the standard k-simplex, and the equivalence relation
is given by the face and degeneracy operators, see [31] for the precise relations.

The main theorem about the cobordism category, proved in [14] and, in our
set-up, in [15], is the following:

Theorem 2.12. There is a weak homotopy equivalence

αd,θ : BCθd → Ω∞+d−1θ∗MTO(d).

We will be particularly interested in the fibration

ir : Vr(Ud)→ BO(d).

The corresponding category will be denoted Crd. The objects are embedded compact
(d−1)-dimensional manifoldsM with r vector fields in TM⊕R. The morphisms are
cobordisms with r tangent vector fields extending the ones given on the boundary.
Of course, there is also an oriented version of this theory. We will use the same
notation when there is no essential difference.

Reading through the definition of the map αd,θ, one sees that there is a commu-
tative diagram

BCrd
BF

αd,r

BCd
αd

Ω∞+d−1i∗rMT (d)
ir

Ω∞+d−1MT (d).

(2.2)
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Here BF is induced by the functor F that forgets the tangential structure.
By Theorem 1.17, i∗rMT (d) = MT (d)Vr is homotopy equivalent to MT (d − r).

Recall from Proposition 1.26 that in the exact sequence

πd(MT (d− r)) ir−→ πd(MT (d))
jr−→ πd(MT (d, r)),

the invariant β(M) ∈ πd(MT (d)) reduces to βr(M) ∈ πd(MT (d, r)). Thus βr(M)
vanishes if and only if β(M) lifts to πd(MT (d − r)). The diagram (2.2) translates
this into a study of the map

π1(BCrd)→ π1(BCd).

The study of these fundamental groups is the topic for the rest of this chapter.

2.3 Representing Classes in π1(BCθd) by Morphisms

In this section we consider a general cobordism category corresponding to a fibration
θ : X → BO(d).

Definition 2.13. Let (W,a) be a morphism in Cθd from M0 to M1. The 1-simplex
{(W,a)} ×∆1 inside BCθd defines a path γ(W,a) between the objects M0 and M1. A
composition of such paths and their inverses (denoted γ̄(W,a)) will be called a zigzag
of morphism paths.

The goal of this section is to find conditions on the category Cθd such that all
elements of π1(BCθd) can be represented by a morphism path γ(W,a) of some closed
manifold W , considered as a morphism from the empty manifold to itself.

We start out by showing that elements of π1(BCθd) are represented by zigzags.
First some notation. A path α : [0, 1] → Ob(Cθd) that is smooth in the sense

of [15] and constant near the endpoints determines a morphism (Wα, 1) such that
Wα ⊆ R∞−1 ×R with Wα ∩ (R∞−1 × {t}) = α(t) for all t ∈ [0, 1] and such that the
projection Wα → {0} × R is a submersion. We want to see that α ≃ γWα in BCθd .

Lemma 2.14. A non-identity morphism path γ(W,a) followed by a smooth path that

is constant near endpoints, α : I → Ob(Cθd), is homotopic relative to endpoints inside
Ob(Cθd) ∪ (Mor(Cθd)×∆1) to the morphism path γ(W◦Wα,a+1).

Proof. Recall from [15], Theorem 3.9, that there are homotopy equivalences of ca-
tegories

Cθd
c←− D⊥

θ
i−→ Dθ. (2.3)

The precise definitions of the categories D⊥
θ and Dθ are given in [15], Definition 3.8.

The morphism (W ◦Wα, a+1) corresponds to the morphism (W ◦Wα, 0 ≤ a+1)
in the category Dθ. In Mor(Dθ), there is a path

t 7→ (W ◦Wα, 0 ≤ a+ t)

from (W ◦Wα, 0 ≤ a) to (W ∪Wα, 0 ≤ a+1) because all a+ t ∈ [a, a+1] are regular
values for the projection W ◦Wα → {0} × R.
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This lifts to a path (Wt, 0 ≤ a+t) in Mor(D⊥
θ ) under the inverse of the homotopy

equivalence i. This just stretches W ◦Wα near W ◦Wα ∩R∞−1×{a+ t} and leaves
the rest fixed. In particular Wt ∩ (R∞−1 × {a+ t}) = α(t).

Now, c(Wt, 0 ≤ a+ t) = (W ′
t , a+ t) defines a path from (W,a) to (W ◦Wα, a+1)

with W ′
t ∩ (R∞−1×{a+ t}) = α(t). Thus γ(W ′

t ,a+t) ·α|[t,1] is a homotopy from γW ·α
to γW◦Wα .

Lemma 2.15. A smooth path α : [0, 1]→ Ob(Cθd) is homotopic relative to endpoints
to the morphism path γWα inside BCθd.

Proof. Let M = α(0). Then M × R is a morphism. By Lemma 2.14, γM×R · α is
homotopic to γ(M×R)◦Wα

. Furthermore, there is a 2-simplex in the classifying space
making γ(M×R)◦Wα

homotopic to γM×R · γWα . Composition with γ̄M×R shows that
α is homotopic to γWα .

Theorem 2.16. Any path between two objects in BCθd is homotopic relative to end-
points to a zigzag of morphism paths.

Proof. Let f : [0, 1]→ BCθd be given such that f({0, 1}) ⊆ Ob(Cθd). We may deform
f to have image in Ob(Cθd) ∪ (Mor(Cθd)×∆1), so assume this is the case.

Since f−1(Mor(Cθd) × int(∆1)) is open, it can be written as the disjoint union⊔
l∈J Il of open intervals Il ⊆ (0, 1). Write fl : Īl → Mor(Cθd)×∆1 for the restriction

of f to the closure of Il. This has the form

fl(t) = ((Wt, a(t)), g(t)).

Let Īl = [t1, t2]. Then g(t1), g(t2) ∈ {0, 1} = ∂(∆1).
If g(t1) = g(t2), then g is homotopic relative to the endpoints to a constant map.

Thus fl is homotopic to a map into the object space, and we may remove all such l.
Now assume g(t1) = 0 and g(t2) = 1. Then g is homotopic relative to endpoints

to a map which is linear on [t1,
t1+t2

2 ] and constant on [ t1+t2
2 , t2]. The function

t 7→ (Wt, a(t)) is homotopic to a map which is constant equal to (W0, a(0)) on
[t1,

t1+t2
2 ] and given by t 7→ (W2t−t2 , a(2t−t2)) on [ t1+t2

2 , t2]. That is, fl is homotopic
to γ(W0,a(0)) followed by a path in the object space. We replace Il by (t1,

t1+t2
2 ).

The case g(t1) = 1 and g(t2) = 0 is similar except that γW0 is travelled backwards.
Thus we may assume that fl(t) = ((Wl, al), g(t)) where g is a linear homeomor-

phism taking Īl to [0, 1] for all l ∈ J . The index set J must be finite. To see this,
choose tl ∈ Il such that f(tl) = ((Wl, al),

1
2). Then {tl, l ∈ J} is a closed discrete

subset of [0, 1] and hence finite.
It follows that f−1(Ob(Cθd)) is a finite disjoint union of closed intervals. It is now

enough to show that a map α : [0, 1] → Ob(Cθd) is homotopic to a morphism path.
But by [15], Lemma 2.18, α is homotopic to a smooth path α′ which is constant
near the endpoints. Finally, by Lemma 2.15, this is homotopic to the morphism
path γWα′

.

We are now ready to give conditions under which every element of π1(BCθd) may
be represented by a single morphism path of a closed manifold.
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Theorem 2.17. Assume:

(i) Any morphism W ∈ Cθd(∅, ∅) has an inverse W− ∈ Cθd(∅, ∅) such that the
disjoint union W ⊔W− defines a null-homotopic loop in BCθd.

(ii) If W ∈ Cθd(M0,M1), then there exists a morphism W ∈ Cθd(M1,M0) in the
opposite direction.

Then any element of π1(BCθd) can be represented by a path corresponding to a mor-
phism in Cθd(∅, ∅).

From Theorem 2.16 we know that we can always represent an element of π1(BCθd)
as a zigzag of morphisms. In general, the closed manifold cannot be chosen diffeo-
morphic to the one defined by glueing together the morphisms in the zigzag, since
this may not allow a θ-structure.

Proof. Let γ : I → BCθd be a path from the empty manifold to itself. By Theo-
rem 2.16, we can assume that γ has the form g1 · g2 · · · gn, where gi is the path γWi

or the inverse path for some Wi’s such that the composition makes sense.
First look at the path γWi

· γWi+1 for a pair of morphisms Wi ∈ Cθd(Mi,Mi+1)
and Wi+1 ∈ Cθd(Mi+1,Mi+2). The composition forms a new morphism Wi ◦Wi+1 in
Cθd(Mi,Mi+2). The 2-simplex {(Wi,Wi+1)} ×∆2 inside BCθd defines a homotopy

γWi
· γWi+1 ≃ γWi◦Wi+1 . (2.4)

Thus we may assume that γ is an alternating zigzag of morphism paths

γ = γW1 · γ̄W2 · γW3 · · · γ̄Wn

where Wi ∈ Cθd(Mi,Mi+1) for i odd and Wi ∈ Cθd(Mi+1,Mi) for i even. Of course,
it could also happen that the first path is an inverse path or that n is odd. These
cases are similar.

For each i, choose an opposite W i of Wi as in assumption (ii). Then

γ =γW1 · γ̄W2 · γW3 · · · γ̄Wn

≃γW1 · (γW 2
· γW3 · · · γWn

) · (γW 2
· γW3 · · · γWn

) · γ̄W2 · (γ̄W 3
· · · γ̄Wn)

· (γ̄W 3
· · · γ̄Wn) · · · γWn−1 · (γWn

) · (γWn
) · γ̄Wn

=(γW1 · γW 2
· γW3 · · · γWn

) · (γ̄Wn
· · · γ̄W3 · γ̄W 2

· γ̄W2 · γ̄W 3
· · · γ̄Wn)

· (γWn · · · γW 3
· · · ) · · · (· · · γWn−1 · γWn

) · (γ̄Wn
· γ̄Wn)

≃(γW1◦W 2◦W3◦···◦Wn
) · (γ̄Wn◦···◦W3◦W 2◦W2◦W 3◦···◦Wn

) · (γWn◦···◦W 3···
) · · ·

· (γ···◦Wn−1◦Wn
) · (γ̄Wn◦Wn

).

The idea is here that we first run along γW1 as we are supposed to. Then we follow
morphism paths in the positive direction all the way to the empty manifold and go
back again, now following paths in the inverse direction. We run γW2 backwards
as we are supposed to and then follow paths in the inverse direction back to the
base point and go back again. Continuing this way, we end up with a path that is
homotopic to the original one. But this new path has the property that we always
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run from the base point to itself along paths that are either all positively directed
or all negatively directed. Thus we may glue the manifolds together by (2.4).

This yields an expression for γ involving only paths of closed manifolds. We now
apply assumption (i) to all the paths that are still travelled in the wrong direction.
Finally we apply (2.4) again to write γ as a path corresponding to a single morphism.

γ ≃γ(W1◦W 2◦W3◦···◦Wn)
· γ(Wn◦···◦W3◦W 2◦W2◦W 3◦···◦Wn)−

· γ(Wn◦···◦W 3··· )
· · ·

· γ(···◦Wn−1◦Wn)
· γ(Wn◦Wn)−

≃γ(W1◦W 2◦W3◦···◦Wn)◦(Wn◦···◦W3◦W 2◦W2◦W 3◦···◦Wn)−◦(Wn◦···◦W 3··· )◦···

◦(···◦Wn−1◦Wn)◦(Wn◦Wn)−

2.4 Geometric Interpretation of the Invariants

We now return to the cobordism category with vector fields. We start out by showing
that Crd satisfies the conditions (i) and (ii) of Theorem 2.17. From this we shall obtain
a geometric interpretation of the invariants from Chapter 1.

Theorem 2.18. Let d be odd or r < d
2 . Let W ∈ Crd(M0,M1). Then there exists a

W ∈ Crd(M1,M0).

Proof. Suppose (W,a) ∈ Crd(M0,M1) is given. That is, W ⊆ (−1, 1)n × R is a d-
dimensional manifold with r vector fields v1, . . . , vr :W → TW . Then the reflection
t 7→ a−t in the R direction takesW to a manifold which is a morphism in Cd(M1,M0).
In the oriented case, the orientation must be reversed. However, it is not an element
of Crd(M1,M0) yet, since the vector fields on M0 and M1 have been reflected in the
normal direction. They must be reflected once more to get the correct vector fields
on the objects. But there is no obvious way to extend this reflection to the vector
fields on the rest of W .

First we choose a normal vector field on ∂W and extend this to the (d − 1)-
skeleton W (d−1). This is always possible, see Section 1.2. Denote this vector field
by

V :W (d−1) → TW|W (d−1) .

This defines a map

σV :W (d−1) → O(TW )|W (d−1) .

Here O(TW ) is the bundle over W with fiber over x the orthogonal group O(TxW ),
and σV (x) is defined to be the reflection of TxW that takes V (x) to −V (x) and
leaves V (x)⊥ fixed.

With this definition, σV acts on the given vector fields by multiplication

σV (x)(v1(x), . . . , vr(x)) = (w1(x), . . . , wr(x))

for all x ∈W (d−1). On the boundary, σV is the reflection of the normal direction, so
the wi’s yield an extension of the vector fields on the boundary to the (d−1)-skeleton.
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We still need to extend these new vector fields over each d-cell D ⊆ W . This
may not be possible. The idea is to take the connected sum with a suitable manifold
in the interior of D such that the vector fields extend.

Choose a trivialization TW|D
∼= D×Rd. On the boundary, the vi’s define a map

f : Sd−1 → Vd,r which is homotopic to a constant map because the vector fields
extend to all of D. So we may assume that f is constant with value e1, . . . , er. Then
the wi’s are given on ∂D by

g : Sd−1 σV−−→ O(d)
h−→ Vd,r,

where h comes from the standard fibration O(d− r)→ O(d)→ Vd,r.
In the trivialization, V|∂D becomes a map V|∂D : Sd−1 → Sd−1. There is a map

ρd : Sd−1 → O(d) that takes x ∈ Sd−1 to the reflection of the line spanned by x.
Then

σV = ρd ◦ V|∂D and g = h ◦ ρd ◦ V|∂D.
By possibly dividing D into smaller cells, we may assume that the degree of V|∂D

is either 0 or ±1.
If the degree of V|∂D is zero, then σV is homotopic to constant map. Hence, so

is g, and the vector fields extend to all of D.
If the degree is +1, then V is homotopic to the identity map. This means that

σV is the reflection in the normal direction. Choose r vector fields on the torus T d.
Cut out a disk. The vector fields on the boundary of this disk are now homotopic
to the vi’s on ∂D, since both extend over a disk. Thus, after reflecting the vi’s in
the normal direction, the vector fields on the torus fit with the wi’s so that we can
form the connected sum of W and T d in the interior of D.

If the degree is −1 and d is odd, V is homotopic to minus the identity. Thus σV
is again the reflection in the normal direction, and we do as in the degree +1 case.

We are now left with the case where d = 2k is even and the degree is −1. In this
case we would like to take the connected sum with a product of two spheres, rather
than a torus.

First look at what happens to the vector fields when they are reflected in a map
of degree −1. Consider the diagram

πd−1(S
d−1)

V∂D

πd(S
d)

δ
δd

·2

πd−1(S
d−1)

ρd
πd−1(O(d))

h
πd−1(Vd,r)

p
πd−1(S

d−1)

πd−1(S
d) = 0

ρd+1
πd−1(O(d+ 1)).

It follows that ρd maps into the image of δ. But the composition p ◦ h ◦ ρd maps
x ∈ Sd−1 to the reflection of the first basis vector in the x direction. This is a map
of degree 2, being the obstruction to a vector field on Sd−1. Thus ρd([1]) = δ([1]),
and therefore

[g] = h ◦ ρd ◦ V|∂D([1]) = δd([−1]).



30 Chapter 2. Cobordism Categories with Vector Fields

Here and in the following, [m] ∈ πl(Sl) denotes the class of degree m maps.
Consider

Sk × Sk if k is even,

Sk−1 × Sk+1 if k is odd.

For simplicity, we write this product as Si×Sj in the following. Choose r vector fields
with one singularity on each sphere. This is possible because r < k by assumption.
These are given by maps

u1 : S
i →Wr(TS

i)

u2 : S
j →Wr(TS

j).

Assume that these vector fields have length one outside small open disks Di and Dj ,
respectively. This defines a map u : Si × Sj →Wr(T (S

i × Sj)) by the formula

u(x, y) =
u1(x) + u2(y)√

2

outside Di ×Dj and

u(x, y) =
|x|u1(x) + |y|u2(y)√
|u1(x)|2 + |u2(y)|2

inside Di ×Dj . On the boundary of Di ×Dj , this is the join

u1|Si ⋆ u2|Sj : Si−1 ⋆ Sj−1 → Vd,r.

This map represents the obstruction to r vector fields on Si × Sj .
Now look at the diagram

πi(S
i)× πj(Sj)

δi×δj

πd(S
d)

δd
·2

πi−1(Vi,r)× πj−1(Vj,r)
⋆

ηi×ηj

πd−1(Vd,r)
p

ηd

πd−1(S
d−1)

πi−1(Vi+1,r+1)× πj−1(Vj+1,r+1) πd−1(Vd+1,r+1).

For l = i, j, d, the class δl([1]) is the obstruction to r vector fields on Sl. Thus the
homotopy class of u1|Si ⋆ u2|Sj is δi([1]) ⋆ δj([1]). By [22], formula (2.12 b),

ηd(δi([1]) ⋆ δj([1])) = ηi(δi([1])) ⋆ δ
′
j([1]).

Here δ′j : πj(S
j) → πj−1(Vj,r+1) is the boundary map. This is well-defined when

r < k. But ηi ◦ δi = 0, so δi([1]) ⋆ δj([1]) is in the image of δd. Furthermore,

p(δi([1]) ⋆ δj([1])) = [4]

since it is the obstruction to a single vector field, which is the Euler characteristic.
Thus δi([1]) ⋆ δj([1]) = δd([2]).
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Summarizing the above, there are vector fields on Si×Sj\Di×Dj andW\ int(D)
given on the boundaries of the removed disks by δd([2]) and δd([−1]), respectively.
We can take the connected sum if the vector fields agree after reflecting the vector
fields on ∂(Di ×Dj). That is, it remains to show that σ1(δd([2])) = δd([−1]) where
σ1 is the normal reflection.

Note that

p(σ1(δd([m]))) = σ1(p(δd([m]))) = σ1([2m]) = [2− 2m]. (2.5)

The last equality follows because a degree 2m map Sd−1 → Sd−1 defines a vector
field on Sd with two singularities, one of degree 2m and one of degree σ1([2m]). The
sum of these must be χ(Sd) = 2.

Also note that
ηd(σ1(δd([2]))) = σ′1(ηd ◦ δd([2])) = 0

where σ′1 is the image of σ1 under πd−1(O(d))→ πd−1(O(d+ 1)).
Thus σ1(δd([2])) is in the image of δd. According to (2.5),

p(σ1(δd([2]))) = p(δd([−1])) = [−2].
But p ◦ δd is injective, so σ1(δd([2])) = δd([−1]).

This proof was inspired by Proposition 4.23 in [15].

Remark 2.19. In the case where Sd allows r vector fields, it is possible to choose
W diffeomorphic toW . This is because we may glue in disks, rather than tori, when
constructing W .

If Sd does not allow r vector fields, the disk Dd with r vector fields is an example

of a morphism such D
d
cannot be chosen diffeomorphic toDd. Otherwise they would

glue together to a sphere with r vector fields.
The above proof would work more generally for any θ satisfying that Sd−1 with

any θ-structure bounds a θ-manifold. For d odd, it would also suffice that Sd allows
a θ-structure.

Example 2.20. Consider the case d = 2 and r = 1. A surface of genus g > 1 allows
a vector field with only one singularity. Cut out a disk containing the singularity.
This defines a morphism from the ∅ to S1 with a vector field. If there were a
morphism in the opposite direction, they would glue together to a closed surface of
genus at least g > 1 with a zero-free vector field, which is impossible.

This shows that the condition r < d
2 is not always redundant. Whether it can

be refined is not clear. However, it appears naturally as a condition in many of our
applications anyway.

Theorem 2.21. There are weak homotopy equivalences

BCr+k
d+k → ΩkBCrd → Ω∞+d+k−1MT (d− r).

In the case k = 1, assume M ∈ Ob(Cr+1
d+1) with the (r+ 1)th vector field equal to the

positively directed normal. Then the component of M in π0(BCr+1
d+1) is mapped to

the morphism path in π1(BCrd) corresponding to M , now considered as a morphism
in Crd(∅, ∅) with the first r vector fields. Both correspond to the Pontryagin–Thom
element in πd(MT (d− r)).
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Proof. We have the following commutative diagram for each n

ΩkBCrd,n Ωkψr
d(n, 1) Ωn+k−1ψr

d(n, n)

BCr+k
d+k,n+k Ωkψr+k

d+k(n+ k, k + 1) Ωn+k−1ψr+k
d+k(n+ k, n+ k).

(2.6)

The vertical maps take a manifold M ⊆ Rn with r vector fields to the manifold
M × Rk ⊆ Rn × Rk with the r vector fields from M together with the k standard
vector fields in the Rk direction. The horizontal maps are the homotopy equivalences
from [15].

The diagram

ψr
d(n, n) Th(U⊥

d,n−d → Vr(Ud,n−d))

ψr+k
d+k(n+ k, n+ k) Th(U⊥

d+k,n−d → Vr+k(Ud+k,n−d))

also commutes. The horizontal maps take a manifoldM to −p in the fiber over TpM
with the vector fields at this point, where p is the point on M closest to the identity
(whenever this is defined). Thus commutativity is obvious. Some details have been
omitted, see [15] for the precise definition of the maps.

If we let n tend to infinity, the right vertical map in (2.6) is a homotopy equiva-
lence, since the diagram

Th(U⊥
d−r,n−d → G(d− r, n− d)) Th(U⊥

d,n−d → Vr(Ud,n−d))

Th(U⊥
d+k,n−d → Vr+k(Ud+k,n−d))

commutes and the two maps to the left are homotopy equivalences of spectra.

Now look at the case k = 1. Let M ⊆ (−1, 1)n be an object in Cr+1
d+1,n+1 with

the positively directed normal in TM ⊕ R as its last vector field. This corresponds
to the manifold M × R in ψr+1

d+1(n + 1, 1) with the vector fields defined by the ones
on M . Under the first lower horizontal map in (2.6), this is mapped to the loop
R+ → ψr+1

d+1(n+1, 2) given by t 7→M×R−(0, . . . , 0, t, 0). But this is in the image of
the vertical map. More precisely, it is the image of the map γ1 : R+ → ψr

d(n, 1) given
by t 7→ M − (0, . . . , 0, t). But this map is the map corresponding to the morphism
path of M in BCrd,n. To see this, recall the factorization

BCrd,n → BDr → ψr
d(n+ 1, 1)

where Dr is the category defined in [15], Definition 3.8.

Indeed, γ1 lifts to R→ BDr to the path

t 7→ ((M − ten,min{−1− t,−1} ≤ max{1− t, 1}), ϕ(t)) ∈ Mor(Dr)×∆1
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where ϕ(t) = 1
2(t+1) for t ∈ [−1, 1] and ϕ is constant on [1,∞) and (−∞,−1]. This

defines a path in BDr between the objects (∅,−1) and (∅, 1). We may close this
to a loop inside {∅} × R and get a loop R+ → BDr whose image in ψr

d(n + 1, 1) is
homotopic to γ1.

This new loop again lifts to a map homotopic to γ : R+ → BCrd,n given by

γ(t) = ((W + en, 2), ϕ(t)) ∈ Mor(Crd,n)×∆1 for t ∈ [−1, 1] and γ(t) = ({∅}, ϕ(t)) in
Ob(Crd,n)× ∂∆1 otherwise. This is the morphism loop corresponding to M .

Going in the other direction in the upper part of (2.6) shows thatM corresponds
to the map (Rn)+ → ψ(n, n) given by t 7→ M − t. If M − t has a unique point p
closest to the zero, M − t is sent to the point −p in the fiber over Tp(M − t) in
U⊥
d,n−d → Vr(Ud,n−d). Otherwise, M − t is mapped to ∞. The set of t’s such

that M − t has a unique point closest to the identity deformation retracts onto a
tubular neighbourhood of M consisting of those vectors at distance at most ε from
M . Collapsing all vectors in U⊥

d,n−d → Vr(Ud,n−d) of length greater than or equal to
ε makes the map well-defined, and this is certainly the Pontryagin–Thom collapsing
map. Again some details are omitted.

Theorem 2.22. For r ≥ 0, all morphisms in Crd(∅, ∅) have inverses in the sense of
Theorem 2.17 (i).

Proof. Let W be a closed d-dimensional manifold with r vector fields

v1, . . . , vr :W → TW.

Assume d is odd or r ≥ 1. We consider W as an object of Cr+1
d+1 with the positive

normal vector field ε as the (r + 1)th vector field. Then W × R has r + 1 vector
fields given on W × [0, 1] as follows. Choose a vector field v : W → TW . If r ≥ 1,
we simply choose this to be vr. This defines the r + 1 vector fields w1, . . . , wr+1 on
W × [0, 1] by

wi(x, t) =vi(x)

wr(x, t) = cos(πt)v(x) + sin(πt)ε(x)

wr+1(x, t) =− sin(πt)v(x) + cos(πt)ε(x).

Extend these trivially to W × R. Embed W × R a cobordism from W × {0, 1} to
∅ in Cr+1

d+1. Let W− = W × {1} with the induced vector fields and, in the oriented

case, orientation. Then W ⊔W− belongs to the base point component of BCr+1
d+1.

Under the isomorphism from Theorem 2.21

π1(BCrd)→ π0(BCr+1
d+1),

W ⊔W− lifts to γW⊔W− , so this must be null-homotopic.
In the remaining case where d is even and there are no vector fields, we may still

viewW as an object in C1d+1 with the positive normal vector field. As before, we seek
another manifold such that the disjoint union with W is Reinhart cobordant to the
empty manifold. By [38] it is enough to find a manifold W− which is a cobordism
inverse to W and has Euler characteristic

χ(W−) = −χ(W ). (2.7)
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LetW ′ be a copy ofW . In the oriented category, give it the opposite orientation.
Then W ′ is a cobordism inverse of W . Taking the disjoint union with a bounding
manifold does not change the cobordism class. Taking the disjoint union with a
sphere increases the Euler characteristic by 2, and taking disjoint union with a
connected sum of two tori decreases the Euler characteristic by 2. Thus, defining
W− to be the disjoint union of W ′ with a suitable bounding manifold, (2.7) is
satisfied.

Corollary 2.23. For d odd or r < d
2 , any class in π1(BCrd) can be represented by a

morphism path.

Proof. This follows from Theorem 2.17, 2.18 and 2.22.

Definition 2.24. Let M and N be two (d− 1)-dimensional manifolds with r vector
fields in TM ⊕ R and TN ⊕ R, respectively. We say that M and N are vector field
cobordant if there is a cobordism W from M to N with r vector fields in the tangent
bundle extending the ones already given on the boundary.

The above yields the following interpretation of the groups πd−1(MT (d− r)):

Corollary 2.25. For d odd or r < d
2 , vector field cobordism is an equivalence

relation, and π0(BCrd) ∼= πd−1(MT (d−r)) is the set of vector field cobordism classes.

For r < d
2 , each of these classes contains a manifold with one of the vector fields

equal to the normal vector field, corresponding to a morphism path in π1(BCr−1
d−1).

In particular, πd(MT (d)) ∼= π0(BC1d+1) is the group of Reinhart cobordism classes
of d-dimensional manifolds represented by the invariants β(M).

Proof. For the equivalence statement, symmetry follows from Theorem 2.18 and
transitivity is given by glueing cobordisms together.

If two manifolds are vector field cobordant, they obviously belong to the same
path component of BCrd. By Theorem 2.16, M and N belong to the same path
component if and only if there is a zigzag of morphisms relating them. Turning
some of the morphisms around, if necessary, and glueing them together yields a
vector field cobordism from M to N .

By Theorem 2.23, any element of π1(BCrd) is represented by a morphism path,
which corresponds to an object with the last vector field equal to the normal vector
field.

Corollary 2.26. Assume that d is odd or r < d
2 . Then βr(Md) = 0 if and only if

M is Reinhart cobordant to a manifold that allows r tangent vector fields.

Proof. Let M be given. Then βr(M) = 0 if and only if β(M) lifts to a class
α ∈ πd(MT (d − r)). But this is represented by a morphism loop in π1(BCrd) by
Corollary 2.23. This means that there is a closed d-dimensional manifold N with r
tangent vector fields representing α ∈ πd(MT (d− r)). This maps to β(N) = β(M)
in πd(MT (d)) by (2.2). By Corollary 2.25, this is the case if and only if M and N
are Reinhart cobordant
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Moreover, we may deduce the following geometric interpretation of the maps

πd−1(MT (d− r − k))→ πd−1(MT (d− r))

for d odd or r + k < d
2 .

Corollary 2.27. Under the map π0(BCr+k
d ) → π0(BCrd), a component containing

some manifold M with r vector fields in TM ⊕R is in the image if and only if there
is a cobordism with r vector fields from M to some M ′ such that the r vector fields
in TM ′ ⊕ R extend to r + k vector fields.

The image of π0(BCr+1
d ) → π0(BC1d) is the set of Reinhart cobordism classes

containing a manifold with r tangent vector fields.
The image of π0(BCr+1

d )→ π0(BCrd) is the subgroup of the vector field cobordism
group containing all manifolds with r tangent vector fields.

2.5 Equivalence of Zigzags

We saw in Theorem 2.16 that all elements of π1(BCθd) are represented by zigzags of
morphism paths. In this section we find necessary and sufficient conditions for two
such zigzags to be homotopic.

First some notation. We picture a zigzag of morphisms as

· · · →Mi
Wi←−−Mi+1

Wi+1−−−→Mi+2 ←− · · · . (2.8)

The sequence should be read from left to right. An arrow pointing in this direction
corresponds to a morphism path, while an arrow pointing in the opposite direction
represents the inverse of a morphism path. Moreover, ∂i : Mor(Cθd) → Ob(Cθd) will
denote the boundary maps given on W ∈ Cθd(M0,M1) by ∂i(W ) =Mi for i = 0, 1.

The main theorem of this section is:

Theorem 2.28. Two zigzags are homotopic relative to endpoints if and only if they
are related by a finite sequence of moves of the following two types:

(I) Any sequence of arrows from Mi to Mj in the diagram

M0

W1
W1◦W2

M1
W2

M2,

may be replaced by any other such sequence in a diagram like (2.8).

(II) A morphism path

· · ·M0
W−→M1 · · ·

may be replaced by

· · ·M0
W ′

−−→M1 · · ·
if there is a path γ : I → Mor(Cθd) from W to W ′ such that the boundary paths
∂i ◦ γ : I → Ob(Cθd) are constant for i = 0, 1.
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In particular, (I) allows us to insert and remove an identity morphism or a
morphism path followed by its inverse.

Here is an interpretation of the relation (II):

Lemma 2.29. Two morphismsW0 andW1 may be joined by a path γ : I → Mor(Cθd)
with ∂i ◦ γ constant if and only if there is a diffeomorphism between them that fixes
∂iWj pointwise for i, j = 0, 1 and preserves the equivalence class of θ-structures.

The proof uses the topology on Mor(Cθd) constructed in [15]. The reader is re-
ferred to this paper for notation and precise definitions in the proof below. An
equivalence class of θ-structures means an element of π0(Bun(TW, θ

∗Ud)) where
Bun(TW, θ∗Ud) is the space of bundle maps TW → θ∗Ud. We shall ignore θ-
structures below, but the proof immediately generalizes.

Proof. Let γ(t) = (Wt, a(t)) be a path of morphisms Wt between the fixed objects
M0 and M1. We may assume that Wt ⊆ Rn for all t ∈ I and n sufficiently large.
The continuous map a : I → R is bounded on I by some A. Let K = [0, 1]n× [0, A].

Let t0 ∈ I be given and choose a small open neighbourhood V ⊆ Γc(NWt0) of the
zero section that maps diffeomorphically onto an open neighbourhood cWt0

(V ) = V ′

of Wt0 in Ψ(Rn)cs by embedding. Here Ψ(Rn)cs is Ψ(Rn) with a certain topology.

There is a map πK : Ψ(Rn)cs → Ψ(K ⊆ Rn) that identifies manifolds that agree
inside an open set containing K. By construction of the topologies, this map is open,
see [15], Lemma 2.5. Furthermore, by definition of the toplogy of the morphism space
in [15],

γ′ : I → Mor(Cθd)→ Ψ(Rn) = lim←−
L

Ψ(Rn)L → Ψ(Rn)K → Ψ(K ⊆ Rn)

is continuous. Since πK(V ′) ⊆ Ψ(K ⊆ Rn) is open, γ
′−1(πK(V ′)) is also open.

Let t ∈ γ′−1(πK(V ′)). ThenWt∩U = s(Wt0)∩U for some open set U containing
K and some s ∈ V . Since Wt and Wt0 agree outside K, s defines a diffeomorphism
between them which is the identity outside K.

Covering I by finitely many such open sets shows that there is a diffeomorphism
between W0 and W1 fixing the boundary.

Conversely, if there is a diffeomorphism betweenW0 andW1 fixing the boundary,
then there is a smooth isotopy between the embeddings fixing the boundary. This
defines the desired path.

Lemma 2.30. Let γ : [0, 1] → Mor(Cθd) be a smooth path from W0 to W1 that is
constant near 0, 1. Let W∂iγ be the morphisms determined by ∂i ◦γ : [0, 1]→ Ob(Cθd)
for i = 0, 1. Then there are Type (I) and (II) moves relating the following zigzags:

· · · W0−−→ · W∂1γ−−−→ · · ·

· · · W∂0γ−−−→ · W1−−→ · · ·
(2.9)

Proof. First compose the morphisms in (2.9) by a Type (I) move. We must see that
W0 ◦W∂1γ and W∂0γ ◦W1 are related by a Type (II) move.
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Look at the morphisms (W∂0γ , 0 ≤ 1) and (W∂1γ , 0 ≤ 1) in the category Dθ
d.

There are paths in Mor(Dθ
d) given by (W∂0γ , 0 ≤ t) and (W∂1γ , t ≤ 1) for t ∈ (0, 1).

These lift to paths γ0 and γ1 in Mor(Cθd) under the homotopy equivalences (2.3)
satisfying

γ0(t) ∈ Cθd(M0, ∂0(γ(t)))

γ1(t) ∈ Cθd(∂1(γ(t)),M1).

Thus the composition of morphisms γ0(t) ◦ γ(t) ◦ γ1(t) ∈ Cθd(M0,M1) is a well-
defined path in the morphism space for t ∈ (0, 1). This naturally extends to all
t ∈ [0, 1], and this is the desired path from W0 ◦W∂1γ to W∂0γ ◦W1.

The next two proofs consider homotopy groups with multiple base points. If X
is a topological space and X0 is a discrete subset, π1(X,X0) denotes set of homotopy
classes of paths in X starting and ending in X0. The path composition makes this
into a groupoid where the identity elements correspond to the constant paths.

Theorem 2.31. Any two zigzags that are homotopic inside Ob(Cθd)∪(Mor(Cθd)×∆1)
are related by a sequence of Type (I) and (II) moves.

Proof. First choose a set of objects Mi for i ∈ I, one in each path component
of Ob(Cθd). Then choose a Wj , j ∈ J , in each component of Mor(Cθd) such that
∂ε(Wj) ∈ {Mi, i ∈ I} for all j ∈ J and ε = 0, 1. These will serve as the base point
sets. By construction, the source and target maps are base point preserving.

To describe π1(Ob(Cθd) ∪ (Mor(Cθd) ×∆1)), we need a generalized version of the
van Kampen theorem. This is the main theorem of [10]. For this, let

U1 =Ob(Cθd) ∪ (Mor(Cθd)× (∆1\{pt}))
U2 =Mor(Cθd)× int(∆1)

U1 ∩ U2 =Mor(Cθd)× (int(∆1)\{pt})
X0 ={(Wj , ε) | j ∈ J, ε = 0, 1}
X ′

0 ={Mi | i ∈ I}.

According to [10], π1(Ob(Cθd) ∪ (Mor(Cθd) × ∆1), X0) = π1(U1 ∪ U2, X0) is the
coequalizer in the category of groupoids of the diagram

π1(U1 ∩ U2, X0)⇉ π1(U1, X0) ⊔ π1(U2, X0)→ π1(U1 ∪ U2, X0).

We begin by describing the first three groupoids in the diagram.
The map π1(U1, X0)→ π1(U1, X

′
0) induced by (Wj , ε) 7→ ∂ε(Wj) is a vertex and

piecewise surjection in the sense of [20], and thus it is a quotient map, according
to [20], Proposition 25. The kernel is the inverse mage of the identity elements, i.e.
the set

N =
⋃

i∈I

{((Wj1 , ε1), (Wj2 , ε2)) | j1, j2 ∈ J, ε1, ε2 ∈ {0, 1}, ∂ε1Wj1 = ∂ε2Wj2}

with multiplication

((Wj1 , ε1), (Wj2 , ε2))((Wj2 , ε2), (Wj3 , ε3)) = ((Wj1 , ε1), (Wj3 , ε3)).
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If π1(U1, X0) is replaced by π1(U1, X
′
0) in the coequalizer diagram, π1(U1 ∪ U2, X0)

must be replaced by the quotient of this with the normal subgroupoid generated by
N , c.f. [20], Proposition 27. But N is also the kernel of the quotient map

π1(U1 ∪ U2, X0)→ π1(U1 ∪ U2, X
′
0),

so there is a new coequalizer diagram

π1(U1 ∩ U2, X0)⇉ π1(U1, X
′
0) ⊔ π1(U2, X0)→ π1(U1 ∪ U2, X

′
0).

We compute:

π1(U1 ∩ U2, X0) =
⊔

j∈J

π1(Mor(Cθd),Wj)× {0, 1}

π1(U1, X
′
0) =

⊔

i∈I

π1(Ob(Cθd),Mi)

π1(U2, X0) =
⊔

j∈J

π1(Mor(Cθd),Wj)×G.

Here G = {(i, j) | i, j = 0, 1} is the groupoid with multiplication (i, j)(j, k) = (i, k).
By [20] the coequalizer, viewed as a category, is given as follows. The object set

is just the set of base points X ′
0. A morphism is represented by a sequence x1 · · ·xn

where each xi is an element of either π1(U1, X
′
0) or π1(U2, X0) such that the target

of xi coincides with the source of xi+1 in X ′
0. Two such sequences are equivalent if

and only if they are related by a sequence of relations of the following three types:

(i) If e is an identity element in either π1(U1, X
′
0) or π1(U2, X0), then

· · ·xiexi+1 · · · ≃ · · ·xixi+1 · · · .

(ii) If the product xixi+1 = x makes sense in either π1(U1, X
′
0) or π1(U2, X0), then

· · ·xixi+1 · · · ≃ · · ·x · · · .

(iii) Let i1 : π1(U1 ∩ U2, X0) → π1(U1, X
′
0) and i2 : π1(U1 ∩ U2, X0) → π1(U2, X0)

denote the inclusions. Then for x ∈ π1(U1 ∩ U2, X0),

· · · i1(x) · · · ≃ · · · i2(x) · · · .

The next step is to canonically identify such a sequence x1 · · ·xn with a zigzag
representing the same homotopy class. To each xi we associate a part of a zigzag
in the following way. If xi ∈ π1(Ob(Cθd),Ml), let α : I → Ob(Cθd) be a smooth
representative. This corresponds to a morphism Wα. Otherwise xi has the form
([γ], (k, l)) for some [γ] ∈ π1(Mor(Cθd),Wj) and k, l ∈ {0, 1}. We choose the following
assignments:

[α] · Wα−−→ ·

([γ], (0, 0)) · W∂0γ−−−→ ·

([γ], (1, 1)) · W∂1γ−−−→ ·

([γ], (0, 1)) · W∂0γ−−−→ · Wj−−→ ·

([γ], (1, 0)) · Wj←−− · W∂0γ−−−→ ·
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Note that the manifolds Wα depend on the choice of representative α. A different
choice of representative yields a morphism that differs fromWα by a Type (II) move.
Hence the assignment is canonical up to Type (II) moves.

To each sequence x1 · · ·xn this associates a zigzag. We need to see that the
relations (i)-(iii) on sequences correspond to performing Type (I) and (II) moves on
the associated zigzags. This is a straightforward check, and we will only show some
of the relations.

(i) If e is the identity element in π1(Ob(Cθd),Mi), it is assigned the morphism path
of We =Mi × R. Hence this relation just removes a

· Mi×R−−−−→ ·

from the zigzag. This can be done by Type (I) and (II) moves.

(ii) If xi, xi+1 ∈ π1(Ob(Cθd),Mi) are represented by smooth loops αi and αi+1, the
relation becomes

· Wαi−−−→ ·
Wαi+1−−−−→ · ≃ ·

Wαi·αi+1−−−−−−→ ·.
But this last morphism is equal to Wαi

◦Wαi+1 , so the zigzags differ only by
a Type (I) move.

If xi, xi+1 ∈ π1(Mor(Cθd),Wj)×G, there are various special cases to check. We
shall check only two of them here.

Assume xi = ([γi], (0, 0)) and xi+1 = ([γi+1], (0, 0)). Then their product is
given by xixi+1 = ([γi · γi+1], (0, 0)). On the zigzag, this means that

·
W∂0γi−−−−→ ·

W∂0γi+1−−−−−→ · ≃ ·
W∂0(γi·γi+1)−−−−−−−−→ ·.

But since (∂0◦γi)·(∂0◦γi+1) = ∂0(γi · γi+1), the claim follows as in the previous
case.

The case xi = ([γi], (1, 0)) and xi+1 = ([γi+1], (0, 1)) is one of the more com-
plicated. Now xixi+1 defines the following part of a zigzag

· Wj←−− ·
W∂0γi−−−−→ ·

W∂0γi+1−−−−−→ · Wj−−→ ·.

By a Type (I) move, this is equivalent to

·
W∂1γi−−−−→ ·

W∂1γi←−−−− · Wj←−− ·
W∂0γi−−−−→ ·

W∂0γi+1−−−−−→ · Wj−−→ ·.

By Lemma 2.30, this is again equivalent to

·
W∂1γi−−−−→ · Wj←−− ·

W∂0γi←−−−− ·
W∂0γi−−−−→ · Wj−−→ ·

W∂1γi+1−−−−−→ ·.

Removing the middle part by Type (I) moves yields

·
W∂1(γi·γi+1)−−−−−−−−→ ·.

This corresponds to the product xixi+1 = ([γi · γi+1], (1, 1)).
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(iii) This is obvious from the definitions.

We are now ready to prove the theorem. Let a zigzag be given. For each
morphism

· · · W−→ · · · (2.10)

we do as follows. First choose a smooth path γ from W to the base point Wj in the
W component of Mor(Cθd). Then (2.10) is equivalent to

· · · W∂0γ←−−− · Wj−−→ · W∂1γ−−−→ · · ·

by Lemma 2.30. Finally, W∂0γ ◦W∂0γ
is related to We by a Type (I) move. Thus

(2.10) is also equivalent to

· · ·
W

∂0γ−−−→ · Wj−−→ · W∂1γ−−−→ · · · .

But this zigzag is associated to a sequence x1 · · ·xn. Given another zigzag homotopic
to this one, it is also equivalent to a zigzag coming from a sequence x′1 · · ·x′n′ . We
know that these sequences are related by the operations (i)-(iii), and this corresponds
to doing Type (I) and (II) moves on the zigzags.

Proof of Theorem 2.28. The relation (I) certainly holds, since there is a 2-simplex
in the classifying space having γW1 , γW2 and γW1◦W2 as its sides. The relation (II)
holds because the path γ determines a homotopy between the two zigzags.

To see that these are the only relations, we apply the generalized van Kampen
theorem once again. Note that the inclusion

π1(Ob(Cθd) ∪ (Mor(Cθd)×∆1) ∪ (N2(Cθd)×∆2))→ π1(BCθd)

is an isomorphism. This time, let

U1 =Ob(Cθd) ∪ (Mor(Cθd)×∆1) ∪ (N2(Cθd)×∆2\{pt})
U2 =(Mor(Cθd)×∆1) ∪ (N2(Cθd)×∆2)

U1 ∩ U2 =(Mor(Cθd)×∆1) ∪ (N2(Cθd)×∆2\{pt}).

As base point set X0, choose one representative xl = (W l
1,W

l
2) for each element in

π0(N2(Cθd)) such that ∂0(W
l
1) ∈ X ′

0 where X ′
0 is as in the proof of Theorem 2.31.

Then

π1(U1, X0) =π1(Ob(Cθd) ∪ (Mor(Cθd)×∆1), X0)

π1(U2, X0) =
⊔

l∈L

π1(N2(Cθd), xl)

π1(U1 ∩ U2, X0) =
⊔

l∈L

π1(N2(Cθd), xl)× Z.

There is a map X0 → X ′
0 given by (W l

1,W
l
2) 7→ ∂0(W

l
1). Again, this allows us to

replace π1(U1, X0) by π1(U1, X
′
0) and π1(U1 ∪ U2, X0) by π1(U1 ∪ U2, X

′
0).
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Let K =
⋃

l∈L{xl}×Z be the kernel of i2 : π1(U1 ∩U2, X0)→ π1(U2, X0). Since
i2 is vetex surjective and piecewise surjective in the sense of [20], Chapter 12, it is
a quotient map. Thus i2 : π1(U1 ∩ U2, X0)/K → π1(U2, X0) is an isomorphism.

Now we want to apply Proposition 27 of [20] to compute the coequalizer of the
diagram. Let N1(K) denote the normal subgroupoid of π1(U1, X

′
0) generated by

the image of K, and let N2(K) =
⋃

l∈L{xl} be the trivial normal subgroupoid of
π1(U2, X0). Then there is a diagram

K ⇉ N1(K) ⊔N2(K).

The coequalizer is the trivial normal subgroupoid, so by the proposition, there is a
new coequalizer diagram

π1(U1 ∩ U2, X0)/K ⇉ π1(U1, X
′
0)/N1(K) ⊔ π1(U2, X0)→ π1(U1 ∪ U2, X

′
0).

But since i2 : π1(U1 ∩ U2, X0)/K → π1(U2, X0) is an isomorphism, the coequalizer
simply becomes π1(U1, X

′
0)/N1(K). This means that π1(U1 ∪ U2, X

′
0) is π1(U1, X

′
0),

which we computed in Theorem 2.31, with the only new relations being the Type (I)
relations determined by the xl ∈ N2(Cθd).

2.6 The Chimera Relations

In this section we give another description of π1(BCθd) in terms of generators and
relations.

Let F denote the free abelian group generated by diffeomorphism classes of d-
dimensional manifolds with an equivalence class of θ-structures. Let [W ] denote the
class of W . Since BCθd is a loop space by [14], its fundamental group is abelian.
Hence the homomorphism

F → π1(BCθd) (2.11)

taking [W ] to the homotopy class of γW is well-defined by Lemma 2.29.
Let W1,W2 ∈ Cθd(∅,M) and W3,W4 ∈ Cθd(M, ∅). The following loops are clearly

homotopic in BCθd :

γW1◦W3 ≃γW1 · γW3

≃γW1 · γW4 · γ̄W4 · γ̄W2 · γW2 · γW3

≃γW1◦W4 · γ̄W2◦W4 · γW2◦W3 .

This implies:

Proposition 2.32. For W1,W2 ∈ Cθd(∅,M) and W3,W4 ∈ Cθd(M, ∅), the identity

[W1 ◦W3] + [W2 ◦W4] = [W1 ◦W4] + [W2 ◦W3] (2.12)

holds in π1(BCθd).
We will refer to (2.12) as the chimera relations. Let C be the subgroup of F

generated by the chimera relations. Then (2.11) induces a homomorphism

F/C → π1(BCθd). (2.13)

We can now state the main theorem of this section.
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Theorem 2.33. Assume (ii) of Theorem 2.17. Then (2.13) is an isomorphism.

Assuming (ii) in Theorem 2.17, (2.13) is surjective. Indeed, the alternating zigzag

· W0−−→ · W1←−− · · · Wn−−→ ·

is homotopic to the image of

[W0 ◦W 1 ◦ · · · ◦Wn]+
n∑

i=1
i even

[Wn ◦Wn−1 ◦ · · · ◦Wi ◦W i ◦ · · · ◦Wn]

−
n∑

i=1
i odd

[Wn ◦Wn−1 ◦ · · · ◦W i ◦Wi ◦ · · · ◦Wn],

(2.14)

see the proof of Theorem 2.17. Similarly, if the zigzag starts with a morphism path
in the opposite direction, just switch all signs in the sum. If n is odd, the bars
over the Wn’s should be switched. If the zigzag is not alternating, insert identity
morphisms to make it alternating and apply the formula.

We want to see that the formula (2.14) defines an inverse of (2.13). We break
the proof up in lemmas.

Lemma 2.34. The formula (2.14) obtained from an alternating zigzag only depends
on the choice of opposite morphisms W i up to chimera relations.

Proof. Let an alternating zigzag

· W0−−→ · W1←−− · · · Wk←−− · · · Wn←−− ·

be given. We choose opposites W i of Wi for all i. Assume W
′
k is a different choice

of opposite to Wk. Define

L0 =W0 ◦W 1 ◦ · · · ◦W k ◦ · · · ◦Wn

N0 =W0 ◦W 1 ◦ · · · ◦W ′
k ◦ · · · ◦Wn,

and for 1 ≤ i ≤ n and i odd,

Li =Wn ◦Wn−1 ◦ · · · ◦Wk ◦ · · · ◦Wi ◦W i ◦ · · · ◦W k ◦ · · · ◦Wn

Ni =Wn ◦Wn−1 ◦ · · · ◦Wk ◦ · · · ◦Wi ◦W i ◦ · · · ◦W ′
k ◦ · · · ◦Wn.

For i even, Li and Ni are defined by the same formulas except the bars over the
middle Wi’s should be switched.

Using W k as opposite, we see that (2.14) is given by

n∑

i=0

(−1)i[Li], (2.15)

while using W
′
k, it is

n∑

i=0

(−1)i[Ni]. (2.16)
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Note that Ni = Li for i > k. For i ≤ k, we cut all the Li’s and Ni’s between

Wk−1 and, respectively, W k and W
′
k. Denote the parts by L

(j)
i and N

(j)
i for j = 1, 2

such that the j = 2 parts contain W k or W
′
k. Then for i, l ≤ k,

L
(2)
i = L

(2)
l

N
(2)
i = N

(2)
l

L
(1)
i = N

(1)
i .

Thus there is a chimera relation

[Li]− [Li+1] =[L
(1)
i ◦ L

(2)
i ]− [L

(1)
i+1 ◦ L

(2)
i+1]

∼[L(1)
i ◦N

(2)
i ]− [L

(1)
i+1 ◦N

(2)
i+1]

=[Ni]− [Ni+1].

Since k is odd, the two sums (2.15) and (2.16) differ by k+1
2 applications of this

relation. This takes care of the case where k is odd, n is odd, and the first path is
travelled in the positive direction.

Changing the direction of all arrows in the zigzag only changes the signs in (2.15)
and (2.16). If n is increased by one, an extra Ln+1 = Nn+1 is added. This does not
change the argument. Finally, if k is even, then L0 = N0 and the remaining Li and
Ni are as before. There is now an even number of 1 ≤ i ≤ k, so the Li and Ni still
pair up.

Lemma 2.35. If two zigzags differ only by the relation (I), the corresponding sums
(2.14) are related by chimera relations.

Proof. Let a zigzag be given. After inserting identity morphisms if necessary, we
assume that it is alternating of the form

· W0−−→ · W1←−− · · · Wn−−→ ·. (2.17)

We choose opposites of all Wi and define

L0 =W0 ◦W 1 ◦ · · · ◦W k ◦ · · · ◦Wn

Li =Wn ◦Wn−1 ◦ · · · ◦Wk ◦ · · · ◦Wi ◦W i ◦ · · · ◦W k ◦ · · · ◦Wn.

Then the zigzag (2.17) corresponds to the class

n∑

i=0

(−1)i[Li]. (2.18)

We first consider a special case of how apply the relation (I). Let k be odd and
Wk ◦U =Wk+1 for some U . After inserting identity morphisms, the original zigzag
is equivalent to

· W0−−→ · W1←−− · · · Wk−1−−−→ ·
1∂1(Wk−1)←−−−−−− · U−→ · Wk+2←−−− · · · Wn−−→ ·.
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(If Wk−1 is an inserted identity morphism, we should really remove two identity
morphisms, but this does not change (2.14).) Let

N0 =W0 ◦W 1 ◦ · · · ◦Wk−1 ◦ U ◦W k+2 ◦ · · · ◦Wn

Ni =Wn ◦Wn−1 ◦ · · · ◦Wk+2 ◦ U ◦W k−1 ◦Wk−2◦
· · · ◦Wi ◦W i ◦ · · · ◦Wk−1 ◦ U ◦W k+2 ◦ · · · ◦Wn

for 0 < i ≤ k − 1 and

Nk = Nk+1 =Wn ◦ W̄n−1 ◦ · · · ◦Wk+2 ◦ Ū ◦ U ◦ W̄k+2 ◦ · · · ◦ W̄n.

For k + 2 ≤ i ≤ n, let Ni = Li. Then the new zigzag corresponds to

n∑

i=0

(−1)i[Ni]. (2.19)

We may choose U = W k+1 ◦Wk. For 0 ≤ i ≤ k − 1, we cut all Li between Wk−1

and W k and all Ni between Wk−1 and U . Then there are chimera relations

[Li] + [Ni+1] ∼ [Li+1] + [Ni]

for all 0 ≤ i ≤ k − 2. There is an even number of i ≤ k − 2. Moreover,

[Nk−1] + [Lk] ∼ [Lk−1] + [Lk+1]

by another chimera relation. Finally, Nk = Nk+1 and Ni = Li for i ≥ k + 2. Hence
the two sums (2.18) and (2.19) are equivalent under the chimera relations.

If we consider the caseWk =Wk+1◦U instead, [L0] = [N0] and there is a chimera
relation

[Lk] + [Nk+1] ∼ [Lk+1] + [Nk].

From these cases, the statement is easily deduced for n odd, k even, and the case
where all arrows are switched.

We could also apply (I) to replace

· Wk−−→ ·
1∂1(Wk)←−−−−− · Wk+1−−−→ ·

by

· Wk◦Wk+1−−−−−−→ ·.

This only removes two identical terms with opposite signs from the sum (2.14).

All other applications of (I) may be given as a sequence of the moves considered
above.

Lemma 2.36. A Type (II) move does not change the sum (2.14).



2.6. The Chimera Relations 45

Proof. Let a zigzag

· W0−−→ · · · Wk−−→ · · · Wn−−→ ·
be given.

If Wk is replaced by some W ′
k by a Type (II) move, we may choose W

′
k equal to

W k. The manifolds in the sum (2.14) coming from the first zigzag are of the forms

W0 ◦W 1 ◦ · · · ◦Wk ◦ · · · ◦Wn

Wn ◦Wn−1 ◦ · · · ◦Wk ◦ · · ·Wi ◦W i ◦ · · · ◦W k ◦ · · · ◦Wn−1 ◦Wn.

By Lemma 2.29, replacing Wk by W ′
k does not change the diffeomorphism classes,

so (2.14) is unchanged.

Proof of Theorem 2.33. We need to see that the surjection

F/C → π1(BCθd)

is injective. Consider the composition

Z
π−→ F/C → π1(BCθd)

where Z is the set of all zigzags and π is defined by the formula (2.14). This is
well-defined by Lemma 2.34. By Lemma 2.35 and 2.36, π induces a well-defined
map π̄ on the equivalence classes Z̄ for the equivalence relation on Z generated by
the relations (I) and (II). But by Theorem 2.28, the composition

Z̄
π̄−→ F/C → π1(BCθd)

is bijective. Thus it is enough to see that π is surjective.
Let x ∈ F/C. The chimera relations imply that [W1] + [W2] = [W1 ⊔W2]. Thus

we can represent x by an element [W ] − [W ′] ∈ F . This is π(γW · γ̄W ′), since we

may choose W
′
= ∅.





Chapter 3

Low-Dimensional Calculations

of Homotopy Groups

Recall that we are interested in the homomorphisms

θr : πq−1(Vd,r)→ πq(MT (d, r))

for q ≤ d. In particular, we would like to find some conditions under which this
map is injective. The groups πq−1(Vd,r) have been calculated in [36] for r ≤ 6. The
purpose of this chapter is to compute the homotopy groups πq(MT (d, r)) and use
this to show injectivity of θr for certain values of q, d, and r.

The computations are carried out by means of the Adams spectral sequence.
Therefore we recall this and the basic properties we need in Section 3.1. The input
for the spectral sequence is the cohomology of MT (d, r), so we determine this in
Section 3.3. To do so, we first need some notation and facts about the cohomology
structure of Grassmannians given in Section 3.2. In Section 3.4, we prove a perio-
dicity property for the spectra MT (d, r) that will come in handy. It also plays an
important role in the last two chapters of the thesis. The actual computations are
performed for the oriented spectrum in Section 3.5, in the spin case in Section 3.6
and 3.7, and in the unoriented case in Section 3.8 .

From the computations of πq(MT (d, r)) and the long exact sequence

· · · → πq(MT (d− r))→ πq(MT (d))→ πq(MT (d, r))→ · · · ,

the groups πq(MT (d− r)) may be determined. This also yields an identification of
the invariant β4(M). This is worked out in Section 3.9. Together, the results of this
chapter prove the claim of Theorem 1.3.

3.1 The Adams Spectral Sequence

If X is a spectrum of finite type, H∗(X;Z/p) ∼= lim←−n
H̃∗+n(Xn;Z/p) is a module over

the mod p Steenrod algebra Ap in the obvious way. If one knows the cohomology
structure of X, there is spectral sequence converging to the p-primary part of the
homotopy groups of X, i.e. π∗(X) divided out by torsion elements of order prime to
p. This is known as the Adams spectral sequence:

47
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Theorem 3.1. For a connective spectrum of finite type, there is a natural spectral
sequence {Es,t

k , dk} with differentials dk : Es,t
k → Es+r,t+r−1

k such that:

(i) Es,t
2 = Exts,tAp

(H∗(X;Z/p),Z/p).

(ii) There is a filtration

· · · ⊆ F s+1,t+1 ⊆ F s,t ⊆ · · · ⊆ F 0,t−s = πt−s(X)

such that Es,t
∞ = F s,t/F s+1,t+1.

(iii)
⋂

k F
s+k,t+k is the subgroup of πt−s(X) consisting of elements of finite order

prime to p.

See e.g. [19] for the construction.
Exts,tAp

(H∗(X;Z/p),Z/p) is defined as follows. Take a resolution of H∗(X;Z/p),
i.e. an exact sequence

0← H∗(X;Z/p)← F0 ← F1 ← F2 ← · · ·

where each Fs is a free Ap-module. Then apply the functor Homt
Ap

(−,Z/p), i.e.
homomorphisms to the Ap-module Z/p that lower degree by t. The homology of
this dual complex at Fs is Exts,tAp

(H∗(X;Z/p),Z/p).
Naturality means that a map f : X → Y induces a filtration preserving map

f∗ : H∗(Y ;Z/p) → H∗(X;Z/p). The extension to a map of resolutions defines a
map of spectral sequences.

There is a pairing

Exts,tAp
(Z/p,Z/p)⊗ Exts

′,t′

Ap
(H∗(X;Z/p),Z/p)→ Exts+s′,t+t′

Ap
(H∗(X;Z/p),Z/p)

defined algebraically using resolutions. This induces a product

Ēs,t
k ⊗ E

s′,t′

k → Es+s′,t+t′

k

where Ē denotes the spectral sequence for the sphere spectrum. The product con-
verges to the composition product

πs∗(S
0)⊗ π∗(X)→ π∗(X).

That is, the composition product respects the filtrations given by the spectral se-
quences, and the induced product on E∞ agrees with the one coming from the
product on the spectral sequences. The differentials behave nicely on products:

dk(xy) = xdk(y) + (−1)t−sdk(x)y.

See [32] for a more detailed explanation of this product.
We are mainly interested in the elements h0 ∈ Ext1,1Ap

(Z/p,Z/p) corresponding

to a degree p map and h1 ∈ Ext1,2Ap
(Z/2,Z/2) corresponding to the Hopf map. If

x ∈ Es,t
2 represents some map in πt−s(X), h0x represents p times this map if it

survives to E∞. Similarly, h1x corresponds to the map composed with the Hopf
map. Thus the product yields some information about extensions.
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3.2 Cohomology of Grassmannians

In this section we shall recall the cohomology structure of the Grassmann manifolds.
It also serves as an introdution of notation. A good reference for this is [35].

For a d-dimensional vector bundle p : E → X, there is a Thom isomorphism
φ : H∗(X;Z/2)→ H̃∗+d(Th(E);Z/2) with Thom class u ∈ Hd(Th(E);Z/2).

Definition 3.2. Let wi(E) ∈ H i(X;Z/2) be the class φ−1(Sqi(u)). This is called
the ith Stiefel–Whitney class of E.

Proposition 3.3. The Stiefel–Whitney classes have the following properties:

(i) wi(E) = 0 for i > d.

(ii) If f : Y → X is a map and E → X is a vector bundle, then

f∗(wi(E)) = wi(f
∗E).

(iii) For a sum E ⊕ F of vector bundles,

wi(E ⊕ F ) =
∑

j

wj(E)wi−j(F ).

(iv) For the trivial vector bundle X × Rd, wi(X × Rd) = 0 for all i ≥ 1.

If a vector bundle E splits as a sum E ∼= E′ ⊕ Rr for some (d − r)-dimensional
bundle E′, Proposition 3.3 (iii) and (iv) imply that wi(E) = wi(E

′) for all i. In
particular, wd−r+1(E), . . . , wd(E) must vanish. However, this is not a sufficient
condition for the existence of r independent sections. For instance, the tangent
bundle of S2 satisfies TS2 ⊕ R ∼= S2 × R3. Thus wi(TS

2) = 0 for all i ≥ 1, even
though TS2 has no vector field without zeros.

Let wi denote the ith Stiefel–Whitney class for the universal bundle Ud → BO(d),
and let R[x1, . . . , xk] denote the polynomial algebra over R on generators xi in
degree i.

Theorem 3.4.

H∗(BO(d);Z/2) ∼= Z/2[w1, . . . , wd]

H∗(BSO(d);Z/2) ∼= Z/2[w2, . . . , wd].

The restriction H∗(B(d);Z/2)→ H∗(G(d, n);Z/2) is surjective in both the oriented
and unoriented case with kernel the ideal generated by

w̄n+1, w̄n+2, . . .

The classes w̄i are characterized by w̄0 = 1 and

∑

j

wjw̄i−j = 1.
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By Proposition 3.3 (iii), the direct sum map BO ×BO → BO induces a comul-
tiplication ∆∗ : H∗(BO;Z/2)→ H∗(BO;Z/2)⊗H∗(BO;Z/2) given by

∆∗(wi) =
∑

j

wj ⊗ wi−j . (3.1)

If E → X is oriented, there is a Thom isomorphism with coefficients in any ring
R.

Definition 3.5. Let E → X be an oriented vector bundle of dimension d. The Euler
class e(E) ∈ Hd(X;R) is the pullback s∗(u) of the Thom class u ∈ Hd(Th(E);R)
by the inclusion s : X → Th(E) of the zero section.

The Euler class vanishes if E allows a nowhere vanishing section.

Theorem 3.6. Let F denote one of the fields Q and Z/p for p an odd prime. Then

H∗(BO(d);F ) ∼= F [p1, . . . , p[ d
2
]].

Here pi ∈ H4i(BO(d);F ) are the Pontryagin classes for the universal bundle. For
x ∈ R, [x] denotes the integer part of x.

When d is odd, BSO(d)→ BO(d) induces an isomorphism on cohomology with
coefficients in F . For d even,

H∗(BSO(d);F ) ∼= F [p1, ..., p d
2
, ed]/〈e2d − p d

2
〉

where the pi’s are the Pontryagin classes for the oriented universal bundle and ed is
the Euler class in Hd(BSO(d);F ) for the oriented universal bundle with coefficients
in F . It satisfies the relation e2d = p d

2
.

3.3 Cohomology of the Spectrum

We are now ready to describe the cohomology groups of the spectraMT (d, r). Unless
otherwise specified, everything works for both the oriented and unoriented spectrum.

We first consider cohomology groups with Z/2 coefficients understood. The
cohomology group Hk(MT (d)) is given by lim←−n

H̃k+n(Th(U⊥
d,n)). The bundle U⊥

d,n

has a Thom class ūn ∈ Hn(Th(U⊥
d,n)). The ūn’s define a stable Thom class ū in

H0(MT (d)), and there is a Thom isomorphism given by cup product with ū

φ : H∗(B(d))→ H∗(MT (d)).

That is, H∗(MT (d)) is the free module over H∗(B(d)) generated by ū.

Theorem 3.7. The map

H∗(MT (d, r))→ H∗(MT (d))

is injective with image the H∗(B(d))-submodule generated by φ(wd−r+1), . . . , φ(wd).



3.3. Cohomology of the Spectrum 51

Proof. There is a long exact sequence

· · · → H∗(BO(d), BO(d− r))→ H∗(BO(d))→ H∗(BO(d− r))→ · · · .

By Theorem 3.4 and naturality of the Stiefel–Whitney classes, the map

H∗(BO(d))→ H∗(BO(d− r))

is the surjection
Z/2[w1, . . . , wd]→ Z/2[w1, . . . , wd−r].

Thus H∗(BO(d), BO(d − r)) is the exactly the kernel, i.e. the ideal generated by
wd−r+1, . . . , wd.

For any n, the Thom isomorphism yields a commutative diagram

Hk(Th(U⊥
d,n),Th(U

⊥
d−r,n)) H̃k(Th(U⊥

d,n)) H̃k(Th(U⊥
d−r,n))

Hk(G(d, n), G(d− r, n))

∼=

Hk(G(d, n))

∼=

Hk(G(d− r, n))

∼=

.

Letting n tend to infinity, the claim follows. The oriented case is similar.

The multiplication

H∗(B(d))⊗H∗(MT (d))→ H∗(MT (d))

is also induced by the diagonal MT (d) → B(d)+ ∧MT (d). This takes MT (d − r)
to B(d)+ ∧MT (d − r). Hence there is a diagonal MT (d, r) → B(d)+ ∧MT (d, r)
inducing the H∗(B(d))-module structure on H∗(MT (d, r)). The diagram

MT (d, r) B(d)+ ∧MT (d, r)

Σ∞ΣVd,r

fθ

S0 ∧ Σ∞ΣVd,r

i∧fθ

shows that f∗θ : H∗(MT (d, r)) → H∗(Σ∞ΣVd,r) is a homomorphism of H∗(B(d))-
modules when H∗(Σ∞ΣVd,r) is given the trivial module structure.

Theorem 3.8. Assume k < 2(d− r). Then

H̃k(Vd,r) =





Z/2 if d− r ≤ k ≤ d− 1,

0 if k < d− r,
0 if d ≤ k.

The map

H∗(MT (d, r))
f∗

θ−→ H∗(Σ∞ΣVd,r)

is the H∗(B(d))-module homomorphism that takes φ(wk) ∈ Hk(MT (d, r)) to the
generator in Hk(ΣVd,r).
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Proof. There is a 2(d − r)-connected map RP d−1/RP d−r−1 → Vd,r, see [23]. The
first claim follows from this.

Thus we just need to determine f∗θ (φ(wk)). For r = 1, fθ is the inclusion

Σ∞+dS0 → Σ∞+dB(d)+.

This clearly induces an isomorphism on Hd, and the claim follows. For general r,
the claim follows from the diagram

H∗(MT (d, 1))

f∗

θ

H∗(MT (d, r))

f∗

θ

H∗(MT (d− 1, r − 1))

f∗

θ

H∗(ΣVd,1) H∗(ΣVd,r) H∗(ΣVd−1,r−1)

by induction.

Let Cθ denote the cofiber of the inclusion of spectra

fθ : Σ
∞+1Vd,r −→MT (d, r). (3.2)

Corollary 3.9. The cofibration (3.2) induces an injective map

Hk(Cθ)→ Hk(MT (d, r))

in dimensions k ≤ 2(d− r) + 1 with image the H∗(B(d))-submodule

H>0(B(d)) ·H∗(MT (d, r))

in dimensions k ≤ 2(d− r).

Proof. This follows from the long exact sequence in cohomology for the cofibra-
tion (3.2) and Theorem 3.8.

For the remainder of this section, let F be either Q or Z/p for p an odd prime.
For MTSO(d), there is again a Thom isomorphism on cohomology with coefficients
in F . This allows us to compute the cohomology groups with coefficients in F

Theorem 3.10. In dimensions ∗ ≤ 2(d− r)+1, H∗(MTSO(d, r);F ) is isomorphic
to the free H∗(BSO(d);F )-module on generators

φ(δ(ed−r)) ∈ Hd−r+1(MTSO(d, r);F )

φ(e′d) ∈ Hd(MTSO(d, r);F ).

Here δ is the coboundary map and φ is the Thom isomorphism. Moreover, ed−r

is the Euler class in Hd−r(BSO(d − r);F ) and e′d maps to the Euler class in
Hd(BSO(d);F ). These are zero exactly when d− r and d, respectively, are odd.
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Proof. In the following, all cohomology groups have coefficients in F .
Look at the exact sequence

· · · → H∗(BSO(d), BSO(d− r))→ H∗(BSO(d))→ H∗(BSO(d− r))→ · · · .

The Pontryagin classes pi ∈ H4i(BSO(d)) map to the corresponding classes in
H4i(BSO(d − r)). The Euler class ed ∈ Hd(BSO(d)) maps to the Euler class
for the bundle Ud−r ⊕ Rr, which is zero. Thus there must be a non-zero class in
Hd(BSO(d), BSO(d − r)) that maps to ed, and similarly there must be something
hit all of H∗(BSO(d)) · ed.

On the other hand, the Euler class ed−r ∈ Hd−r(BSO(d − r)) is not hit by
anything, so δ(ed−r) is non-zero, and similarly δ(H∗(BSO(d − r)) · ed−r) must be
non-zero. But this is equal to H∗(BSO(d)) · δ(ed−r) in the relevant dimensions
by [8], Chapter VI, Theorem. 4.5. This combined with a Thom isomorphism yields
the result.

Theorem 3.11. Assume that k < 2(d− r) and F is as in Theorem 3.10.

H̃k(Vd,r;F ) =





F if k = d− r and d− r is even,

F if k = d− 1 and d is even,

0 otherwise.

The map f∗θ : H∗(MTSO(d, r);F ) → H∗(ΣVd,r;F ) is a H∗(BSO(d);F )-module
homomorphism that maps δ(ed−r) to a generator of Hd−r+1(ΣVd,r;F ) and e′d to a
generator of Hd(ΣVd,r;F ).

Proof. The proof goes more or less as in the Z/2 case.

3.4 A Periodicity Map

Let ar be the number given by the table

r 1 2 3 4 5 6 7 8

ar 1 2 4 4 8 8 8 8
(3.3)

for r ≤ 8, and in general by ar+8 = 16ar. The number ar+1 is the least integer such
that Rar+1 is a module over the Clifford algebra Clr. See [25] for details.

Theorem 1.4 can be stated as follows:

Theorem 3.12. Sd−1 has r independent vector fields if and only if d is divisible by
ar+1.

The vector fields may be constructed in the following way. Assume that ar+1 | d.
Then the Clifford algebra Clr has a d-dimensional representation V . There is a
monomorphism Rr+1 → Clr such that, for the standard orthonormal basis e0, . . . , er
for Rr+1, e0 is mapped to the identity element and span{e1, . . . , er} is mapped to
the copy of Rr in the degree one part of Clr. The Clifford multiplication restricts
to a bilinear multiplication Rr+1× V → V , and one can choose an inner product on
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V such that for all x ∈ V , the inner product 〈eix, ejx〉 is zero for i 6= j and 〈x, x〉
for i = j. In particular for x ∈ Sd−1, this means that e0x, . . . , erx are orthonormal.
Since e0x = x, r orthonormal vector fields on Sd−1 are given by e1x, . . . , erx.

Let Rd+k = Rd ⊕ Rk and assume ar | k. Then by the above, there exists an
orthogonal bilinear multiplication Rr × Rk → Rk. This defines a map

f0 : (Wd,r, Vd,r)× (Dk, Sk−1)→ (Wd+k,r, Vd+k,r) (3.4)

by
(v0, . . . , vr−1, x) 7→ (

√
1− |x|2v0 + e0x, . . . ,

√
1− |x|2vr−1 + er−1x).

Lemma 3.13. The map f0 : Σ
kΣVd,r → ΣVd+k,r from (3.4) is a (2(d− r) + k+ 1)-

equivalence.

Proof. The proof will proceed by induction on r. For r = 1, the map

(Dd, Sd−1)× (Dk, Sk−1)→ (Dd+k, Sd+k−1)

is given by
(x, y) 7→ (

√
1− |x|2y + x),

which is a homeomorphism Sd ∧ Sk → Sd+k.
More generally, look at the map g : Sd−r → Vd,r mapping v0 ∈ Sd−r to the

frame (v0, u1, . . . , ur−1) where u1, . . . , ur−1 are the first r− 1 standard basis vectors
in Rd and v0 ∈ Rd−r+1 is included in Rd = Rr−1 ⊕ Rd−r+1. The following diagram
commutes up to homotopy

ΣkΣSd−r ΣkΣg

f0

ΣkΣVd,r

f0

ΣSd+k−r Σg
ΣVd+k,r.

A homotopy is given by applying to the (i+ 1)th vector the homotopy

F (x, v0, t) =
√
(1− t2)|x|2 + (1− |x|2)|v0|ui + teix. (3.5)

Both g’s in the diagram induce isomorphisms on cohomology with Z/2 coefficients
in dimension d− r+ k+1. Furthermore, the right hand f0 induces an isomorphism
in this dimension, so the left hand f0 must also be an isomorphism in dimension
d− r+ k+1. Similarly, one can see that f0 induces an isomorphism on cohomology
with Q and Z/p coefficients in this dimension.

Finally consider the map h : Vd,r → Vd,r−1 that forgets the last vector. This is
an isomorphism on cohomology in dimension d − r + 1, . . . , 2(d − r). This follows
e.g. from the Serre spectral sequence for the fibration Sd−r → Vd,r → Vd,r−1. The
diagram

Σk+1Vd,r
h

f0

Σk+1Vd,r−1

f0

ΣVd+k,r
h

ΣVd+k,r−1
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commutes. Thus the left vertical map induces an isomorphism on cohomology in
dimensions d+ k − r + 2, . . . , 2(d− r) + k + 1, since the other three maps do so by
induction. Similarly with Q and Z/p coefficients.

By the universal coefficient theorem for homology, f0 also induces an isomor-
phism on homology with integer coefficients, see e.g. [18], Corollary A3.6. So by the
Whitehead theorem, the map is a (2(d− r) + k + 1)-equivalence.

Since f0 is independent of the coordinates in Rd, it extends to a map

f : (Wr(Ud,n), Vr(Ud,n))× (Dk, Sk−1)→ (Wr(Ud+k,n), Vr(Ud+k,n))

given by

f(V, v1, . . . , vr, x) = (V ⊕ Rk,
√
1− |x|2v0 + e0x, . . . ,

√
1− |x|2vr−1 + er−1x).

This defines a map f :MTO(d, r)∧Sk →MTO(d+k, r). ForMTSO andMTSpin,
the map can be constructed similarly.

Theorem 3.14. For MTO and MTSO, the map f induces an isomorphism of
H∗(B(d+ k);Z/2)-modules

H∗+k(MT (d+ k, r);Z/2)→ H∗(MT (d, r);Z/2)

in dimensions ∗ ≤ 2(d− r+1). It takes the generators φ(wd+k−r+1), . . . , φ(wd+k) to
φ(wdr+1), . . . , φ(wd). In the MTSO(d, r) case, f is a (2(d− r+1)+ k)-equivalence.

In the following, φ(wi) ∈ H i(MT (d, r);Z/2) will just be denoted by wi for sim-
plicity.

Proof. Consider the diagram

Σ∞+k+1Vd,r
fθ

f0

ΣkMT (d, r)

f

ΣkMT (d, r) ∧B(d)

f∧i

Σ∞+1Vd+k,r
fθ

MT (d+ k, r) MT (d+ k, r) ∧B(d+ k).

(3.6)

By Theorem 3.7, H∗(MT (d+k, r);Z/2) is isomorphic to the free H∗(B(d+k);Z/2)-
module on generators wd+k−r+1, . . . , wd+k in dimensions ∗ < 2(d + k − r + 1) and
H∗(MT (d, r);Z/2) is the free H∗(B(d);Z/2)-module generated by wd−r+1, . . . , wd

up to dimension 2(d − r + 1). Moreover, i∗ : H∗(B(d + k);Z/2) → H∗(B(d);Z/2)
is an isomorphism up to dimension d, and f∗ respects the module structure by
the right hand side of the diagram. Thus we just need to check that f∗ maps
wd+k−r+1, . . . , wd+k to wd−r+1, . . . , wd.

It obviously takes wd+k−r+1 to wd−r+1 by the left hand side of the diagram. In
particular, this proves the claim for r = 1. For general r, it follows by induction and
the diagram

H∗(ΣkMT (d, r − 1);Z/2) H∗(ΣkMT (d, r);Z/2)

H∗(MT (d+ k, r − 1);Z/2)

f∗

H∗(MT (d+ k, r);Z/2).

f∗
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In the oriented case, a similar argument shows that f∗ is a (2(d − r + 1) + k)-
equivalence on homology with Q and Z/p coefficients for p > 2. So by the universal
coefficient theorem, the same holds with integer coefficients. This implies that f is
a (2(d− r + 1) + k)-equivalence.

Theorem 3.14 and the diagram (3.6) implies:

Corollary 3.15. There is a commutative diagram

πq(ΣVd,r)
θr

f0∗

πq(MTSO(d, r))

f∗

πq+k(ΣVd+k,r)
θr

πq+k(MTSO(d+ k, r)).

For all q < 2(d− r + 1), the vertical maps are isomorphisms.

3.5 Calculation of Homotopy Groups

We are now ready to calculate the homotopy groups of MTSO(d, r) in low dimen-
sions. We want to make use of the Adams spectral sequence described in Section 3.1,
so we need to compute Exts,tAp

(H∗(MTSO(d, r);Z/p),Z/p). Thus we start out by

describing the structure of H∗(MTSO(d, r);Z/2) as a module over the mod 2 Steen-
rod algebra A2. Throughout this section, all cohomology groups have coefficients in
Z/2 unless explicitly indicated.

By Exercise 8-A in [35], the A2-action on wi ∈ H i(BO(d)) is given by the formula

Sqk(wi) =
k∑

j=0

(
i− k + j − 1

j

)
wi+jwk−j . (3.7)

Together with the Cartan formula, this yields formulas for the A2-action on all of
H∗(BSO(d)). Consider the Thom isomorphism

φ : H i(BSO(d))→ H i(MT (d)).

It follows from the definition of the Stiefel–Whitney classes that

Sq(φ(x)) = φ(Sq(x) ` w(U⊥
d ))

where Sq =
∑

Sqi denotes the total square, w =
∑

iwi is the total Stiefel–Whitney
class, and

w(U⊥
d ) = lim←−

n

w(U⊥
d,n) ∈ lim←−

n

H̃∗+n(Th(U⊥
d,n))

∼= H∗(MT (d)).

By Proposition 3.3, w(U⊥
d ) must satisfy

w(Ud) ` w(U
⊥
d ) = 1,

so the wi(U
⊥
d ) = w̄i can be computed from w(Ud) inductively.
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In this way we obtain formulas for the Steenrod action on H∗(MTSO(d)),
and these formulas hold in H∗(MTSO(d, r)) as well by naturality of the Steenrod
squares.

The table below shows how A2 acts on H
∗(MTSO(d, r)) in low dimensions. The

middle column displays a Z/2-basis for the cohomology in each dimension, and the
right column shows how the Steenrod algebra acts on these basis elements.

t Ht(MTSO(d, r))

d− r + 1 wd−r+1

d− r + 2 wd−r+2 Sq1(wd−r+1) = (d− r)wd−r+2

d− r + 3 wd−r+3 Sq2(wd−r+1) =
(
d−r
2

)
wd−r+3

w2wd−r+1 Sq1(wd−r+2) = (d− r + 1)wd−r+2

d− r + 4 w3wd−r+1 Sq1,2(wd−r+1) = (d− r)
(
d−r
2

)
wd−r+4

w2wd−r+2 Sq2,1(wd−r+1) = (d− r + 1)
(
d−r+1

2

)
wd−r+4

wd−r+4 Sq2(wd−r+2) =
(
d−r+1

2

)
wd−r+4

Sq1(wd−r+3) = (d− r)wd−r+4

Sq1(w2wd−r+1) = w3wd−r+1 + (d− r)w2wd−r+2

We notice that the formulas depend on d and r, so it is necessary to consider
the special cases seperately to get a clear picture.

In each case, the Adams spectral sequence can be applied. Recall from Section 3.1
that we must construct a resolution

H∗(MTSO(d, r))←− F0 ←− F1 ←− F2 · · · .

In Figure 3.1, such a resolution is constructed in the special case d ≡ 3 mod 4 and
r = 4. First a basis for Hd−3(MTSO(d, 4)) is chosen. Then all squares have been
computed and, if necessary, a minimal number of classes in Hd−2(MTSO(d, 4)) have
been added to get a basis for Hd−2(MTSO(d, 4)). Again all squares are computed
and classes have been added to get a basis for Hd−1(MTSO(d, 4)) and so on. These
added basis elements form a generating set for H∗(MTSO(d, 4)) as an A2-module.
Let F0 be the free module with a copy of A2 for each of these generators and
F0 → H∗(MTSO(d, 4)) the obvious surjection. Now the process is repeated with
H∗(MTSO(d, 4)) replaced by Ker(F0 → H∗(MTSO(d, 4))) and F0 replaced by F1.
When Homt

A2
(−,Z/2) is applied to the resolution, we get a space dual to the space

of generators of the free modules in dimension t. Since the chosen resolution is
minimal in the sense of [19], Lemma 2.8, the sequence is now exact, i.e.

Exts,tA2
(H∗(MTSO(d, 4)),Z/2) = Homt(Fs,Z/2).

So each generator of the free modules corresponds to a copy of Z/2 in E2.

In Figure 3.1, the grading of the modules is shown vertically and an element in
Fs is displayed next to its image in Fs−1. When s ≥ 3, Fs is zero in dimensions less
than or equal to d+ s. From this, the E2-term is determined, see Figure 3.5. Each
dot represents a Z/2 summand. A vertical line represents multiplication by h0, while
a sloped line indicates multiplication by h1, see Section 3.1. This multiplication can
be read off from the resolution, e.g. β∗1 = h1α

∗
1 because β1 maps to Sq2(α1).
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t Ht(MTSO(d, r)) F0 F1 F2

d− 3 wd−3 x1
d− 2 Sq1(wd−3) = wd−2 Sq1(x1)

d− 1 Sq2(wd−3) = wd−1 Sq2(x1)
w2wd−3 x2

d Sq1,2(wd−3) = wd Sq1,2(x1)
Sq2,1(wd−3) = 0 Sq2,1(x1) α1

Sq1(w2wd−3) = w3wd−3 + w2wd−2 Sq1(x2)
w3wd−3 x3

d+ 1 Sq4(wd−3) = w3wd−2 + w2wd−1 Sq4(x1)
Sq1,2,1(wd−3) = 0 Sq1,2,1(x1) Sq1(α1)
Sq2(w2wd−3) = w2

2wd−3 + w3wd−2 Sq2(x2)
+w2wd−1

Sq1(w3wd−3) = w3wd−2 Sq1(x3)
w4wd−3 x4

d+ 2 Sq2(α1) β1
d+ 3 Sq1(β1)

Figure 3.1: Resolution of H∗(MTSO(d, 4)) for d ≡ 3 mod 4.

The constructions of the resolutions in the remaining special cases have been
omitted here since they would take up too much space. The E2-terms are shown
in the following figures, and in each case, the differentials are determined and the
extension problem is solved.

To do this, we will need naturality of the Adams spectral sequence. One needs
to know the resolutions in order to see what the maps between the spectral se-
quences look like. Hopefully, the reader will believe the naturality claims made in
the following.

Another fact that is helpful when trying to solve extension problems is

H∗(X,Q) ∼= πs∗(X)⊕Q (3.8)

for all spaces X, see [19], Chapter 1. This means that we already know the free part
of the homotopy groups from the cohomology structure. We also need to know the
homotopy groups πq(Vd,r), see [36].

Recall that πq(MTSO(d, 1)) ∼= πsq(S
d)⊕ πsq(ΣdBSO(d)).

Theorem 3.16. πq(MTSO(d, 1)) is given by the following table for q ≤ 2d:

q d d+ 1 d+ 2 d+ 3 d+ 4 d+ 5

πsq(S
d) Z Z/2 Z/2 Z/24 0 0

πsq(Σ
dBSO(d)) 0 0 Z/2 0 Z⊕ Z/2 Z/2

Proof. The first line is well-known. Since MTSO(d, 1) ∼= S∞+d ∨ Σ∞+dBSO(d),
the Adams spectral sequence splits as the sum of the sequence for S∞+d and the
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Figure 3.2: The Adams spectral sequence for BSO(d) and Cθ.

sequence for Σ∞+dBSO(d). The E2-term of the BSO(d) part is shown in Figure 3.2.
It follows from the formula dk(h0x) = h0dk(x) that there can be no differentials in
this part of the sequence. This yields the second line.

Corollary 3.17. The map

θ2 : πd+1(Vd,2)→ πd+2(MTSO(d, 2))

is injective for d ≥ 5.

Proof. Consider the diagram from Proposition 1.30

πd+3(MT (d, 1)) πd+2(MT (d− 1, 1)) πd+2(MT (d, 2)) πd+2(MT (d, 1))

πd+2(Vd,1)

θ1

πd+1(Vd−1,1)

θ1

πd+1(Vd,2)

θ2

πd+1(Vd,1).

θ1

The first two vertical maps are isomorphisms by Theorem 3.16 and the fourth is
injective by Theorem 1.31, so the third is injective by the 5-lemma.

Lemma 3.18. For r > 1 and q ≤ 2(d − r) − 1 and Cθ the cofiber of (3.2), the
homotopy groups πq(Cθ) are given by:

q q ≤ d− r + 2 d− r + 3 d− r + 4

πq(Cθ) 0 Z/2 Z/2

Proof. The cohomology structure with Z/p coefficients is given in Corollary 3.9 for
p = 2, and otherwise it is the kernel of the map in Theorem 3.11. Only in the
p = 2 case, anything interesting happens in dimensions q ≤ d− r + 4. The relevant
part of the spectral sequence is shown in Figure 3.2. Obviously, there can be no
differentials, and the claims follow.
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Corollary 3.19. For d− r ≥ 2,

θr : πd−r+2(Vd,r)→ πd−r+3(MTSO(d, r))

is injective with cokernel Z/2. In particular, it is not an isomorphism.

This is contrary to the θ̃tr defined by Atiyah and Dupont, which was an isomor-
phism in this dimension.

Proof. It follows from the long exact sequence

· · · → πsq(ΣVd,r)
fθ∗−−→ πq(MT (d, r))→ πq(Cθ)→ πsq−1(ΣVd,r)→ · · · (3.9)

combined with Lemma 3.18 and Corollary 1.36 that the cokernel must be Z/2.

Theorem 3.20. For q < 2(d− 1), πq(MTSO(d, 2)) is given by the table:

q d− 1 d d+ 1 d+ 2

d even Z Z⊕ Z/2 Z/2⊕ Z/2⊕ Z/2 Z/48⊕ Z/2
d odd Z/2 Z/2 Z/4⊕ Z/2 Z/4⊕ Z/2

Proof. Again we consider the Adams spectral sequence for the 2-primary part. The
E2-term is shown in Figure 3.3. We immediately see that the (d− 1)th and the dth
column must survive to E∞ in both cases. In the even case, this is true by (3.8) since
we know the cohomology with Q coefficients has a Q in each of the two dimensions.

For d even, consider the long exact sequence for the pair (Σ∞ΣVd,2,MTSO(d, 2)).
The homotopy groups of Vd,2 are known from [36], and the homotopy groups of the
cofiber are calculated in Lemma 3.18. Inserting the known groups in the exact
sequence (3.9) yields the following:

· · · Z/24⊕ Z/2 → πd+2(MTSO(d, 2)) → Z/2
→ Z/2⊕ Z/2 → πd+1(MTSO(d, 2)) → Z/2

It follows from Theorem 1.31 that the last map is surjective. By Corollary 3.17, the
first map is injective and by Corollary 1.36, the third map is zero. Thus the third
and fourth column in the spectral sequence survive to E∞, otherwise the groups
would be too small for the exact sequence. The odd case is similar.

Most of the necessary information about extensions is given by the vertical lines.
In the even case, there may still be an extension problem in dimension d+ 1. Note,
however, that under the map induced byMTSO(d−1, 1)→MTSO(d, 2) on spectral

sequences, the generator of Ed+1,0
∞ is hit by something representing a map of order

two. But the map is induced by a filtration preserving map of homotopy groups.
Thus, the generator cannot represent a map of order greater than two.

When d is odd and p > 2, H∗(MTSO(d, 2);Z/p) = 0 in the relevant dimensions,
so there is no p-torsion.

When d is even,

H∗(MTSO(d, 2);Z/p) ∼= δ(ed−2) ·H∗(MTSO(d);Z/p)⊕ ed ·H∗(MTSO(d);Z/p)
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in low dimensions. Since δ(ed−2) maps to zero under the map

Hd−1(MTSO(d, 2);Z/p)→ Hd−1(MTSO(d);Z/p),

so must all Steenrod powers of δ(ed−2). That is, they all lie in the kernel, which is

δ(ed−2) ·H∗(MTSO(d);Z/p).

On the other hand, the map

H∗(MTSO(d, 2);Z/p)→ H∗(MTSO(d− 1, 1);Z/p)

is injective on δ(ed−2) ·H∗(MTSO(d);Z/p). Since δ(ed−2) maps to the generator of
the Hd−1(Sd−1;Z/p) summand and all Steenrod powers of this are zero, all powers
of δ(ed−2) must be zero in H∗(MTSO(d, 2),Z/p) as well. Using this, the Adams
spectral sequence immediately shows that the only p-torsion is a Z/3 summand in
dimension d+ 2.

Theorem 3.21. For q < 2(d− 2), πq(MTSO(d, 3)) is given by the following table:

q d− 2 d− 1 d d+ 1

d ≡ 0 mod 4 Z/2 Z/2 Z⊕ Z/4⊕ Z/2 Z/2⊕ Z/2⊕ Z/2
d ≡ 1 mod 4 Z Z/4 Z/2⊕ Z/2 Z/24⊕ Z/2
d ≡ 2 mod 4 Z/2 0 Z⊕ Z/2⊕ Z/2 Z/2⊕ Z/2
d ≡ 3 mod 4 Z Z/2⊕ Z/2 Z/2⊕ Z/2⊕ Z/2 Z/48⊕ Z/4

Proof. Consider the spectral sequence for the 2-primary part shown in Figure 3.4.
For d ≡ 1, 2 mod 4, we immediately see that the first three columns survive to

E∞. Now, if d ≡ 1 mod 4, we fill in the already computed groups in the exact
sequence for the pair (MTSO(d− 1, 2),MTSO(d, 3)). This yields

Z/2⊕ Z/2→ Z/16⊕ Z/2→ πd+1(MTSO(d, 3))→ Z/2,

so πd+1(MTSO(d, 3)) must contain elements of order at least 8. Thus there can

be no differentials hitting h20y where y ∈ Ed+1,0
2 is the generator. The other dot in

Ed+1,2
2 is h1x for some non-zero x ∈ Ed,1

2 . But under the map

g :MTSO(d, 3)→MTSO(d, 2),

this x is mapped to g∗(x), which is non-zero in the spectral sequence forMTSO(d, 2),
and h1g∗(x) survives to E∞. From the resolutions we see that g∗(h1x) = h1g∗(x).
Therefore, since g∗d2 = d2g∗, h1x is not hit by any differential. Also, g∗(h

2
0y) = 0.

We conclude that d2 : E
d+2,0
2 → Ed+1,2

2 is zero.

For d ≡ 2 mod 4, the only unknown differential is d2 : Ed+2,0
2 → Ed+1,2

2 .
However, we may apply naturality of the Adams spectral sequence to the map

g : MTSO(d − 2, 1) → MTSO(d, 3). There is a y ∈ E
′d+2,0
2 in the spectral se-

quence E′ for MTSO(d − 2, 1) that maps to the non-zero element x ∈ Ed+2,0
2 . We

know d2(y) = 0 from the r = 1 case, so

d2(x) = d2(g∗(y)) = g∗(d2(y)) = 0.
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Figure 3.3: The Adams spectral sequence, r = 2
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In the case d ≡ 0 mod 4, there is a possible differential d2 : Ed+1,0
2 → Ed,2

2 .
However, we have a map MTSO(d − 1, 2) → MTSO(d, 3). By comparing the
spectral sequences, we see that this differential must be zero. There is also a dif-
ferential d2 : Ed+2,0

2 → Ed+1,2
2 , but a comparison with the spectral sequence for

MTSO(d− 2, 1) shows that this is zero. Both are similar to the d ≡ 2 mod 4 case.

In the case d ≡ 3 mod 4, we see that the differential d2 : Ed+1,0
2 → Ed,2

2 must
be zero, again by comparing with the spectral sequence for MTSO(d− 1, 2). There
could be an extension problem in dimension d, but this is solved exactly as in the
r = 2 case.

The p-primary part for p > 2 is determined precisely as in the r = 2 case.

Finally there are extension problems in the even cases in dimension d+1. Insert
the groups found in the exact sequence for the cofibration

MTSO(d− 2, 1)→MTSO(d, 3)→MTSO(d, 2).

For d ≡ 0 mod 4, this yields:

· · · Z/24 → πd+1(MTSO(d, 3)) → Z/2⊕ Z/2⊕ Z/2
→ Z/2⊕ Z/2 → Z⊕ Z/4⊕ Z/2 → Z⊕ Z/2

We see that the third map must be zero, so πd+1(MTSO(d, 3))→ Z/2⊕Z/2⊕Z/2
is surjective, and thus an isomorphism. The case d ≡ 2 mod 4 is similar.

The only remaining problem is when d ≡ 3 mod 4 and q = d + 1. The result in
this case will follow from the cases r = 4, 5 in the next theorem.

Theorem 3.22. For q < 2(d− 3), πq(MTSO(d, 4)) is given by:

q d− 3 d− 2 d− 1 d

d ≡ 0 mod 4 Z Z/2⊕ Z/2 Z/2⊕ Z/2⊕ Z/2 Z⊕ Z/48⊕ Z/4
d ≡ 1 mod 4 Z/2 Z/2 Z/8⊕ Z/2 Z/2⊕ Z/2
d ≡ 2 mod 4 Z Z/4 Z/2 Z⊕ Z/24
d ≡ 3 mod 4 Z/2 0 Z/2⊕ Z/2 Z/2⊕ Z/2

For d even and q < 2(d− 4), πq(MTSO(d, 5)) is given by:

q d− 4 d− 3 d− 2 d− 1 d

d ≡ 0 mod 4 Z/2 0 Z/2⊕ Z/2 Z/2⊕ Z/2 Z⊕ Z/8⊕ Z/2⊕ Z/2
d ≡ 2 mod 4 Z/2 Z/2 Z/2⊕ Z/8 Z/2 Z⊕ Z/2

Proof. The calculation of the p-primary part for p > 2 is again similar to the case
r = 2. The spectral sequences for p = 2 are shown in Figure 3.5 and 3.6. For r = 4,
the first two columns in all four diagrams must survive to E∞.

For d ≡ 1 mod 4, the only possibly non-zero differential is d2 : Ed,0
2 → Ed−1,2

2 ,

but the generator of Ed,0
2 in the spectral sequence for MTSO(d − 1, 3) is mapped

to the generator of Ed,0
2 in the spectral sequence for MTSO(d, 4) under the map

of spectral sequences induced by MTSO(d − 1, 3) → MTSO(d, 4). This forces the
differential to be zero.
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When d ≡ 3 mod 4, there is a differential d2 : Ed+1,0
2 → Ed,2

2 . Comparing with
the spectral sequence for MTSO(d − 3, 1), one sees that this differential must be
zero. The extension problem in dimension d is solved using the caseMTSO(d−1, 3).

When d ≡ 2 mod 4, there may be a non-zero d2 : E
d+1,0
2 → Ed,2

2 . But one of the

generators of Ed+1,0
2 is in the image of the spectral sequence for MTSO(d − 3, 1),

so the earlier results imply that the differential must be zero on this element. The
other generator is in the image of spectral sequence for MTSO(d − 1, 3) where we
also know the corresponding differential to be zero.

Finally, for d ≡ 0 mod 4, the differential d2 : E
d,0
2 → Ed−1,2

2 must be zero. One of

the generators of Ed,0
2 is in the image of the spectral sequence for MTSO(d− 1, 3),

and the other one is in the image of the spectral sequence for Σ∞ΣVd,4 under the
map induced by fθ. Using our knowledge of the homotopy groups of Vd,4 and thus
the spectral sequence, the differentials must be zero. The extension problem in
dimension d− 1 is solved as in the case r = 2.

The dth column is a bit more complicated. One of the generators in Ed+1,1
2 is

in the image of the spectral sequence for MTSO(d − 3, 1). The other one is h1x

for some x ∈ Ed,0
2 . Thus d2(h1x) = h1d2(x) + d2(h1)x = 0. In Ed+1,0

2 , one of the
generators is in the image of the spectral sequence for MTSO(d − 3, 1), while the
other one is in the image of the spectral sequence for MTSO(d, 5). Thus, we just
need the corresponding differential to be zero in the sequence for MTSO(d, 5).

The results for MTSO(d, 5) for d even again follow by comparing the spectral
sequences with those for lower r. The only problem is when d ≡ 0 mod 4. By
Corollary 1.36,

θ5 : πd−1(Vd,5)→ πd(MTSO(d, 5))

is injective when d is divisible by 8. Since πd−1(Vd,5) ∼= Z⊕Z/8, also πd(MTSO(d, 5))
must contain torsion of order eight. Thus there cannot be any non-zero differential
dk : Ed+1,0

k → Ed,k
k . This implies that the remaining differential for MTSO(d, 4)

must be zero when 8 | d, and by periodicity, this holds for all d ≡ 0 mod 4.
In the next theorem we shall see that θ5 is also injective when d ≡ 4 mod 8,

proving the claim also for πd(MTSO(d, 5)) when 8 ∤ d by a similar argument.

The above computation allows us to improve Theorem 1.31 further.

Theorem 3.23. For 2r ≤ d+ 1

θr : πd−1(Vd,r)→ πd(MTSO(d, r))

is injective for d even and r ≤ 6. For d odd and r = 4, it is not injective.

Proof. For d ≡ 2 mod 4, the exact sequence for the pair (MTSO(d, 4),Σ∞ΣVd,4) in
dimension d becomes

→ Z⊕ Z/12
θ4−→ Z⊕ Z/24→ Z/2→ 0.

Since this is exact, θ4 must be injective.
For d ≡ 0 mod 4, the exact sequence for the pair (MTSO(d, 4),Σ∞ΣVd,4) in

dimension d becomes

→ Z⊕ Z/24⊕ Z/4
θ4−→ Z⊕ Z/48⊕ Z/4→ Z/2→ 0.
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Again this is exact, so θ4 must be injective.

For r = 5, 6, the claim follows as in the proof of Theorem 1.31 by a diagram
similar to (1.11).

For d odd, the long exact sequence for the pair (MTSO(d, 4),Σ∞ΣVd,4) in di-
mension d yields

→ Z/2⊕ Z/2
θ4−→ Z/2⊕ Z/2→ Z/2→

where the last map is surjective. We see that θ4 cannot be injective.

Remark 3.24. Consider the case r = 4 and d ≡ 3 mod 8. Let x ∈ πd(Sd) ∼= Z be
the canonical generator, and consider the long exact sequence for the fibration

Vd,4 → Vd+1,5 → Sd.

Then ∂(x) ∈ πd−1(Vd,4) is the index of four vector fields on Sd with one singularity.
If we insert the computed groups in the diagram from Proposition 1.30 for k = r−1,
we see that

β4(Sd) = θ4(∂(x)) = 0,

even though Sd does not allow four independent vector fields according to Theo-
rem 3.12.

3.6 The Spin Case

The cohomology of BSpin(d) is more complicated. The map BSpin(d)→ BSO(d)
induces a map

H∗(BSO(d);Z/2)→ H∗(BSpin(d);Z/2).

Let Jd denote the ideal in H∗(BSO(d);Z/2) generated by

w2, Sq
1(w2), Sq

2Sq1(w2), . . . , Sq
1
2
adSq

1
4
ad · · ·Sq1(w2). (3.10)

Here ad is the power of 2 given in the table (3.3). Quillen showed in [37]:

Theorem 3.25. The kernel of H∗(BSO(d);Z/2) → H∗(BSpin(d);Z/2) is exactly
Jd and

H∗(BSpin(d);Z/2) ∼= H∗(BSO(d);Z/2)/Jd ⊕ Z/2[vad ].

Here vad is a class in dimension ad.

Lemma 3.26. The generators of Jd are of the form

Sq2
k−1 · · ·Sq1(w2) = w2k+1 +

2k−1∑

j=2

wjw2k−j+1 + · · · . (3.11)

The dots indicate terms that are products of more than two wi’s. In particular,
wi ∈ Jd if and only if i = 2, 3, 5, 9.
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Proof. The formula (3.11) is obviously true for k = 1. Now suppose that it is true
for k − 1. Then

Sq2
k · · ·Sq1(w2) = Sq2

k

(w2k+1 +
2k−1∑

j=2

wjw2k−j+1 + · · · )

= Sq2
k

(w2k+1) + · · ·

=
2k∑

j=0

(
(2k + 1)− 2k + j − 1

j

)
w2k+j+1w2k−j + · · ·

= w2k+1+1 +
2k∑

j=2

wjw2k+1−j+1 + · · · .

The first equality follows by induction. The second equality follows from the Cartan
fomula

Sq2
k

(wjw2k−j+1) = Sqj(wj)Sq
2k−j(w2k−j+1) + Sqj−1(wj)Sq

2k−j+1(w2k−j+1)

= w2
jSq

2k−j(w2k−j+1) + w2
2k−j+1Sq

j−1(wj).

Here each term is a product of more than two Stiefel–Whitney classes. The third
equality is the formula (3.7).

For the last statement we calculate

Sq1(w2) = w3

Sq2(w3) = w5 + w2w3

Sq4(w5 + w2w3) = w9 + w7w2 + w6w3 + w5w4 + w3
3 + w3

2w3 + w2
2w5.

We see inductively that w2, w3, w5 and w9 belong to Jd. However, for k > 4, the
relation becomes

w2k+1 =
2k−1∑

j=0

wjw2k−j+1 + · · ·

and here the right hand side does not belong to Jd.

Theorem 3.27. Hq(BSpin(d), BSpin(d− r);Z/2) is isomorphic to the kernel of

Hq(BSpin(d);Z/2)→ Hq(BSpin(d− r);Z/2)
for q < ad−r, and the map

p∗ : Hq(BSO(d), BSO(d− r);Z/2)→ Hq(BSpin(d), BSpin(d− r);Z/2)
is surjective with kernel Jd ∩Hq(BSO(d), BSO(d− r);Z/2).
Proof. In the following, coefficients in Z/2 are understood. There is a map of long
exact sequences

H∗(BSO(d), BSO(d− r))
p∗

j∗

H∗(BSO(d))
i∗

H∗(BSO(d− r))
p′∗

H∗(BSpin(d), BSpin(d− r)) j′∗

H∗(BSpin(d))
i′∗

H∗(BSpin(d− r)).
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Since both i∗ and p′∗ are surjective in dimensions less than ad−r, we see that
i′∗ is also surjective, so Hq(BSpin(d), BSpin(d − r)) is just the kernel of i′∗ when
q ≤ ad−r.

Thus we just need to describe

Ker(Z/2[w2, . . . , wd]/Jd → Z/2[w2, . . . , wd]/J
′
d−r) (3.12)

where J ′
d−r is the ideal generated by Jd−r and wd−r+1, . . . , wd. We must show that

this is
Ker(Z/2[w2, . . . , wd]→ Z/2[w2, . . . , wd−r])/J (3.13)

where J = Jd ∩Ker(Z/2[w2, . . . , wd]→ Z/2[w2, . . . , wd−r]).
Clearly, there is an injective map from (3.13) to (3.12). Now, let P be some

polynomial in the Stiefel–Whitney classes representing an element in (3.12). Then
P ∈ J ′

d−r. Let g1, . . . , gm denote the generators of Jd in dimensions up to ad−r

given by (3.10) and g′1, . . . , g
′
m the generators of Jd−r given by (3.10). Under the

map H∗(BSO(d)) → H∗(BSO(d − r)), gi maps to g′i by naturality of the Steen-
rod squares. Thus, gi and g′i differ only by an element of the ideal generated by
wd−r+1, . . . , wd. This means that {g1, . . . , gm, wd−r+1, . . . , wd} is also a set of gene-
rators for J ′

d−r. So for suitable polynomials λ1, . . . , λm and µ1, . . . , µr,

P = λ1g1 + · · ·+ λmgm + µ1wd−r+1 + · · ·+ µrwd.

But λ1g1+· · ·+λmgm ∈ Jd so P represents the same element as µ1wd−r+1+· · ·+µrwd

in Z/2[w2, . . . , wd]/Jd. This lies in (3.13), so the map is also surjective.

Corollary 3.28. Assume 2r < d and 9 ≤ d − r. In dimensions ∗ < 2(d − r),
H∗(MTSpin(d, r);Z/2) is isomorphic to the free H∗(BSpin;Z/2)-module on gene-
rators

p∗(wd−r+1), . . . , p
∗(wd)

where p∗ is as in Theorem 3.27.

Proof. By Theorem 3.27, it is enough to show that

Jd ∩Hq(BSO(d), BSO(d− r);Z/2) ⊆ Jd ·H∗(BSO(d), BSO(d− r);Z/2)

for all q ≤ 2(d − r). Let gk denote the generator of Jd of degree 2k + 1 given in
(3.10). Suppose

λ0g0 + · · ·+ λmgm ∈ Jd ∩Hq(BSO(d), BSO(d− r);Z/2)

where m is unique with the property d− r < 2m + 1 < 2(d− r). Then the image in
Hq(BSO(d − r);Z/2) must be zero. But this is also

∑
k λ

′
kg

′
k ∈ Jd−r where the g′k

are the generators of Jd−r and λ
′
k is the image of λk. The g

′
k form a regular sequence

in the sense of [37]. Hence we conclude that λ′m belongs to the ideal generated
by g′0, . . . , g

′
m−1. Since deg(λm) < d − r, also λm lies in the ideal generated by

g0, . . . , gm−1. Rearranging the terms, we may assume λm = 0. But none of the
gk with k < m contains terms involving wd−r+1, . . . , wd for degree reasons. Thus
we can choose all λ0, . . . , λm−1 in H∗(BSO(d), BSO(d − r);Z/2). This proves the
claim.
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Theorem 3.29. Let F be either Q or Z/p for p an odd prime. Then

H∗(MTSO(d, r);F )→ H∗(MTSpin(d, r);F )

is an isomorphism.

Proof. Consider the fibration

BZ/2→ BSpin(d)→ BSO(d).

Since H̃∗(BZ/2, F ) = 0, it follows from the Serre spectral sequence that

H∗(BSO(d);F )→ H∗(BSpin(d);F )

is an isomorphism. By the 5-lemma,

H∗(BSO(d), BSO(d− r);F )→ H∗(BSpin(d), BSpin(d− r);F )

is an isomorphism. A Thom isomorphism yields the result.

Corollary 3.30. The periodicity map ΣarMTSpin(d, r)→MTSpin(d+ ar, r) is a
(2(d− r) + ar − 1)-equivalence for 2r < d and 9 ≤ d− r.

Proof. It is enough to see that

Hq+ar(MTSpin(d+ ar, r);Z/2)→ Hq(MTSpin(d, r);Z/2)

is an isomorphism for q < 2(d − r). This follows because the periodicity map for
MTSO(d, r) takes Jd+ar ·H∗(MTSO(d+ ar, r)) to Jd ·H∗(MTSO(d, r)).

We will also need some information about the A3-action on H∗(MTSO(d);Z/3).
Let P1 denote the first Steenrod power. It is shown in [6] that

P1(cj−2) = c21cj−1 − 2c2cj−2 − c1cj−1 + jcj

where ci ∈ H2i(BU(d);Z/3) is the ith Chern class. Since pj = g∗((−1)jc2j) under
the map g : BSO(d)→ BU(d), we get

P1(pj−1) = 2p1pj−1 − 2jpj . (3.14)

See [35] for the relation between Chern and Pontryagin classes.

3.7 Calculations in the Spin Case

The above considerations in cohomology allow us to calculate the homotopy groups
πq(MTSpin(d, r)). We will only consider dimensions q ≤ d − r + 9 and assume
q < ad−r. Then the cohomology with Z/2 coefficients is just Hq(MTSO(d, r);Z/2)
with the relations

w2 = w3 = w5 = w9 = 0

w17 + w4w13 + w6w11 + w7w10 = 0
(3.15)
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as the only relevant ones.

In the following table, a basis of Hq(MTSpin(d, r);Z/2) is shown for low values
of q. Of course, when d − r + k > d, then wd−r+k = 0 is understood. To avoid the
relations (3.15), we will assume d − r + 1 > 9, and when we deal with cohomology
in dimensions q > d− r + 7, we also assume q − 7 > 10.

q Hq(Vd,r) Hq(Cθ)

d− r + 1 wd−r+1

d− r + 2 wd−r+2

d− r + 3 wd−r+3

d− r + 4 wd−r+4

d− r + 5 wd−r+5 w4wd−r+1

d− r + 6 wd−r+6 w4wd−r+2

d− r + 7 wd−r+7 w4wd−r+3 w6wd−r+1

d− r + 8 wd−r+8 w4wd−r+4 w6wd−r+2 w7wd−r+1

d− r + 9 wd−r+9 w4wd−r+5 w6wd−r+3 w7wd−r+2 w8wd−r+1 w2
4wd−r+1

Projection onto the first column yields H∗(Vd,r;Z/2), while the second column is
the cohomology of the cofiber Cθ of the inclusion Σ∞ΣVd,r → MTSpin(d, r). This
follows because we know the composite map

H∗(MTSO(d, r);Z/2)→ H∗(MTSpin(d, r);Z/2)→ H∗(ΣVd,r;Z/2)

is surjective, so the cohomology of Cθ is the kernel of the last map.

We may now determine the action of the Steenrod algebra from the action on
H∗(MTSO(d, r);Z/2). In dimensions up to d− r + 8, the Steenrod action respects
the two columns. However, Sq8(wd−r+1) contains mixed terms. Applying the Adams
spectral sequence, we get:

Theorem 3.31. For q < 2d, d > 9, and q < ad−1, πq(MTSpin(d, 1)) is given by
the table

q d d+1 d+2 d+3 d+4 d+5 d+6 d+7

πsq(S
d) Z Z/2 Z /2 Z /24 0 0 Z/2 Z/240

πsq(Σ
dBSpin(d)) 0 0 0 0 Z 0 0 0

For the last two columns, we must assume q > 17.

Proof. This is exactly similar to the oriented case. To calculate the 3-torsion, note
that

Hd+4(Σd+∞BSpin(d);Z/3) ∼= H4(BSO(d);Z/3) ∼= Z/3,

generated by the first Pontryagin class p1. But

P1(p1) = 2p21 − p2 6= 0

by (3.14). The Adams spectral sequence then shows that there is no 3-torsion in
πsd+7(Σ

dBSpin(d)).
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Theorem 3.32. πq(Cθ) is given by the following table for r > 4, q < 2(d− r)− 1,
and d− r > 10:

q q ≤ d− r + 4 d− r + 5 d− r + 6 d− r + 7 d− r + 8

d− r even 0 Z Z/2 0 Z/2
d− r odd 0 Z/2 0 Z/2 0

Proof. Again this follows from the spectral sequence. For d − r even, there could
be some 3-torsion since there is a δ(ed−rp1) ∈ Hd−r+5(Cθ;Z/3). But under the
composite map g :MTSpin(d− r + 1, 1)→MTSpin(d, r)→ Cθ,

g∗(P1(δ(ed−rp1))) = P1(p1) = 2p21 − p2 6= 0

by the r = 1 case. Using this, the Adams spectral sequence shows that there is no
3-torsion.

Corollary 3.33. When d− r > 10 is odd and q < 2(d− r)− 1,

θr : πq−1(Vd,r)→ πq(MTSpin(d, r))

is an isomorphism for q = d−r+6, and it is injective for q = d−r+7. In particular,

θ7 : πd−1(Vd,7)→ πd(MTSpin(d, 7))

is injective for d even.

According to Theorem 1.31, πq−1(Vd,r) → πq(MTSpin(d, r)) is an isomorphism
for q ≤ d − r + 4, so we know the homotopy groups in these dimensions. Here are
some more:

Theorem 3.34. πq(MTSpin(d, r)) is given by

r d q πq(MTSpin(d, r))

5, 6 0 mod 4 d Z⊕ Z/8⊕ Z/2
5 1 mod 4 d Z⊕ Z/2⊕ Z/2
5, 6 2 mod 4 d Z⊕ Z/2
5 3 mod 4 d Z⊕ Z/2
6 1 mod 4 d Z/2⊕ Z/2
6 3 mod 4 d Z/2

for q < 2(d− r)− 1, 9 ≤ d− r, and q < ad−r.

3.8 The Unoriented Case

By similar calculations of the Steenrod action on H∗(MTO(d, r);Z/2), we obtain
the E2-terms of Adams spectral sequences shown in Figure 3.7 and 3.8. This imme-
diately yields the first three homotopy groups. For the fourth, the only problem is
to determine the differential d2 : E

0,d−r+4
2 → E2,d−r+5

2 . So far, we have not found a
way to do that.
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Figure 3.7: The Adams spectral sequence for Σd+∞BO.

Remark 3.35. Note how the spectral sequences look like they depend only on d
mod 2 even though the computations depend on d mod 4. Similarly, the spectral
sequences for πd(MTSO(d, 5)) only depended on d mod 4 even though the compu-
tations depended on d mod 8. Whether or not this is a general thing is not clear.
The periodicity map only explains the 4- and 8-periodicities, respectively. However,
in Chapter 5 we show a certain 2- and 4-periodicity, respectively, when we let r tend
to infinity.

3.9 Computation of Oriented Vector Field Cobordism

Groups

The above calculations of the groups πq(MTSO(d, r)) allow us to compute the
homotopy groups πd+r(MTSO(d)), for which we gave an interpretation as vector
field cobordism groups in Chapter 2. For the remainder of this chapter, MTSO is
abbreviated to MT and Ω∗ denotes the oriented cobordism ring.

Consider the map

πd+r(MT (d))→ πd+r(MT (d+ r + 1)) ∼= Ωd+r. (3.16)

The last map is an isomorphism because the inclusion MT (d + r + 1) → MT is
(d+ r + 1)-connected. We can interpret this geometrically as the map that takes a
vector field cobordism class to its ordinary oriented cobordism class. Since the groups
Ωd are well-known, we want to describe πd+r(MT (d)) in terms of the map (3.16).
The following geometric interpretation is nice to have in mind.

Proposition 3.36. The image of (3.16) is the subgroup of cobordism classes that
contain a manifold with r tangent vector fields. The kernel is the group of vector
field cobordism classes of boundary manifolds.

If the map is injective, it means that any two cobordant manifolds allowing r
vector fields are vector field cbordant. In particular, a boundary manifold with r
vector fields always bounds a manifold with an extension of the vector fields.



3.9. Computation of Oriented Vector Field Cobordism Groups 73

6

-
r

r

r

r

...

r

r

r

r

...

r r

r r

r r r

r

r r

d even, r = 2

�
�
�
�

�
�

�
�
�
�

�
�

0

1

2

s

d− 1 d d+ 1 d+ 2 t− s

6

-
r r r

rr

r

r

r

r

r

r

d odd, r = 2

�
�
�
�
�
�

�
�
�

t− s

0

1

2

s

d− 1 d d+ 1 d+ 2

6

-
r r r

r

r

r

r

r

...
d even, r = 3

�
�
�

0

1

2

s

d− 2 d− 1 d t− s

6

-
r

r

r

r

...

r r r

r

d odd, r = 3

�
�
�

t− s

0

1

2

s

d− 2 d− 1 d

6

-
r

r

r

r

...

r r r

r

r

r

r

r

r

r

r

...

r r

d even, r = 4

�
�
�
�

�
�

0

1

2

s

d− 3 d− 2 d− 1 d t− s

6

-
r r r

r

r r

r

r

r r

d odd, r = 4

�
�
�
�
�
�

t− s

0

1

2

s

d− 3 d− 2 d− 1 d

Figure 3.8: The Adams spectral sequence, the unoriented case.
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The idea is to look at the long exact sequence for the cofibration

MT (d)→MT (d+ r)→MT (d+ r, r)

in order to determine πd+r−1(MT (d)):

· · · → πd+r(MT (d+ r))
βr

−→ πd+r(MT (d+ r, r))
→ πd+r−1(MT (d)) → Ωd+r−1 → πd+r−1(MT (d+ r, r))

· · · · · · · · ·
→ πd+1(MT (d)) → Ωd+1 → πd+1(MT (d+ r, r))
→ πd(MT (d)) → Ωd → 0

(3.17)

The maps to the right of πd+r−1(MT (d)) are easily described by induction on
r. Thus the main problem is to determine the image of βr. For this, recall that we
have the map

πd+r(MT (d+ r))
βr

−→ πd+r(MT (d+ r, r))
Ψ−→ KRt−d(tHr). (3.18)

It follows from Theorem 1.35 and [3] that Ψ is an isomorphism for r = 1, 2 and a
surjection for r = 3. We saw in Corollary 2.23 that every element in πd(MT (d)) is
β(M) for some compact oriented d-manifold M , and Ψ ◦ βr computes the Atiyah–
Dupont invariant of this M .

For r = 1, consider the map MT (d) → MT (d + 1). There is a diagram with
exact rows

πd+1(MT (d+ 1, 1)) πd(MT (d))

β1

πd(MT (d+ 1)) 0

πd+1(MT (d+ 1, 1)) πd(MT (d, 1)) πd(MT (d+ 1, 2)) 0.

(3.19)

Here β1(M) = χ(M) by Theorem 1.32. From this, πd(MT (d)) can be computed.
This is done in e.g. [14] or [12]. We include the statements and proofs here for
completeness and later reference.

Proposition 3.37. Let d be even. There is a split short exact sequence

0→ Z→ πd(MT (d))→ Ωd → 0. (3.20)

A splitting πd(MT (d)) → Z is given by 1
2χ when d ≡ 2 mod 4 and 1

2(σ + χ) when
d ≡ 0 mod 4. Here σ is the signature.

Proof. If we fill in the known groups, (3.19) becomes

Z

∼=

πd(MT (d))

χ

Ωd 0

Z
·2

Z Z/2 0.

For d ≡ 2 mod 4, all manifolds have even Euler characteristic, see [30], Exercise 13.2.
Thus the image of χ is 2Z. By the diagram, 1

2χ defines a splitting of the upper row
in the diagram.
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For d ≡ 0 mod 4, χ is surjective. For instance, χ(Sd) = 2 and χ(CP 2n) = n+ 1.
Now,

σ : πd(MT (d))→ Ωd → Z

χ : πd(MT (d))→ πd(MT (d, 1)) ∼= Z

are both well-defined homomorphisms and they always have the same parity. There-
fore, 1

2(σ + χ) : πd(MT (d))→ Z is well-defined. This clearly defines a splitting.

Proposition 3.38. For d ≡ 3 mod 4, πd(MT (d)) ∼= Ωd. When d ≡ 1 mod 4, there
is a short exact sequence

0→ Z/2→ πd(MT (d))→ Ωd → 0 (3.21)

which is split by the real semi-characteristic χR.

Proof. The long exact sequence for the pair (MT (d),MT (d+ 1)) is

πd+1(MT (d+ 1))
χ−→ πd+1(MT (d+ 1, 1))→ πd(MT (d))→ Ωd → 0.

Here χ is surjective when d+1 ≡ 0 mod 4 and has image 2Z when d+1 ≡ 2 mod 4.
This yields the isomorphism and the short exact sequence. To see that the sequence
splits, consider the diagram

πd+1(MT (d+ 1, 1)) πd(MT (d)) πd(MT (d+ 1)) 0

πd+1(MT (d+ 1, 1)) πd(MT (d, 2)) πd(MT (d+ 1, 3)) 0.

With the known groups inserted, this becomes

Z

∼=

πd(MT (d))

β2

Ωd 0

Z Z/2 0 0.

Thus β2 defines a splitting. By (3.18) and [3], β2(M) = χR(M)

We now proceed to the higher homotopy groups πd+r(MT (d)).

Theorem 3.39. For d ≡ 0 mod 4, there is a split short exact sequence

0→ Z/2⊕ Z/2→ πd+1(MT (d))→ Ωd+1 → 0.

One of the Z/2 summands is χR, while the other one is the generator of the Z
in (3.20) composed with a Hopf map.

Proof. By Theorem 3.20, the sequence (3.17) is as follows:

· · · → πd+2(MT (d+ 2))
β2

−→ Z⊕ Z/2
→ πd+1(MT (d)) → Ωd+1 → Z
→ πd(MT (d)) → Ωd → 0
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This only requires d ≥ 4. It follows from Proposition 3.37 that

πd+1(MT (d))→ Ωd+1

is surjective.
By (3.18) and [3], β2(Md+2) = (χ(M), 0). Since d + 2 ≡ 2 mod 4, the Euler

characteristic is even, so the cokernel of β2 is Z/2⊕ Z/2, i.e. we get the short exact
sequence

0→ Z/2⊕ Z/2→ πd+1(MT (d))→ Ωd+1 → 0.

This means that the long exact sequence

· · · → πd+2(MT (d+ 1, 1))→ πd+1(MT (d))→ πd+1(MT (d+ 1))→ · · ·

becomes a short exact sequence

0→ Z/2→ πd+1(MT (d))→ Ωd+1 ⊕ Z/2→ 0. (3.22)

Together with the fact that πd+2(MT (d + 1, 1)) ∼= Z/2 is generated by the compo-
sition of the generator in πd+1(MT (d+ 1, 1)) ∼= Z with a Hopf map, this yields the
interpretation of the Z/2⊕ Z/2.

To see that (3.22) splits, consider the diagram with exact rows

πd+2(MT (d+ 1, 1)) πd+1(MT (d)) πd+1(MT (d+ 1))

πd+2(MT (d+ 1, 1)) πd+1(MT (d, 2)) πd+1(MT (d+ 1, 3)) .

Inserting the known groups, we get

Z/2

∼=

πd+1(MT (d)) πd+1(MT (d+ 1))

Z/2 Z/2⊕ Z/2⊕ Z/2 Z/2⊕ Z/2 .

The calculation of these homotopy groups only requires d ≥ 4. It follows from the
diagram that the upper sequence must split.

For d = 0, the theorem follows by direct computations.

Theorem 3.40. For d ≡ 1 mod 4, there is a split short exact sequence

0→ Z/2→ πd+1(MT (d))→ Ωd+1 → 0.

The Z/2 summand is the Z/2 from (3.21) composed with a Hopf map.

Proof. In this case, the sequence (3.17) becomes:

· · · → πd+2(MT (d+ 2))
β2

−→ Z/2
→ πd+1(MT (d)) → Ωd+1 → Z/2
→ πd(MT (d)) → Ωd → 0
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All manifolds of dimension d + 2 ≡ 3 mod 4 have two independent vector fields, so
β2(M) = 0 for all M . Together with (3.21), this yields a short exact sequence

0→ Z/2→ πd+1(MT (d))→ Ωd+1 → 0

for all d > 0. Since πd+2(MT (d+2, 2)) ∼= η ·πd+1(MT (d+2, 2)) where η is the Hopf
map, the interpretation of the Z/2 immediately follows.

To solve the extension problem, consider the diagram

πd+2(MT (d+ 1, 1)) πd+1(MT (d)) πd+1(MT (d+ 1))

∼=

πd+2(MT (d+ 1, 1)) πd+1(MT (d, 3)) πd+1(MT (d, 4)) .

For d > 6, the groups are

Z/2

∼=

πd+1(MT (d)) πd+1(MT (d+ 1)) Z

Z/2 Z/24⊕ Z/2 Z⊕ Z/24 Z.

The first map in the lower row must be the inclusion of a direct summand, and thus
the sequence splits.

For d = 1 and d = 5, Ω2 = Ω6 = 0 so the extension problem is trivial.

Theorem 3.41. For d ≡ 2 mod 4, πd+1(MT (d)) ∼= Ωd+1.

Proof. In this case, the exact sequence is:

. . . → πd+2(MT (d+ 2))
β2

−→ Z⊕ Z/2
→ πd+1(MT (d)) → Ωd+1 → Z
→ πd(MT (d)) → Ωd → 0

By (3.18) and [3],

β2(M) = (χ(M),
1

2
(χ(M) + σ(M))) ∈ Z⊕ Z/2

when d > 2. This is surjective because

(χ,
1

2
(χ+ σ)) : πd+2(MT (d+ 2))→ Z⊕ Z (3.23)

is surjective by Proposition 3.37 and the fact that σ : Ωd+2 → Z is surjective.
When d = 2, the claim follows by a direct computation.

Theorem 3.42. For d ≡ 3 mod 4, there is a short exact sequence

0→ πd+1(MT (d))→ Ωd+1 → Z/2→ 0.

The map Ωd → Z/2 is χ (or equivalently σ) mod 2.
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Proof. In this case, the exact sequence becomes:

· · · → πd+2(MT (d+ 2))
β2

−→ Z/2
→ πd+1(MT (d)) → Ωd+1 → Z/2
→ πd(MT (d)) → Ωd → 0

By (3.18) and [3], β2(M) = χR(M) so β2 is surjective. Thus we get a short exact
sequence

0→ πd+1(MT (d))→ Ωd+1 → Z/2→ 0.

The last map is the Euler characteristic mod 2 because the diagram

πd+1(MT (d)) πd+1(MT (d+ 1))
χ

πd+1(MT (d+ 1, 1)) ∼= Z

πd+1(MT (d+ 2)) πd+1(MT (d+ 2, 2)) ∼= Z/2

commutes.

Next we consider the groups πd+2(MT (d)). Again the main problem is to deter-
mine the map β3 in (3.17).

Theorem 3.43. For d ≡ 0 mod 4 and d ≥ 4, there is a short exact sequence

0→ Z/2⊕ Z/2⊕ Z/2→ πd+2(MT (d))→ Ωd+2 → 0.

Proof. The sequence (3.17) together with Theorem 3.39 yields

πd+3(MT (d+ 3))
β3

−→ πd+3(MT (d+ 3, 3))→ πd+2(MT (d))→ Ωd+2 → 0.

Since all manifolds of dimension d+3 allow three vector fields, β3 vanishes on all of
πd+3(MT (d+ 3)). Thus the result follows from Theorem 3.21.

Theorem 3.44. For d ≡ 1 mod 4 and d ≥ 5, there is a short exact sequence

0→ Z/2→ πd+2(MT (d))→ Ωd+2 → 0.

Proof. In this case, πd+3(MT (d+ 3), 3) ∼= Z⊕ Z/4⊕ Z/2. The composition

πd+3(MT (d+ 3))
β3

−→ πd+3(MT (d+ 3, 3))
Ψ−→ KR(P2) ∼= Z⊕ Z/4

is surjective since (3.23) is surjective. Thus the cokernel of β3 can be at most Z/2.

In the Adams spectral sequence, E0,d+3
2 (MT (d+ 3, 3)) ∼= Z/2⊕ Z/2. The gene-

rators are represented by the fact that wd+3 and w2wd+1 are not decomposable over
A2 in H∗(MT (d+ 3, 3);Z/2).

For d+ 1 ≡ 2 mod 8, there is a relation

w2wd+1 + wd+3 = Sq4(wd−1) + Sq1(w2wd),
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while for d+ 1 ≡ 6 mod 8,

w2wd+1 = Sq4(wd−1) + Sq1(w2wd)

in H∗(MT (d + 3)). Thus the map E0,d+3
2 (MT (d + 3)) → E0,d+3

2 (MT (d + 3, 3)) is
not surjective. Since there are no differentials in either of the spectral sequences in
the relevant range, the map on E0,d+3

∞ is also not surjective. The element not hit
cannot come from an element of πd+3(MT (d + 3)) of higher filtration, so the map
πd+3(MT (d + 3)) → πd+3(MT (d + 3, 3)) cannot be surjective. Hence the cokernel
of β3 must be Z/2.

Theorem 3.45. For all d ≡ 2 mod 4, there is a short exact sequence

0→ πd+2(MT (d))→ Ωd+2
σ−→ Z/4→ 0

where σ is the signature.

Proof. In this case, πd+3(MT (d + 3, 3)) ∼= Z/2 ⊕ Z/2. The generators come from
the fact that w2wd+1 and wd+2 are indecomposable in H∗(MT (d + 3, 3);Z/2) and
Sq2(wd+2) = 0. These are also indecomposable in H∗(MT (d + 3);Z/2) as one can
see by computing

ξ5ξ
d−2
4

4 (w2wd+1) = 1

ξ
d+2
4

4 (wd+2) = 1.

Here ξi is the unique A2-homomorphism ξi : H
i(MTSO;Z/2) → Z/2 for i = 4, 5.

The products are induced by the direct sum map BSO ×BSO → BSO.
This means that we get a surjection on E2-terms of Adams spectral sequences

that both collapse in the relevant range. Hence β3 must be surjective. The existence
of the short exact sequence then follows from previous results.

By the results of [3], a manifold must satisfy σ ≡ 0 mod 4 if it has two indepen-
dent vector fields. Since the image of πd+2(MT (d))→ Ωd+2 is the set of cobordism
classes containing manifolds with two independent vector fields, this lies in the ker-
nel of σ : Ωd+2 → Z/4. By the short exact sequence, the kernel can be no larger,
and the last claim follows.

Theorem 3.46. For d ≡ 3 mod 4 and d ≥ 7, there is a short exact sequence

0→ Z/2⊕ Z/2→ πd+2(MT (d))→ Ωd+2 → 0.

Proof. Now πd+3(MT (d+ 3, 3)) ∼= Z⊕ Z/2⊕ Z/2. Note that β3 factors as

πd+3(MT (d+ 3))
β5

−→ πd+3(MT (d+ 3, 5))→ πd+3(MT (d+ 3, 3)).

By Theorem 3.22, πd+3(MT (d + 3, 5)) ∼= Z/2 ⊕ Z. The Adams spectral sequences
show that the Z/2 summand is in the image of πd+3(MT (d, 2)), so it is mapped to 0
in πd+3(MT (d+3, 3)). From the spectral sequences, one also sees that the generator
of the Z summand is mapped surjectively onto the generator of the Z summand in
π∗(MT (d+ 3, 3)). This yields the short exact sequence claimed.
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Finally we consider the groups πd+3(MT (d)). Using similar techniques we obtain
the following results:

Theorem 3.47. For d ≡ 0 mod 4 and d ≥ 8, there is a short exact sequence

0→ Z/24→ πd+3(MT (d))→ Ωd+3 → 0.

Proof. A very careful study of the the spectral sequences for the cofibration

MT (d, 1)→MT (d+ 4, 5)→MT (d+ 4, 4)

shows that the image of β4 is a subgroup of πd+4(MT (d+ 4, 4)) ∼= Z⊕ Z/48⊕ Z/4
isomorphic to Z⊕ Z/8 with cokernel Z/24.

Theorem 3.48. For d ≡ 1 mod 4 and d ≥ 5, there is a short exact sequence

0→ πd+3(MT (d))→ Ωd+3
σ−→ Z/8→ 0.

Proof. Comparing the Adams spectral sequences, one finds that β4 is surjective and
that the image of Ωd+3 → Z/8 ⊕ Z/2 contains an element of order eight. The
identification of the map Ωd+3 −→ Z/8 again follows from [3] where it is shown that
a manifold with three independent vector fields must have σ ≡ 0 mod 8.

For an oriented d-dimensional manifold M and w ∈ Hd(M ;Z/2) a product
of Stiefel–Whitney classes for TM , the Stiefel–Whitney number w[M ] is given by
evaluating w on the fundamental class.

Theorem 3.49. For d ≡ 2 mod 4 and d ≥ 6, there is a short exact sequence

0→ Z/24→ πd+3(MT (d))→ Ωd+3 → Z/2→ 0.

The last map is the Stiefel–Whitney number w2wd+1[M ].

Proof. This sequence πd+4(MT (d, 1))→ πd+4(MT (d+4, 5))→ πd+4(MT (d+4, 4))
becomes

· · · → Z⊕ Z/2→ Z⊕ Z/2→ Z⊕ Z/24→ · · · .
The Adams spectral sequences show that the first two Z/2 and the last two Z
summands map isomorphically to each other, so the Z/24 summand is not hit, thus
it is not hit by β4 either. The Z summand is hit by β4 because it maps onto
2Z ∈ πd+4(MT (d+ 4, 1)) ∼= Z. This yields the short exact sequence.

Theorem 3.50. For d ≡ 3 mod 4 and d ≥ 7, there is a short exact sequence

0→ Z/2⊕ Z/2→ πd+3(MT (d))→ Ωd+3 → 0.

Proof. Look at the exact sequence for the cofibration

MT (d+ 1, 1)→MT (d+ 4, 4)→MT (d+ 4, 3).

Filling in the known groups, we see that πd+4(MT (d+4, 4))→ πd+4(MT (d+4, 3))
is injective, so since β3 : πd+4(MT (d + 4)) → πd+4(MT (d + 4, 3)) is zero, β4 must
also be zero.
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In the above computations, we found descriptions of the invariants β4(M) which
we summarize in the next theorem.

Theorem 3.51. The following table displays the image Imβ4 of

β4 : πd(MT (d))→ πd(MT (d, 4))

and the interpretation of β4:

d mod 4 Imβ4 β4

0 Z⊕ Z/8 χ⊕ 1
2(χ+ σ)

1 Z/2⊕ Z/2 χ2 ⊕ χR

2 Z χ
3 0 0

In particular, β4(M) is the top obstruction to 4, 5 and 6 vector fields when d is even.

Proof. The groups Imβ4 were determined in the proofs above. For d ≡ 0 mod 4,
we still need to identify β4(M). We saw that the image of β4 was Z ⊕ Z/8. On
the other hand, χ⊕ 1

2(χ+ σ) : πd(MT (d))→ Z⊕ Z/8 vanishes for a manifold that
allows four vector fields because of a theorem due to Mayer and Frank, see e.g. [3],
Corollary 6.6. Hence the kernel of β4 is contained in the kernel of 1

2(χ + σ) by
Corollary 2.26. Thus there is a factorization

χ⊕ 1

2
(χ+ σ) : πd(MT (d))→ Im(β4)→ Z⊕ Z/8.

The composition is surjective, so the last map is forced to be an isomorphism.
For d ≡ 1 mod 4, it follows from the spectral sequences that

β4(M) = w2wd−2[M ]⊕ χR(M).

By [29]
w2wd−2[M ] = χ2(M) + χR(M).

For the last statement, it follows from the proof of Theorem 3.23 that

πd−1(Vd,r)→ πd(MT (d, 4))

is injective for r = 4, 5, 6 and d even. It maps the index Ind(s) to β4(M) by
construction.

Remark 3.52. For d ≡ 0 mod 4, the Atiyah–Dupont invariant is

χ⊕ 1

2
(χ± σ) ∈ Z⊕ Z/4.

Hence our invariant carries strictly more information in this case.





Chapter 4

A Spectral Sequence Converging

to the Homotopy Groups

We begin this chapter by setting up a spectral sequence converging to π∗(MT (d, r)).
This sequence does not immediately give any new information about the homotopy
groups, but the calculations in Chapter 3 provide some information about the dif-
ferentials in the spectral sequence.

In order to make things easier to work with, we stabilize the spectra by the
periodicity map. These stable spectra form an inverse system. The remainder of
the thesis is devoted to the study of the inverse limit.

The necessary background on direct and inverse limits of groups and spectra
is given in Section 4.2. In Section 4.3 we recall a classical inverse limit spectrum
studied by Lin in [26]. We give a more convenient construction of his spectrum in
Section 4.4, and in Section 4.5, this definition is generalized to an inverse limit of
the spectra MT (d, r). In Section 4.6 we show how this generalizes Lin’s theorem
to all vector bundles over a compact space. Finally, in Section 4.7, we construct a
stable version of the spectral sequence we began with and show that it converges
to the homotopy groups of the inverse limit spectrum. In the last Section 4.8, we
attempt to relate the constructions back to the vector field problem.

Throughout this chapter, all constructions and results hold for both the unori-
ented, oriented, and spin spectra, unless otherwise specified. The spectra will just
be denoted by MT and B(d) denotes the corresponding classifying space filtered by
the Grassmannians G(d, n).

4.1 The Spectral Sequence

Consider the map MT (d− r)→MT (d). This is filtered as the composition

MT (d− r)→MT (d− r + 1)→ · · · →MT (d− 1)→MT (d). (4.1)

Each map fits into a cofibration sequence

MT (d− r + k)→MT (d− r + k + 1)→MT (d− r + k + 1, 1).

83
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The corresponding long exact sequences of homotopy groups form a spectral se-
quence with

E1
s,t = πd−s+t(MT (d− s, 1))

for 0 ≤ s < r and E1
s,t = 0 otherwise. The differentials are

dk : Ek
s,t → Ek

s+k,t+k−1.

There is a filtration

MT (d− r, 0)→MT (d− r + 1, 1)→ · · · →MT (d− 1, r − 1)→MT (d, r) (4.2)

defining a spectral sequence with the same E1-term. The obvious map from (4.1)
to (4.2) induces an isomorphism on E1 and thus an isomorphism of spectral se-
quences.

Proposition 4.1. This spectral sequence converges to πd+t−s(MT (d, r)) filtered by
the subgroups

Fs,t = Im(πd+t−s(MT (d− s, r − s))→ πd+t−s(MT (d, r)))

such that E∞
s,t = Fs,t/Fs+1,t+1.

Proof. Using the construction (4.2), the result follows from standard convergence
theorems, since π∗(MT (d− r, 0)) = 0, see e.g. [19], Proposition 1.2.

The first differential d1 : E1
s,t → E1

s+1,t in this spectral sequence is induced by
the composite map

τ :MT (d− s, 1) ∂−→ ΣMT (d− s− 1)→ ΣMT (d− s− 1, 1).

This is the boundary map in the cofibration sequence

MT (d− s, 2)→MT (d− s, 1) τ−→ ΣMT (d− s− 1, 1). (4.3)

It turns out that this is a familiar map:

Proposition 4.2. The map τ : MT (d, 1) → ΣMT (d − 1, 1) is the Becker–Gottlieb
transfer associated to the fibration

Sd−1 → SUd
p−→ B(d).

Proof. Recall how the Becker–Gottlieb transfer

Σn+dG(d, n)→ Σn+dSUd,n

is defined. We may think of SUd,n as a subset of Ud,n. This extends to an embedding
of the normal bundle R× SUd,n → Ud,n in the obvious way. A point (t, v ∈ V ) with
V ∈ G(d, n) is mapped to etv ∈ V . Hence there is a Thom map

γ1 : Th(Ud,n)→ Th(R× SUd,n → SUd,n) (4.4)
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given by collapsing G(d, n). Let γ2 : R × SUd,n → p∗Ud,n be the inclusion of a
subbundle over SUd,n that takes a point (t, v ∈ V ) to tv in the fiber over v ∈ V .
The transfer is then defined to be the composition

Th(U⊥
d,n ⊕ Ud,n)

γ1⊕i−−−→ Th(R⊕ p∗U⊥
d,n)

γ2⊕1−−−→ Th(p∗U⊥
d,n ⊕ p∗Ud,n)

where i is the natural inclusion of fibers.

Now,

MT (d, 1)n ∼= Th(U⊥
d,n → BUd,n)/Th(U

⊥
d,n → SUd,n).

The map ∂ : MT (d, 1)n → ΣMT (d − 1)n−1 is given by collapsing the subset
Th(U⊥

d,n → G(d, n)) over the zero section G(d, n) → BUd,n. This is exactly what
the map γ1 ⊕ i does.

Since τ factors as

MT (d, 1)
∂−→ ΣMT (d− 1)

q−→ ΣMT (d− 1, 1),

we just need to see that γ2 ⊕ 1 is homotopic to q. But q can be thought of as the
inclusion Th(R⊕U⊥

d−1,n)→ Th(R⊕U⊥
d−1,n⊕Ud−1,n), while γ2⊕ 1 was the inclusion

Th(R⊕ p∗U⊥
d,n)→ Th(p∗(U⊥

d,n⊕Ud,n)). The result now follows by commutativity of
the diagram

Th(R⊕ U⊥
d−1,n)

q
Th(R⊕ U⊥

d−1,n ⊕ Ud−1,n)

Th(R⊕ p∗U⊥
d,n)

γ2⊕1
Th(p∗(U⊥

d,n ⊕ Ud,n))

where the vertical maps are the homotopy equivalences of spectra induced by the
inclusion G(d− 1, n)→ SUd,n.

Corollary 4.3. The composition

Σ∞S0 → Σ∞BSO(d)+ → Σ∞BSO(d− 1)+ → Σ∞S0

has degree χ(Sd), which is 2 for d even and 0 for d odd. Thus on the π∗(S
0)

summands of E1, d1 is multiplication by χ(Sd).

Proof. This follows from [4], Property (3.2) and (3.4).

Corollary 4.4. The Becker–Gottlieb transfer

τ∗ : π∗(Σ
∞BSO(d)+))→ π∗(Σ

∞BSO(d− 1)+)

depends only on d mod 2 in dimensions ∗ < d− 1.

Proof. We are going to show in Corollary 4.23 below that the periodicity map
Σ2MT (d, 2) → MT (d + 2, 2) induces an isomorphism of the long exact sequences
for the cofibrations (4.3).
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6

-
Z Z Z Z Z Z

Z/2 Z/2 Z/2 Z/2 Z/2 Z/2

(Z/2)2 (Z/2)2 (Z/2)2 (Z/2)2 (Z/2)2 (Z/2)2

Z/24 Z/24 Z/24 Z/24 Z/24 Z/24

Z⊕ Z/2 Z⊕ Z/2 Z⊕ Z/2 Z⊕ Z/2 Z⊕ Z/2 Z⊕ Z/2

0

1

2

3

t

4k + 3 4k + 2 4k + 1 4k 4k − 1 4k − 2 d− s

-

-

-

-

-

-

������1
������1
������1

������1
������1

������1

Figure 4.1: The first differentials in the spectral sequence.

The computations of the groups πq(MTSO(d, r)) from Chapter 3 allow us to
determine all differentials in the spectral sequence for MTSO(d, r) that enter the
first four rows, at least in the stable area t − s < d − 2r. This is displayed in Fi-
gure 4.1. An arrow indicates a non-zero differential. The horizontal differentials are
multiplication by 2 according to Corollary 4.3. The picture is repeated horizontally
with a period of 4.

There is a similar filtration of Stiefel manifolds

Vd−r,0 → Vd−r+1,1 → · · · → Vd−1,r−1 → Vd,r.

The long exact sequences for the fibrations Vd−k,r−k → Vd−k+1,r−k+1 → Sd−k define
a spectral sequence with E1

s,t
∼= πd−s+t(S

d−s). When d is large compared to r, all
homotopy groups involved are stable for low values of t and it is possible to determine
the differentials from the known stable homotopy groups. The result is shown in
Figure 4.2.

The map fθ takes the E1 term of this spectral sequence to a direct summand in
the spectral sequence for MT (d, r). Note that there are differentials in the spectral
sequence for MT (d, r) entering the S0 summands but not coming from the spectral
sequence for Vd,r, as expected from the non-injectivity of θ.

From Figure 4.1 it is tempting to extend the spectral sequence in all directions
by periodicity. This was the original motivation for the rest of this chapter.

4.2 Background on Direct and Inverse Limits

The purpose of this chapter is mainly to introduce notation and to list some facts
about direct and inverse limits for later reference.
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Figure 4.2: The spectral sequence for Vd,r.

We first consider inverse limits of groups. Throughout this chapter, a 2-group
will mean an abelian torsion group in which every element has order some power
of 2. A 2-profinite group will mean an inverse limit of finite 2-groups. An inverse
limit lim←−n

Gn of finite groups is topologized by declaring Gn discrete and giving it
the coarsest topology making all maps lim←−n

Gn → Gn continuous.
In general, the inverse limit functor is not exact. It takes an inverse system of

short exact sequences 0→ An → Bn → Cn → 0 to an exact sequence

0→ lim←−n
An → lim←−n

Bn → lim←−n
Cn → lim←−

1
n
An → lim←−

1
n
Bn → lim←−

1
n
Cn → 0.

A convenient criterion for the vanishing of lim←−
1
n
Gn is the Mittag–Leffler condition,

see [42], Chapter 7. This applies for instance if infinitely many of the Gn are finite.
It follows that the inverse limit functor is exact on systems of 2-profinite groups with
continuous maps between them.

Let
X1 → · · · → Xn

fn−→ Xn+1 → · · ·
be a direct system of spectra. Then the direct limit lim−→n

Xn is defined to be the
cofiber of the map ∨

n

Xn

∨
n(1−fn)−−−−−−→

∨

n

Xn.

This ensures that for any spectrum Y there is an exact sequence

· · · → [Y,
∨

n

Xn]
∨
(1−fn)−−−−−→ [Y,

∨

n

Xn]→ [Y, lim−→
n

Xn]→ · · · .

Since [Y,
∨

nXn] ∼=
⊕

n[Y,Xn], this sequence is actually short exact with

[Y, lim−→
n

Xn] ∼= lim−→
n

[Y,Xn].
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Similarly, the exact sequence

· · · ←− [
∨

n

Xn, Y ]
∨
(1−fn)←−−−−− [

∨

n

Xn, Y ]←− [lim−→
n

Xn, Y ]←− · · ·

yields a short exact sequence

0→ lim←−
1
n
[ΣXn, Y ]→ [lim−→n

Xn, Y ]→ lim←−n
[Xn, Y ]→ 0. (4.5)

Given an inverse system of spectra,

· · · → Xn → Xn−1 → · · · → X1,

there is a functorial construction of the product
∏

nXn with the property that
[Y,

∏
nXn] ∼=

∏
n[Y,Xn]. If Xn,N denotes the Nth space of Xn, then

∏
nXn may be

defined as the spectrum with mth space

∏

n

lim−→
N

ΩN−mXn,N .

To define an inverse limit spectrum, consider the map

∏

n

Xn
1−

∏
fn−−−−−→

∏

n

Xn.

If C denotes the cofiber of this map, the inverse limit is defined to be Σ−1C. For
any spectrum Y , this ensures that there is an exact sequence

0→ lim←−
1
n
[ΣY,Xn]→ [Y, lim←−n

Xn]→ lim←−n
[Y,Xn]→ 0. (4.6)

Note that the constructions above only define homotopy limits and colimits in the
sense that the properties one would want from a limit or colimit only hold up to
homotopy.

Recall that for a group G, the 2-completion is given by G∧
2 = lim←−n

G/2nG.
Similarly, there is a functorial construction of the 2-completion of a spectrum X, see
e.g. [17] or [7] for the definition and basic properties. This is a spectrum X∧

2 with a
map f : X → X∧

2 . We will need the following facts:

(i) If π∗(X) is finitely generated, then π∗(X
∧
2 )
∼= π∗(X)∧2 and f induces the obvi-

ous map π∗(X)→ π∗(X)∧2 .

(ii) If π∗(X) is 2-profinite in all dimensions ∗ < d, then π∗(X
∧
2 )
∼= π∗(X) for ∗ < d.

See [7], Proposition 2.5. We will also need the fact that 2-completion is exact with
respect to sequences of finitely generated groups, see e.g. [13].
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4.3 Inverse Limits of Stunted Projective Spaces

Let Pd,r denote the stunted projective space RP d−1/RP d−r−1. James constructed
homeomorphisms ΣarPd,r → Pd+ar,r using Clifford multiplication, see e.g. [24]. This
makes the suspension spectra Σ∞Pd,r well-defined even for d < 0 and r ≥ d by
interpreting ΣkarPd,r as Pd+kar,r for k sufficiently large.

The natural maps Pd+kar,r+1 → Pd+kar,r define an inverse system of spectra

· · · → Σ∞Pd,r+1 → Σ∞Pd,r → · · · → Σ∞Pd,1.

Recall that H∗(RP d−1;Z/2) ∼= Z/2[t]/(td), i.e. the truncated polynomial algebra on
the generator t. On Z/2 cohomology, the inverse system of spectra induces a direct
system

Z/2{td−r, . . . , td−1} → Z/2{td−r−1, . . . , td−1} → · · · .

Here Z/2{x1, . . . , xk} denotes the graded Z/2-vector space with basis elements xi in
dimension i. The direct limit of these cohomology groups is Z/2{tl, l < d}, i.e. the
Laurent polynomials in the variable t of degree at most d− 1.

There are maps Skar−1 → ΣkarPd,r commuting with the maps in the inverse
system. Hence there is a map of spectra ϕ0 : S−1 → lim←−r

Σ∞Pd,r. Observing that
the induced map on cohomology

ϕ∗
0 : Z/2{tl, l < d} → Σ−1Z/2

induces an isomorphism on Exts,tA in degrees t− s < d and a surjection for t− s = d,
Lin managed to prove the following conjecture by Mahowald in [26]:

Theorem 4.5.

(i) lim←−r
πq(Σ

∞Pd,r) = 0 when q < −1 and q < d− 1.

(ii) For 0 < d,

lim←−
r

π−1(Σ
∞Pd,r) ∼= Z∧

2

as topological groups where Z∧
2 = lim←−r

Z/2r denotes the 2-adic integers. The
inclusion

ϕ0∗ : Z = π−1(S
−1)→ lim←−

r

π−1(Σ
∞Pd,r)

is non-zero mod 2.

(iii) When q > −1 and d > 0, the map induced by ϕ0

ϕ0∗ : πq(S
−1)∧2 → lim←−

r

πq(Σ
∞Pd,r)

is an isomorphism when q − 2 < d and surjective when q = d− 2.
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4.4 An Alternative Construction of Lin’s Spectrum

In this section we construct a version of the inverse limit spectrum from the previous
section using Stiefel manifolds and the periodicity maps from Section 3.4.

Recall that we defined maps

f0 : Σ
arΣVd,r → ΣVd+ar,r

and showed that these were (2(d − r) + ar + 1)-equivalences. They form a direct
system of spectra

Σ∞ΣVd,r → Σ∞−arΣVd+ar,r → Σ∞−2arΣVd+2ar ,r → · · · .

We may take the direct limit of these spectra in the sense of Section 4.2. The
resulting spectrum is denoted Vd,r and satisfies

πq(Vd,r) ∼= lim−→
k

πsq+kar
(ΣVd+kar,r).

Note that this is defined even when d is negative or r > d just by starting the direct
sequence at Σ∞−karΣVd+kar,r for some large k.

By [23] there is 2(d− r)-equivalence Pd,r → Vd,r.

Theorem 4.6. The composite map

Σ∞ΣPd,r → Σ∞ΣVd,r → Vd,r

is a homotopy equivalence if 2r < d. More generally, Vd,r is homotopy equivalent to
Σ∞ΣPd,r for all d and r.

Proof. Let 2r < d. The map Pd,r → Vd,r is 2(d − r)-connected. Thus it induces
an isomorphism on homology in dimensions less than 2(d − r) > d. The map
ΣkarΣVd,r → ΣVd+kar,r is (2(d− r + 1) + kar)-connected. Thus the composite map

ΣkarΣPd,r → ΣkarΣVd,r → ΣVd+kar,r (4.7)

induces an isomorphism on homology in dimensions up to d+ kar. Both ΣkarΣPd,r

and ΣVd+kar,r have homology zero in dimensions between d+kar and 2(d−r+kar),
since they have no cells in these dimensions, see e.g. [18], Chapter 3.D. Thus (4.7)
is (2(d− r) + kar)-connected. Letting k tend to infinity, we get an isomorphism

πs∗(ΣPd,r)→ lim−→
r

πs∗+kar
(ΣVd+kar,r) = π∗(Vd,r).

Thus the map inducing it must be a homotopy equivalence.

For general d and r, the above argument shows that the composite map

Σ∞+1Pd,r
∼= Σ∞−karΣPd+kar,r → Σ∞−karΣVd+kar,r → Vd,r

is a homotopy equivalence some k sufficiently large.
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The following diagram of Stiefel manifolds

Vd,r+1 Vd,r

Vd+1,r+1 Vd+1,r

(4.8)

commutes. We want to see that this induces a well-defined commutative diagram
on direct limits

Vd,r+1 Vd,r

Vd+1,r+1 Vd+1,r.

(4.9)

So far, we have made no assumptions on the actual choice of Clifford multiplication
in the construction of the periodicity maps. This becomes important if we want to
make the diagram strictly commutative.

Lemma 4.7. Let µ : Rr+1×Rar+1 → Rar+1 be an orthogonal Clifford multiplication
and define Vd,r = lim−→k

Σ∞−kar+1ΣVd+kar+1,r using the periodicity maps defined by
the restriction of µ to Rr × Rar+1. Then the diagram (4.9) is well-defined and
commutative.

Proof. It is easy to see from the formulas that the diagrams

ΣarΣVd,r ΣVd+ar,r Σar+1ΣVd,r+1 ΣVd+ar+1,r+1

ΣarΣVd+1,r ΣVd+1+ar ,r Σar+1ΣVd,r ΣVd+ar+1,r

commute. Here the vertical maps in the first diagram come from the inclusion
Rd ⊕Rar ⊆ Rd ⊕R⊕Rar and in the second diagram they come from forgetting the
last vector. Hence the maps Vd,r → Vd+1,r and Vd,r+1 → Vd,r are well-defined.

Commutativity of (4.9) now follows because the diagram

Vd+kar+1,r+1 Vd+kar+1,r

Vd+1+kar+1,r+1 Vd+1+kar+1,r

commutes for all k.

Lemma 4.8. For each d, there is an inverse system of spectra

· · · → Vd,r+1 → Vd,r. (4.10)

The inclusions Vd,r → Vd+1,r define a map of inverse systems.
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Proof. For each r, choose once and for all an orthogonal Clifford representation
Clr−1 × Rkar → Rkar . Here k = 1 except when 4|r. In this case (i.e. when irredu-
cible representations are not unique) k = 2 and we choose the representation to be
the restriction of the chosen map Clr × Rar+1 → Rar+1 .

In general, the Clr-action on Rar+1 may not restrict to an orthogonal sum of the
chosen Clr−1 representations. However, it does up to conjugation by an isomorphism
A : Rar+1 → Rar+1 , which we may assume to be orientation preserving. Let Vd,r be
defined by the chosen Clr−1 representation and V ′d,r by the restricted Clr-action.

It is easy to see that a double application of a periodicity map

ΣarΣarVd+lar+1,r → Vd+(l+2)ar+1,r

corresponding to two Clifford representation is equal to the one periodicity map
defined by the direct sum of two of these representations. Hence we can assume
that the chosen Clr−1 and Clr representations have the same dimension.

Choose a path At from A to the identity. Then for each t and x ∈ Sar+1−1, the
vectors

A−1
t e0Atx, . . . , A

−1
t er−1Atx

are linearly indepedent. Apply Gram–Schmidt to make them orthonormal. This
defines a homotopy of sections

(Bar+1 , Sar+1)× I → (War+1,r, Var+1,r).

Apply this to the periodicity maps Σkar+1Vd+lar+1,r → Vd+(l+k)ar+1,r defined by the
respective multiplications. This defines a homotopy equivalence V ′d,r → Vd,r. It is
clear that this commutes with the inclusion in Vd+1,r.

The conclusion is that there is a well-defined map

Vd,r+1 → V ′d,r → Vd,r
and this commutes with the inclusions Vd,r → Vd+1,r.

Definition 4.9.

V̂d = lim←−
r

Vd,r

V̂ = lim−→
d

V̂d.

One could even define V̂d for any d ∈ Z∧
2 = lim←−r

Z/ar, but we shall not consider
this.

For d ≥ 0, Clifford multiplication defines a map ϕ0 : S
kar−1 → Vd+kar,r by

ϕ0(x) = (e0x, . . . , er−1x) ∈ 0⊕ Rkar ⊆ Rd+kar .

This yields a map of spectra ϕ0 : S
0 → Vd,r for each d and r such that

Vd,r+1 Vd+1,r+1

S0

ϕ0

ϕ0

ϕ0

Vd+1,r
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commutes. Thus there are maps

ϕ̂0 : S
0 → V̂d

ϕ̂0 : S
0 → V̂ .

The inverse system (4.10) satisfies the following version of Lin’s theorem:

Theorem 4.10.

(i) lim←−r
πq(Vd,r) = 0 when q < 0 and q < d.

(ii) For 0 < d− 1, lim←−r
π0(Vd,r) ∼= Z∧

2 as topological groups. The inclusion

ϕ̂0∗ : Z = π0(S
0)→ lim←−

r

π0(Vd,r)

is non-zero mod 2.

(iii) When q > 0 and d > 0, the map induced by ϕ̂0

ϕ̂0∗ : πq(S
0)∧2 → lim←−

r

πq(Vd,r)

is an isomorphism when q < d− 1 and surjective when q = d− 1.

Proof. In [26] Lin considers the inverse system

· · · → Σ∞Pd,r → Σ∞Pd,r−1 → · · · → Σ∞Pd,1.

Since Vd,r is equivalent to Σ∞Pd,r, we are also considering such an inverse system
of spectra, but we have not been able to construct an explicit map between these
two inverse systems. However, the proof of Lin’s theorem only rely on the induced
maps on Z/2 cohomology and the fact that each spectrum in the inverse system has
an S-dual, so the arguments apply to our situation as well.

To see that ϕ0∗ is as claimed, we need ϕ∗
0 : lim−→r

H0(Vd,r;Z/2)→ H0(S0;Z/2) to
be non-zero. But ϕ0 factors as

Skar−1 → Vkar,r → Vd+kar,r.

The composition Skar−1 → Vkar,r → Skar−1 is the identity. Thus the first map is an
isomorphism on Hkar−1. So is the second map if r > d.

Alternatively, one could prove the theorem by referring to [28], Proposition 2.2.

Remark 4.11. Actually, since the composition

ϕ̂0∗ : πq(S
0)∧2 → lim←−

r

πq(Vd,r)→ lim←−
r

πq(Vd+1,r)

is injective, the first map is an isomorphism for q < d.
For d− r and p odd, Hq(ΣVd,r;Z/p) = 0 for q < d or q = d odd, see Section 3.3.

Thus πsq(Vd,r) must be a finite 2-group. Since πq(Vd,r) ∼= πsq+kar
(Vd+kar,r) for some

even kar, we conclude that πq(Vd,r) is a finite 2-group for d− r odd.
It follows that lim←−

1
r
πq(Vd,r) = 0 by the Mittag–Leffler condition, so by (4.6),

πq(V̂d) ∼= lim←−r
πq(Vd,r) for q < d−1. Furthermore, by Section 4.2, πq(V̂d) ∼= πq((V̂d)

∧
2 )

for q < d.
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4.5 Stabilization of the Spectra MT (d, r)

In this section, we shall generalize the construction of the direct and inverse limit
spectra in the previous section to the spectra MT (d, r) and, even more generally, to
any vector bundle over a compact CW complex.

Recall that we defined the periodicity map

ΣarMT (d, r)→MT (d+ ar, r).

As before, this allows us to define define the direct limit

MT (d, r) = lim−→
k

Σ−karMT (d+ kar, r).

Moreover, the construction is a fiberwise application of the periodicity map for
the Stiefel manifolds. Thus the commutative diagram (4.9) yields a well-defined
commutative diagram

MT (d, r + 1) MT (d, r)

MT (d+ 1, r + 1) MT (d+ 1, r).

Here the vertical maps use the inclusion G(d+ kar, n)→ G(d+ 1 + kar, n) coming
from Rd ⊕ Rkar ⊆ Rd ⊕ R⊕ Rkar . Again we may define:

Definition 4.12.

M̂T (d) = lim←−
r

MT (d, r)

M̂T = lim−→
d

M̂T (d).

The maps fθ : Σ∞ΣVd,r → MT (d, r) induce maps Vd,r → MT (d, r) and thus

also maps θ̂ : V̂d → M̂T (d) and θ̂ : V̂ → M̂T .

There is a map ϕ̂ :MT (d)→ M̂T (d) defined in such a way that the diagram

S0 ϕ̂0
V̂d

MT (d)
ϕ̂

M̂T (d)

(4.11)

commutes. The map S0 →MT (d) is the inclusion of a fiber in the Thom space.
The map ϕ̂ is defined as follows. First we define ϕ : MT (d)→MT (d, r). That

is, we need to define ΣkarMT (d)→MT (d+ kar, r). Recall that Σ
karMT (d) is the

quotient of the pair
(Bkar , Skar−1)× (BU⊥

d,n, SU
⊥
d,n).

If p :Wr(Ud+kar,n)→ G(d+ kar, n), we can think of MT (d+ kar, r) as the quotient
of

(p∗BU⊥
d+kar,n

, p∗SU⊥
d+kar,n

∪ (p∗BU⊥
d+kar,n

)|Vr(Ud+kar,n)
).
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Let (x, v, P ) ∈ Bkar × BU⊥
d,n where x ∈ Bkar , P ∈ G(d, n), and v ∈ P⊥. This

should be mapped to (e0x, . . . , er−1x, v, P ⊕Rkar) where P ⊕Rkar ∈ G(d+ kar, n),
(e0x, . . . , er−1x) is a frame in 0⊕ Rkar ⊆ P ⊕ Rkar and v ∈ (P ⊕ Rkar)⊥. It is easy
to see that this map commutes with all the relevant maps in the limit systems and
thus defines the desired map ϕ̂.

Theorem 4.13. The map

θ̂ : πq(V̂d)→ πq(M̂TSO(d))

is zero for q < d and q 6= 0.

Proof. The map πq(S
0) → πq(MTSO(d)) is zero in the relevant dimensions, be-

ing the inclusion of framed cobordism into the oriented cobordism group. So since
πq(S

0) → πq(V̂d) is surjective in these dimensions, the claim follows from the dia-
gram (4.11).

Even more generally, there is a similar construction for any vector bundle E → X
over a compact CW complex X. Let f : X → BO be a classifying map. For some
large k and n, f(X) ⊆ G(d + kar, n) and then E ⊕ Rm ∼= f∗(Ud+kar,n) for an
appropriate m. Let Nn

Wr
, Nn

Vr
be the pullbacks of the bundle N = f∗U⊥

d+kar,n
→ X

to the spaces
Wr(E ⊕ Rm), Vr(E ⊕ Rm),

respectively. Let f∗MT (d+ kar, r) be the spectrum with nth space

f∗MT (d+ kar, r)n = Th(Nn
Wr

)/Th(Nn
Vr
).

The periodicity map ΣarMT (d+kar, r)n →MT (d+(k+1)ar, r)n takes the fiber
over the point P ∈ G(d + kar, n) to the fiber over P ⊕ Rar ∈ G(d + (k + 1)ar, n).
Thus it naturally pulls back to a periodicity map

Σarf∗MT (d+ kar, r)→ f∗MT (d+ (k + 1)ar, r).

Once again we get direct and inverse systems of spectra:

Definition 4.14. For f : X → BO defined on the compact complex X, define

f∗MT (d, r) = lim−→
k

Σ−karf∗MT (d+ kar, r)

f̂∗MT (d) = lim←−
r

f∗MT (d, r).

When f is an inclusion X → BO, we sometimes use the notation MT (d, r)|X and

M̂T (d)|X .

Proposition 4.15. This construction is natural, i.e. a composition X
f−→ Y

g−→ BO
induces a map f∗ : (g ◦ f)∗MT (d, r)→ g∗MT (d, r). Furthermore,

Vd,r =MT (d, r)|pt
MT (d, r) = lim−→

X⊆BO

MT (d, r)|X .
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However, direct and inverse limits do not commute in general, so we cannot
expect

lim−→
X⊆BO

M̂T (d)|X ∼= lim−→
X⊆BO

lim←−
r

MT (d, r)|X ∼= lim←−
r

lim−→
X⊆BO

MT (d, r)|X ∼= M̂T (d).

In fact, we shall see in Chapter 5 that this is not at all the case.

Remark 4.16. For a completely general map f : X → BO, one could get a similar
construction from filtering X by the subspaces Xd,n = f−1(G(d, n)) and letting
f∗MT (d, r)n = f∗|Xd,n

MT (d, r)n.

Let f∗MT (d) be the spectrum with nth space Th(f∗U⊥
d,n). This is nothing but

the spectrum Σ∞−l Th(N) where N is an l-dimensional complement of E. The map
ϕ̂ :MT (d)→MT (d, r) pulls back to a map

f̂∗ϕ : f∗MT (d)→ f∗MT (d, r). (4.12)

4.6 The Compact Case

In this section, we only consider the pullback spectra f∗MT (d, r) where f is defined
on a compact complex. If f : pt→ BO is the inclusion of a point, Lin’s theorem tells
us that in dimensions q < d, the map f̂∗ϕ2 : (S

0)∧2 → (V̂d)
∧
2 induces an isomorphism

f̂∗ϕ2∗ : πq((S
0)∧2 )→ πq((V̂d)

∧
2 )
∼= πq(V̂d).

The goal is to generalize Lin’s theorem to the map (4.12). The proof is a topological
induction argument on the cell structure of X starting with Lin’s case.

We first need a few lemmas:

Lemma 4.17. If g : X → Y is a homotopy equivalence and the diagram

X
fX

g

BO

Y
fY

commutes, then the induced map

g∗ : lim←−
r

π∗(f
∗
XMT (d, r))→ lim←−

r

π∗(f
∗
YMT (d, r))

is an isomorphism.

Proof. Since g∗ : f
∗
XMT (d+kar, r)→ f∗YMT (d+kar, r) is a homotopy equivalence,

it induces an isomorphism on homotopy groups. Thus it also induces an isomorphism
in the limit.



4.6. The Compact Case 97

Lemma 4.18. Assume q < d and let f : X → BO be defined on a finite CW
complex X. Then πq(f

∗MT (d, r)) is a finite 2-group when d − r is odd, and thus
lim←−r

πq(f
∗MT (d, r)) is 2-profinite. For d odd, this also holds when d = q. Moreover,

the periodicity map

Σkarf∗MT (d, r)→ f∗MT (d+ kar, r)

is a (2(d− r) + kar + 1)-equivalence.

Proof. In the case where X is a point, i.e. f∗MT (d, r) = Vd,r, the first statement is
true by Remark 4.11.

Now suppose that X is obtained from Y by glueing on an n-cell Dn such that
Y ∩Dn = Sn−1. Then there is a Mayer–Vietoris sequence

→ πq(f
∗MT (d, r)|Sn−1)→ πq(f

∗MT (d, r)|Dn)⊕ πq(f∗MT (d, r)|Y ) (4.13)

→πq(f∗MT (d, r)|X)→ πq−1(f
∗MT (d, r)|Sn−1)→ .

The periodicity map defines a map of these exact sequences, and since direct limits
preserve exactness, there is also an exact sequence

→ πq(f
∗MT (d, r)|Sn−1)→ πq(f

∗MT (d, r)|Dn)⊕ πq(f∗MT (d, r)|Y )
→πq(f∗MT (d, r)|X)→ πq−1(f

∗MT (d, r)|Sn−1)→ .

Since Dn ≃ pt, the theorem is known for X = Dn by Lemma 4.17.
Sn can be built up from two disks by glueing their boundaries along a copy of

Sn−1, so by induction on n, πq(f
∗MT (d, r)|Sn) must be a finite 2-group in order to

fit into the exact sequence.
For a general simplicial complex X, it now follows by induction on the number of

cells in X that πq(f
∗MT (d, r)|X) is a finite 2-group when d− r is odd, by applying

the Mayer–Vietoris sequence and the sphere case. Finally we get the result for a
general CW complex by Lemma 4.17.

The last statement was shown for X = pt in Lemma 3.13. In general, the claim
follows by an induction argument similar to the above applied to the periodicity
map between the sequences (4.13).

Lemma 4.19. Let f : X → BO be given and assume that X is the union of two
finite subcomplexes Y1 and Y2. For q < d, there is an exact Mayer–Vietoris sequence

→ lim←−
r

πq(f
∗MT (d, r)|Y1∩Y2

)→ lim←−
q

π∗(f
∗MT (d, r)|Y1

)⊕ lim←−
r

πq(f
∗MT (d, r)|Y2

)

→ lim←−
r

πq(f
∗MT (d, r)|Y1∪Y2

)→ lim←−
r

πq−1(f
∗MT (d, r)|Y1∩Y2

)→ .

Proof. As in the proof of Lemma 4.18, there is a Mayer–Vietoris sequence

→ πq(f
∗MT (d, r)|Y1∩Y2

)→ πq(f
∗MT (d, r)|Y1

)⊕ πq(f∗MT (d, r)|Y2
)

→ πq(f
∗MT (d, r)|Y1∪Y2

)→ .

Taking the inverse limit over r yields the desired sequence. Generally, inverse limits
do not preserve exactness. However, for q < d and d − r odd, all groups involved
are finite, so the Mittag–Leffler condition ensures that the inverse limit of these
sequences is again exact.
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Proposition 4.20. Let X be a finite complex and f : X → BO a map. Then for
q < d,

πq(f̂∗MT (d)) ∼= lim←−
r

πq(f
∗MT (d, r)).

Proof. By (4.6) we need to see that lim←−
1
r
πq+1(f

∗MT (d, r)) vanishes. For q < d− 1
or q = d−1 and d odd, it follows from Lemma 4.18 that the Mittag–Leffler condition
is satisfied. For q = d− 1 and d even, we apply the long exact sequence constructed
in the next section in Corollary 4.23. This yields short exact sequences

0→ Z→ πd(f
∗MT (d, r))→ πd(f

∗MT (d+ 1, r + 1))→ 0

that map to each other. Thus we get the exact sequence

· · · → lim←−
1
r
Z→ lim←−

1
r
πd(f

∗MT (d, r))→ lim←−
1
r
πd(f

∗MT (d+ 1, r + 1))→ 0.

The Z’s map isomorphically onto each other, so the first term vanishes, and we
already explained that the last term is zero.

We are now ready to prove the main theorem of this section.

Theorem 4.21. Let f : X → BO(d) with X a finite complex. Then for q < d,

f̂∗ϕ2∗ : πq(f
∗MT (d)∧2 )→ πq(f̂∗MT (d)∧2 )

∼= πq(f̂∗MT (d))

is an isomorphism. In particular, for X ⊆ B(d) we get

lim−→
X⊆B(d)

πq(M̂T (d)|X) ∼= πq(MT (d))∧2

for q < d. Taking the direct limit over d,

lim−→
d

lim−→
X⊆B(d)

πq(M̂T |X) ∼= πq(MT )∧2 .

for all q.

Proof. We want to do an induction on the cells in X as in the proof of Lemma 4.18.
Assume that X is built from Y by glueing on a disk Dn such that Dn ∩ Y = Sn−1.
There is a map of Mayer–Vietoris sequences for q < d

πq(f̂∗MT (d)|Sn−1) πq(f̂∗MT (d)|Dn)⊕ πq(f̂∗MT (d)|Y ) πq(f̂∗MT (d)|X)

πq(f
∗MT (d)|Sn−1) πq(f

∗MT (d)|Dn)⊕ πq(f∗MT (d)|Y ) πq(f
∗MT (d)|X).

The upper row is exact by Lemma 4.19 and Proposition 4.20. This diagram maps
into the 2-completed diagram

πq(f̂∗MT (d)|Sn−1)∧2 πq(f̂∗MT (d)|Dn)∧2 ⊕ πq(f̂∗MT (d)|Y )
∧
2 πq(f̂∗MT (d)|X)∧2

πq(f
∗MT (d)|Sn−1)∧2 πq(f

∗MT (d)|Dn)∧2 ⊕ πq(f∗MT (d)|Y )
∧
2 πq(f

∗MT (d)|X)∧2 .
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The lower row is still exact because 2-completion is exact with respect to finitely
generated groups. All the groups in the upper row were already 2-profinite by
Lemma 4.18. Therefore, the 2-completion does not change this row. For X = Dn,
the vertical map is an isomorphism by Lin’s theorem. The same is true for a general
X by induction on the cells. This is exactly the map induced by f̂∗ϕ, see Section 4.2.

When we take the direct limit over X ⊆ B(d), we need to see that

lim−→
X⊆B(d)

πq(MT (d)|X)∧2 → πq(MT (d))∧2

is an isomorphism. This is true because πq(MT (d)|X) → πq(MT (d)) is an isomor-
phism for X = G(d, n) and n sufficiently large. In the spin case, G(d, n) is not
compact, but we can choose X to be the (q + 1)-skeleton instead.

4.7 Stabilization of the Spectral Sequence

We now introduce a stable version of the spectral sequence from Section 4.1. We
also form an inverse limit of these and show that this defines a new spectral sequence
that converges strongly.

In this section, we consider maps f : X → BO where X is either a compact CW
complex, BO, BSO, or BSpin. In all these cases, we use the notation f∗MT (d, r)
etc. for the corresponding spectra.

Lemma 4.22. For f : X → G(d + mar, n) and N = kar+l, there are long exact
sequences

→ π∗(f
∗MT (d+N, r))→ π∗(f

∗MT (d+ l+N, r+ l))→ π∗(f
∗MT (d+ l+N, l))→

for all N sufficiently large and ∗ < 2(d+N − 1)− r.
Proof. The maps in the sequence are the maps of Thom spaces over the maps of
pairs

(Wr(f
∗Ud+N,n), Vr(f

∗Ud+N,n))→(Wr+l(f
∗Ud+l+N,n), Vr+l(f

∗Ud+l+N,n))

→(Wl(f
∗Ud+l+N,n), Vl(f

∗Ud+l+N,n)).

Let f∗(Ud+N,n) = F and f∗(Ud+l+N,n) = E for simplicity. These are both vector
bundles over X and E ∼= F ⊕ Rl. We need to see that the map of pairs

(Wr+l(E), Vr+l(E) ∪Wr(F ))→ (Wl(E), Vl(E) ∪X × I) (4.14)

is highly connected, since the first pair corresponds to the cofiber of

f∗MT (d+N, r)→ f∗MT (d+N + l, r + l),

while the second pair corresponds to f∗MT (d + N + l, l). Here a point (x, s) in
X × I should be interpreted as (su1, . . . , sul) ∈ Wl(F ⊕ Rl) where (u1, . . . , ul) is
the standard frame in 0 ⊕ Rl. All the spaces in (4.14) are fiber bundles over X,
so it is enough to see that the fibers are highly connected. Now, Wd+l+N,r+l and
Wd+l+N,l are both contractible. The fibers Vd+l+N,r+l ∪Wd+N,r and Vd+l+N,l are
(2(d+N −1)−r)-connected since the first is the mapping cone of the fiber inclusion
Vd+N,r → Vd+l+N,r+l and the other one is the base space.
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Corollary 4.23. For f : X → BO, there are long exact sequences

→ π∗(f
∗MT (d, r))→ π∗(f

∗MT (d+ l, r + l))→ π∗(f
∗MT (d+ l, l))→ . (4.15)

Proof. First consider the compact case. We may assume f(X) ⊆ G(d+N,n) for all
N = kar+l with k sufficiently large. The map

f∗MT (d+N, r)→ f∗MT (d+N + l, r + l)

only commutes with the periodicity map up to homotopy. We need to see that the
periodicity map still defines a map between the long exact sequences of homotopy
groups. Then the claim follows because direct limits preserve exactness.

The diagram

Σar+lf∗MT (d+N, r)
i1

j2

Σar+lf∗MT (d+ l +N, r + l)

j1

f∗MT (d+N + ar+l, r)
i2

f∗MT (d+ l +N + ar+l, r + l)

only commutes up to homotopy. There is a homotopy between j1 ◦ i1 and i2 ◦ j2
defined by fiberwise application of the homotopy from the proof of Lemma 3.13.
Let H be an extension of this to Σar+lf∗MT (d + l + N, r + l) × I which is j1 on
Σar+lf∗MT (d+l+N, r+l)×{0}. Then there is a strictly commutative and homotopy
equivalent diagram

Σar+lf∗MT (d+N, r)
i1×1

j2

Σar+lf∗MT (d+ l +N, r + l)× I
H

f∗MT (d+N + ar+l, r)
i2

f∗MT (d+ l +N + ar+l, r + l).

This certainly defines a map of the exact sequences from Lemma 4.22. We need see
that the map of cofibers is actually the periodicity map. Introduce the abbreviations
E = f∗Ud+l+N,n, F = f∗Ud+N,n, E

′ = f∗Ud+l+N+ar+l,n, and F ′ = f∗Ud+N+ar+l,n.
On base spaces, the induced map on cofibers

(Dar+l , Sar+l−1)× (Wr+l(E)× I, Vr+l(E)× I ∪Wr(F )× I)

(Wr+l(E
′), Vr+l(E

′) ∪Wr(F
′))

corresponds to a map

(Dar+l , Sar+l−1)× (Wl(E)× I, Vl(E)× I ∪X × I × I)

(Wl(E
′), Vl(E

′) ∪X × I)

under the homotopy equivalences defined in the proof of Lemma 4.22. Again, the
point (x, s) ∈ X × I ⊆ Wl(E

′) should be thought of as the frame (su1, . . . , sul) in
E′

x = F ′
x ⊕ Rl where (u1, . . . , ul) is the standard basis in Rl.
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The restriction of the last map to the homotopy equivalent pairs

(Dar+l , Sar+l−1)× (Wl(E)× {0}, Vl(E)× {0})→ (Wl(E
′), Vl(E

′))

yields exactly the periodicity map except we multiply by er+1, . . . , er+l rather than
e1, . . . , el. But a path between these frames in Vr+l,l defines a homotopy between
the maps, so the map induced on homotopy groups is the desired map.

For X = BO, BSO, or BSpin, there are long exact sequences

→ π∗(f
∗MT (d+N, r))→ π∗(f

∗MT (d+ l+N, r+ l))→ π∗(f
∗MT (d+ l+N, l))→ .

The check that the periodicity map defines a map of these sequences is similar.

The sequences (4.15) fit together to form a spectral sequence:

Theorem 4.24. There is a spectral sequence with

E1
s,t = πd−s+t(f

∗MT (d− s, 1)) ∼= πst−s(X)⊕ πst−s(S
0)

for 0 ≤ s < r and E1
s,t = 0 otherwise, converging to π∗(f

∗MT (d, r)).

This is the spectral sequence from Section 4.1 with all homotopy groups replaced
by their stable version.

Replacing all groups in (4.15) by their 2-completions yields

→ π∗(f
∗MT (d, r))∧2 → π∗(f

∗MT (d+ 1, r + 1))∧2 → π∗(f
∗MT (d+ 1, 1))∧2 → .

This is again an exact sequence because all the groups involved are finitely generated.
Since the inverse limit functor is exact with respect to sequences of profinite groups,
there are long exact sequences

→ lim←−
r

π∗(f
∗MT (d, r))∧2 → lim←−

r

π∗(f
∗MT (d+1, r+1))∧2 → π∗(f

∗MT (d+1, 1))∧2 → .

These sequences form a spectral sequence where lim←−r
π∗(f

∗MT (d, r))∧2 is filtered by
the image of the groups lim←−r

π∗(f
∗MT (d− l, r − l))∧2 and with

E1
s,t = πd−s+t(f

∗MT (d− s, 1))∧2

and differentials
dk : Ek

s,t → Ek
s+r,t+r−1.

Theorem 4.25. This spectral sequence converges strongly in the sense of [5] to
lim←−r

π∗(f
∗MT (d, r))∧2 .

Strong convergence basically means that the E∞-terms are the filtration quo-
tients of a complete Hausdorff filtration of lim←−r

π∗(f
∗MT (d, r))∧2 .

Proof. Since E1
s,t = 0 for t < 0, we have a half-plane spectral sequence with entering

differentials in the sense of [5]. Thus, by Theorem 7.3 of this paper, it is enough to
check that the following three conditions are satisfied:
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(i)

lim←−l
lim←−r

π∗(f
∗MT (d− l, r − l))∧2 ∼= lim←−r

lim←−l
π∗(f

∗MT (d− l, r − l))∧2 = 0,

since π∗(f
∗MT (d− l, r − l)) is zero for k > r.

(ii)
lim←−

1
l
lim←−r

π∗(f
∗MT (d− l, r − l))∧2 = 0.

This follows from the fact that

lim←−l
π∗(f

∗MT (d− l, r − l))∧2 = lim←−
1
l
π∗(f

∗MT (d− l, r − l))∧2 = 0

and diagram chasing in the diagram defining the double limit.

(iii)
lim←−

1
k
Zk
s,t = 0.

Here Zk
s,t denotes the cycles on the kth page, i.e. the inverse image of

Im(lim←−r
π∗−1(f

∗MT (d− s− k, r − k))∧2 → lim←−r
π∗−1(f

∗MT (d− s− 1, r))∧2 )

under the map

π∗(f
∗MT (d− s, 1))∧2 → lim←−

r

π∗−1(f
∗MT (d− s− 1, r))∧2 .

But the sequence

→ lim←−r
π∗(f

∗MT (d− k − s, r − k))∧2 → lim←−r
π∗(f

∗MT (d− s− 1, r))∧2

→π∗(f∗MT (d− s− 1, k))∧2 →

is exact, so Zk
s,t is actually the kernel of the composite map

π∗(f
∗MT (d− s, 1))∧2 → lim←−r

π∗−1(f
∗MT (d− s− 1, r))∧2

→ π∗−1(f
∗MT (d− s− 1, k))∧2 ,

which is continuous. Thus the Zk
s,t are closed subgroups of a 2-profinite group.

But lim←−
1 vanishes for any inverse system of closed subgroups of a profinite

group because these are again profinite, the quotients are profinite, and lim←− is
exact on sequences of profinite groups with continuous maps.

Proposition 4.26. For q < d and f : X → BO where X is a finite complex, BSO,
or BSpin,

lim←−
r

πq(f
∗MT (d, r))∧2 ∼= πq( ̂f∗MT (d)).

Proof. The groups πq(f
∗MT (d, r)) are finite 2-groups for infinitely many r, therefore

lim←−
r

πq(f
∗MT (d, r))∧2 = lim←−

r

πq(f
∗MT (d, r)) ∼= πq( ̂f∗MT (d)).
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4.8 Geometric Interpretation

This last section is an attempt to relate the inverse limit spectrum back to the vector
field problem.

Let M be a closed d-dimensional manifold. Then M ×Dkar is a manifold with
boundary M × Skar−1. This naturally has r vector fields on the boundary given by
Clifford multiplication.

Let ξ : M → G(d, n) be a classifying map for TM for some n so large that
πd(MT (d)) ∼= πd(MT (d)|G(d,n)). Then the trivial extension ξ :M ×Dkar → G(d, n)

is a classifying map for T (M × Dkar). The construction (1.8) of the invariant in
Section 1.4 restricts to

βr(M ×Dkar ,M × Skar−1; ξ) ∈ πd+kar(MT (d+ kar, r)|G(d,n)).

Then, by construction, we have:

Proposition 4.27. The map πd(MT (d)|G(d,n)) → πd(MT (d, r)|G(d,n)) takes β(M)

to lim−→k
βr(M ×Dkar ,M × Skar−1; ξ).

The image of β(M) under the map

πd(MT (d))→ lim−→
X⊆BO(d)

lim←−
r

πd(MT (d, r)|X)

vanishes if and and only if for some classifying map ξ : M → X ⊆ BO(d) and all
r, βr(M ×Dkar ,M × Skar−1; ξ) = 0.

Proposition 4.28. For a map f : X → BO(d) and X compact, the map

πd(f
∗MT (d))→ lim←−

r

πd(f
∗MT (d, r))

is injective.

Proof. This follows from the commutative diagram

lim←−r
πd(f

∗MT (d, r))∧2 lim←−r
πd(f

∗MT (d+ 1, r))∧2

πd(f
∗MT (d))∧2

=
πd(f

∗MT (d+ 1))∧2 .

∼=

Corollary 4.29. If for all r there is a k such that M allows an extension of the
Clifford vector fields onM×Skar−1 toM×Dkar , thenM must be Reinhart cobordant
to the empty manifold.

Proof. If M ×Dkar allows an extension of the Clifford vector fields, then

lim−→
k

βr(M ×Dkar ,M × Skar−1; ξ) ∈ πd(MT (d, r)|G(d,n))

vanishes. Thus β(M) is mapped to zero in lim←−r
πd(MT (d, r)|G(d,n)). By Proposi-

tion 4.28, also β(M) = 0.
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Finally we shall see that the injectivity of θ we are looking for is far from true
in the limit:

Proposition 4.30. The map πsd(S
0)∧2 → πd(Vd) is injective, and the image lies in

the kernel of the map

θ̂ : πd(Vd)→ lim−→
X⊆BO

πd(M̂T (d)|X).

In particular, for most d, θ̂ is not injective.

Proof. The diagram

πd(Vd) πd(Vd+1)

πsd(S
0)∧2

∼=

commutes, proving the first claim.
Recall from Proposition 3.37 and 3.38 that

πd(MT (d)) ∼= πd(MT (d+ 1))⊕G

for a suitable G depending on d. The map πsd(S
0) → πd(MT (d + 1)) is zero, see

the proof of Theorem 4.13. Therefore, the image of πsd(S
0)→ πd(MT (d)) lies in G.

Since πsd(S
0) is torsion, this can only be non-zero when d ≡ 1 mod 4. However, the

map factors as
πsd(S

0)→ πd(MT (d− 2))→ πd(MT (d)),

and thus πsd(S
0) → πd(MT (d, 2)) ∼= G is zero. Hence πsd(S

0) → πd(MT (d)) is the
zero map.

The last claim now follows because the diagram

πd(MT (d)) lim−→X⊆BO
πd(MT (d)|X)

πd(S
0)

0

πd(Vd)

commutes.



Chapter 5

The Inverse Limit Spectrum

In this chapter we are going to study the inverse limit spectra from Chapter 4
by more algebraic methods. The idea is to apply a version of the Adams spectral
sequence for inverse limit spectra. Thus the main problem becomes the computation
of certain Ext-groups. The original motivation for the study of the inverse limit
spectrum was that the cohomology of the inverse limit spectrum resembled the
Singer construction. This would immediately yield the desired Ext-groups. We
recall the Singer construction in Section 5.1, and in Section 5.2 we show how this
applies in the compact case.

In Section 5.3 we consider the non-compact case for the unoriented spectra. By a
direct computation we determine the desired Ext-groups. Quite surprisingly, it turns
out that we get a completely different result than in the compact case. For instance,
the inverse limit spectrum is no longer connected. Then in Section 5.4, a deeper
study of the homology and cohomology structures allows us to give a more explicit
description of the Ext-groups. Finally, in Section 5.5, we compute the Ext-groups
for the oriented version of the spectrum.

5.1 The Singer Construction

In this chapter we shall only consider cohomology with Z/2 coefficients understood.
Hence the mod 2 Steenrod algebra will just be denoted by A.

Let Z/2[t, t−1] be the graded ring of Laurent polynomials in the variable t. This
is an A-module with Sqk(tl) =

(
l
k

)
tk+l. For l negative, the binomial coefficient

should be interpreted as

(
l

k

)
=
l · (l − 1) · · · (l − k + 1)

k!
.

Then as A-modules,

lim←−
d

lim−→
r

H∗(Vd,r) ∼= ΣZ/2[t, t−1].

Lin’s theorem is based on the observation that the map

ΣZ/2[t, t−1]→ Z/2

105



106 Chapter 5. The Inverse Limit Spectrum

induced by ϕ̂0 : S
0 → V̂ is an isomorphism on Ext-groups

Exts,tA (Z/2,Z/2) ∼= Exts,tA (ΣZ/2[t, t−1],Z/2).

See e.g. [27] for a proof.

This was later generalized by Singer in [39] as follows. Let M be an A-module.
Then the Singer construction R+M is the graded vector space Σ(Z/2[t, t−1] ⊗M),
but not with the Cartan action of A. Rather, this is given by the formula

Sqa(tb ⊗ x) =
∑

j

(
b− j
a− 2j

)
ta+b−j ⊗ Sqj(x). (5.1)

The advantage of this module structure is that it makes the map ǫ : R+M → M
given by tk ⊗ x 7→ Sqk+1(x) into an A-homomorphism.

It was proved by Gunawardena and Miller in [2] that ǫ is a Tor-equivalence, so
in particular it induces isomorphisms

Exts,tA (M,Z/2)→ Exts,tA (R+M,Z/2).

5.2 The Singer Construction in the Compact Case

We wish to compute the homotopy groups of M̂T (d) = lim←−r
MT (d, r). In [28],

Proposition 2.2, the following version of the Adams spectral sequence for an inverse
system · · · → Yn+1 → Yn of spectra is constructed.

Theorem 5.1. Assume that the spectra Yn have finite Z/2 cohomology in each
dimension and each π∗(Yn) is bounded below. Then there is a spectral sequence with
E2-term Es,t

2 = Exts,tA (lim−→n
H∗(Yn),Z/2) converging strongly to the homotopy groups

πt−s((lim←−n
Yn)

∧
2 ).

For each k, Es,t
k is the inverse limit of the Adams spectral sequences Es,t

k (Yn) for
the Yn.

With Yn =MT (d, r), the spectral sequences Es,t
k (Yn) are the ones considered in

Chapter 3 and (lim←−n
Yn)

∧
2 = M̂T (d)∧2 . Thus we must investigate lim−→r

H∗(MT (d, r))
in order to apply the theorem. For simplicity, we first introduce some notation.

Definition 5.2. Let B(d) denote denote either BO(d) or BSO(d). Let MT denote
the corresponding spectra. Define

H(d)∗ =H∗(B(d))

H∗ =H∗(lim−→
d

B(d)) = lim←−
d

H∗(B(d))

WH(d)∗ = lim−→
r

H∗(MT (d, r))

WH∗ = lim←−
d

WH(d).
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Theorem 5.3. WH(d)∗ is isomorphic as an H∗-module to

H∗ ⊗ Z/2{w̃l, l ≤ d}

where Z2{w̃l, l ≤ d} is the graded vector space with basis w̃l in dimension l. The
Steenrod algebra A acts by the Cartan formula. The action on H∗ is the usual one,
while the action on w̃l is given by the formula

Sqk(w̃l) =
k∑

j=0

j∑

i=0

(
j − l
i

)
wj−iw̄k−jw̃l+i. (5.2)

Proof. By Theorem 3.14, the periodicity map f : MT (d, r) → Σ−arMT (d + ar, r)
induces an isomorphism

f∗ : H∗(Σ−arMT (d+ ar, r))→ H∗(MT (d, r)) (5.3)

in dimensions ∗ ≤ 2(d− r + 1). Thus, the inverse system of cohomology groups

· · · → H∗(Σ−(k+1)arMT (d+ (k + 1)ar, r))→ H∗(Σ−karMT (d+ kar, r))

stabilizes in each dimension. Hence by (4.5)

H∗(MT (d, r)) ∼= lim←−
k

H∗(Σ−karMT (d+ kar, r)).

It was also shown in Theorem 3.14 that the map (5.3) takes the generators
wd+ar−r+1, . . . , wd+ar to wd−r+1, . . . , wd and commutes with the H∗(d+ ar)-action.
Furthermore, both are isomorphic to the free H∗(d+ar)-module on these generators
up to dimension 2(d− r).

Thus, in the limit the cohomology groups become

H∗(MT (d, r)) ∼= H∗ ⊗ Z2{w̃l, d− r + 1 ≤ l ≤ d}

where w̃l corresponds to the generator wl+kar ∈ H l(Σ−karMT (d+ kar, r)). Taking
the direct limit over r proves the claim.

The formula for the A-action on w̃l follows from the considerations in the begin-
ning of Section 3.5.

Remark 5.4. The proof also works for MTSpin by referring to Corollary 3.28 and
the proof of Corollary 3.30.

The inclusion Vd,r →MT (d, r) induces an A-linear projection

WH∗ = H∗ ⊗ Z/2{w̃l, l ∈ Z} → ΣZ/2[t, t−1]

with kernel H>0 ⊗ Z/2{w̃l, l ∈ Z}. Thus WH∗ looks like the Singer construction
applied to H∗. We shall see that this is indeed the case when we restrict to a finite
quotient of H∗ and twist the action by a Thom class.

Definition 5.5. Let Z/2[t, t−1] act on WH∗ by the formula tl(xw̃k) = xw̃k+l. For
any M , Z/2[t, t−1] acts on R+(M) = Σ(Z/2[t, t−1]⊗M) in the obvious way.
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Theorem 5.6. Let I be an ideal in H∗ that is preserved by the Steenrod action and
such that H∗/I is finite. There is a Z/2-linear map Φ such that the diagram

WH∗/IWH∗ Φ

ϕ̂∗

R+(H
∗(MT )/IH∗(MT ))

ǫ

H∗(MT )/IH∗(MT )

(5.4)

commutes and Φ commutes with the Z/2[t, t−1]-actions. Here ϕ̂∗ is induced by the

inclusion ϕ̂ :MT → M̂T .

Proof. We must construct a map of the form Φ(xw̃l) = tl−1φ(x) where φ(x) is linear
of the form

∑
i φi(x)t

−i for x ∈ H∗(MT )/IH∗(MT ). Then it will automatically
commute with the Z/2[t, t−1]-actions. For the diagram (5.4) to commute, these φi
must satisfy

xwl = ϕ̂∗(xw̃l) = ǫΦ(xw̃l) =
N∑

i=0

Sql−iφi(x)

for all l. This can be written as a matrix equation:




1 Sq1 · · · Sql

0 1 Sql−1

...
. . .

. . .
...

0 . . . 0 1







φl(x)
...

φ1(x)
φ0(x)


 =




xwl

...
xw1

x


 (5.5)

Let χ(Sqk) ∈ A denote the dual squares defined inductively by χ(Sq0) = 1 and

∑

i

χ(Sqi) Sqk−i = 0.

Then the matrix 


1 χ(Sq1) · · · χ(Sql)

0 1 χ(Sql−1)
...

. . .
. . .

...
0 . . . 0 1


 (5.6)

is a right inverse for the matrix in equation (5.5), and multiplication on both sides
yields a formula defining the φi. Note that only finitely many φi can be non-zero,
since H∗/I is finite and φi has degree i + deg(x). Clearly, Φ is linear because each
φi is.

Lemma 5.7. The formula

Sqk(tx) = t Sqk(x) + t2 Sqk−1(x)

holds in both WH∗ and R+(H
∗(MT )).

Proof. This is a straightforward check using the formulas (5.1) and (5.2).



5.2. The Singer Construction in the Compact Case 109

Theorem 5.8. The map Φ in Theorem 5.6 is an isomorphism of Steenrod modules.
In particular, ϕ̂∗ induces an isomorphism on Ext-groups.

Proof. Note that WH∗/IWH∗ is an A-module by Theorem 5.3.
First we show that Φ is an A-homomorphism. Assume that for some k,

Φ(Sqk−1(x)) = Sqk−1(Φ(x))

for all x. It is clearly satisfied for k = 1. Then

Φ(Sqk(tx)) =tΦ(Sqk(x)) + t2Φ(Sqk−1(x))

=tΦ(Sqk(x)) + t2 Sqk−1(Φ(x)).

On the other hand,

Sqk(Φ(tx)) = t Sqk(Φ(x)) + t2 Sqk−1(Φ(x))

since Φ commutes with t. Introducing the notation

δ(x) = Φ(Sqk(x))− Sqk(Φ(x)),

the above implies that
δ(tx) = tδ(x).

Iterating this yields δ(tlx) = tlδ(x) for all l ∈ Z.
We must show that δ(x) = 0. Write δ(x) =

∑N
i=−N δit

i and note that

ǫ(δ(x)) = ǫ(Φ(Sqk(x)))− ǫ(Sqk(Φ(x)))
= ϕ̂∗(Sqk(x))− Sqk(ϕ̂∗(x))

= 0

by commutativity of (5.4). This means that for all k,

ǫ(δ(tkx)) = ǫ(

N∑

i=−N

δit
i+k) =

N∑

i=−N

Sqi+k+1(δi) = 0.

This yields the following matrix equation:



1 Sq1 · · · Sq2N

0 1 Sq2N−1

...
. . .

. . .
...

0 . . . 0 1







δN
δN−1
...

δ−N


 =




0
0
...
0




As in the proof of Theorem 5.6, we multiply by the matrix (5.6) and obtain the
unique solution δi = 0 for all i.

It is clear that Φ is injective because Φ(
∑

i xiw̃k−i) is of the form
∑

i xit
k−i−1

plus terms involving only powers of t that are strictly smaller than the largest power
occuring in this sum. Thus it is non-zero. Since Φ is a map between vector spaces
that are finite and of the same dimension in each degree, it is also an isomorphism.

Since ǫ is an Ext-isomorphism, so is ϕ̂∗.
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Lemma 5.9. The map H∗(MT (d, r)) → H∗(MT (d, r)|G(m,l)) is a surjection with
kernel I · Z/2{w̃d−r+1, . . . , w̃d} where I is the ideal in H∗ generated by the Stiefel–
Whitney classes wm+1, wm+2, . . . and the dual classes w̄l+1, w̄l+2, . . .

Proof. Look at the Serre spectral sequence for the fibration

Vd+kar,r → Vr(Ud+kar,n)|G(m,l) → G(m, l)

for n large. This has E2-term

Ep,q
2
∼= Hp(G(m, l))⊗Hq(Vd+kar,r).

For k large compared to m, there can be no differentials in the lower left corner of
the spectral sequence. Hence

H∗(Vr(Ud+kar,n)|G(m,l)) ∼= H∗(Vd+kar,r)⊗H∗(G(m, l))

for ∗ < 2(d− r) + kar. In the exact sequence

H∗(G(m, l), Vr(Ud+kar,n)|G(m,l))→ H∗(G(m, l))→ H∗(Vr(Ud+kar,n)|G(m,l)),

the last map is an injection by the spectral sequence. Thus for ∗ < 2(d− r) + kar,

H∗(G(m, l), Vr(Ud+kar,n)|G(m,l)) ∼= H>0(ΣVd+kar,r)⊗H∗(G(m, l)).

To see that the map is actually as claimed, consider

H∗(G(m, l), Vr(Ud+kar,n)|G(m,l)) H∗(ΣVd+kar,r)

H∗(G(d+ kar, n), Vr(Ud+kar,n)) H∗(ΣVd+kar ,r).

∼=

The vertical map to the left takes the generators wd+kar−r+1, . . . , wd+kar to the
generators of H>0(Vd+kar,r)⊗H0(G(m, l)), which can be proved by an induction on
r as in the proof of Theorem 5.3. It commutes with the H∗(G(d+ kar, n))-module
structure, so the map is as expected.

Theorem 5.10. ϕ̂2 : (MT (d)|G(m,l))
∧
2 → (M̂T (d)|G(m,l))

∧
2 is a (d− 1)-equivalence.

Proof. It follows from Lemma 5.9 that

lim−→
r

H∗(MT (d, r)|G(m,l)) ∼=WH(d)∗/IWH(d)∗

where I = 〈w̄k, wn, k > l, n > m〉 is an ideal in H∗ preserved by A. Now, according
to Theorem 5.1 there is a spectral sequence with E2-term

Es,t
2 = Exts,tA (WH(d)∗/IWH(d)∗,Z/2)

converging strongly to πt−s((M̂T (d)|G(m,l))
∧
2 ). Similarly, there is a spectral sequence

converging strongly to πt−s((MT (d)|G(m,l))
∧
2 ) with

Ēs,t
2 = Exts,tA (H∗(MT (d))/IH∗(MT (d)),Z/2)
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and a map ϕ̂2∗ : Ē
s,t
2 → Es,t

2 between them.
From the long exact sequence of Ext-groups associated to the short exact se-

quence 0→ K →WH∗/IWH∗ →WH(d)∗/IWH(d)∗ → 0, it follows that

Exts,tA (WH(d)∗/IWH(d)∗,Z/2)→ Exts,tA (WH∗/IWH∗,Z/2)

is an isomorphism for t− s < d. Similarly for

Exts,tA (H∗(MT (d))/IH∗(MT (d)),Z/2)→ Exts,tA (H∗(MT )/IH∗(MT ),Z/2).

Combined with Theorem 5.8, this shows that also ϕ̂2∗ : Ēs,t
2 → Es,t

2 is an iso-
morphism for t− s < d. Thus it it a (d− 1)-equivalence on Es,t

∞ . Since both spectral
sequences converge strongly, we conclude by [5], Theorem 2.6, that

ϕ̂2∗ : πt−s((MT (d)|G(m,l))
∧
2 )→ πt−s((M̂T (d)|G(m,l))

∧
2 ) (5.7)

is an isomorphism for t−s < d−1. Since all the Ext-groups are finite, a modification
of Boardman’s proof also shows that ϕ̂2∗ is a surjection for t− s = d− 1.

Remark 5.11. The above proofs generalize to the situation where f : X → BO(d)
is given on a finite complex X to show that the map

f∗MT (d)∧2 → f̂∗MT (d)∧2

is a (d − 1)-equivalence, yielding a new proof of Theorem 4.21. The Serre spectral
sequence shows, exactly as in the proof of Lemma 5.9, that lim−→r

H∗(f∗MT (d, r)) is
the free H∗(X)-module on one generator ṽl in each dimension l ≤ d and

WH(d)∗ → lim−→
r

H∗(f∗MT (d, r))

is anA-homomorphism taking w̃l to ṽl. The proof that this is the Singer construction
on H∗(f∗MT ) goes as before. The map Φ can be constructed as in Theorem 5.6.
The crucial point is to reprove Lemma 5.7. Observing that it is enough to check
the formula on ṽl, it follows from the formulas for w̃l ∈ WH(d). The proof of
Theorem 5.8 then carries over.

Note, however, that compactness of X is essential in the proof of Theorem 5.6 to
make Φ well-defined and show that it is an isomorphism. The rest of this chapter is
devoted to the non-compact case, in which the spectra behave completely differently.

5.3 The Non-Compact Case

We now turn to the non-compact case. In this section we only consider the unori-
ented spectra MTO. Now H∗ will denote H∗(MTO), while WH∗ is as in Defini-
tion 5.2. WH∗ might still look like the Singer construction applied to H∗. However,
we shall see that the algebraic behavior is very different. In fact, WH∗ has non-zero
Ext0,∗A -groups in all dimensions.

It is well-known thatH∗ is a freeA-module, see e.g. [41]. The set Hom∗
A(H

∗,Z/2)
is known to be the polynomial algebra Z/2[ξk, k 6= 2s−1]. The multiplication comes
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from the map ∆∗ : H∗ → H∗⊗H∗ induced by the direct sum map BO×BO → BO.
This is theH∗(BO)-linear map given by the formula (3.1). The classical way to prove
that H∗ is free is by an algebraic study of the map ∆∗, see [41], Chapter VI. In this
section we try to generalize this to WH∗. However, some difficulties occur because
WH∗ is not bounded below.

The map MT (d)→ M̂T (d) induces a surjective A-homomorphism WH∗ → H∗.
Thus there is an injection Hom∗

A(H
∗,Z/2)→ Hom∗

A(WH∗,Z/2). We even have:

Theorem 5.12. There is an A-homomorphism ∆ : WH∗ → H∗⊗̂WH∗ where A
acts on the right hand side by the Cartan formula. It is also a map of H∗(BO)-
modules where H∗(BO) acts on the right hand side by the formula (3.1). This makes
Hom∗

A(WH∗,Z/2) into a module over Hom∗
A(H

∗,Z/2).

Here H∗⊗̂WH∗ denotes the inverse limit lim←−d
H(d)∗ ⊗WH∗. One can think of

this as a submodule of
∏

kH
k ⊗WH∗−k.

Proof. The inclusion BO(d′)×BO(d+ kar)→ BO(d′ + d+ kar) induces a map

H∗(MT (d′ + d+ kar))→ H∗(MT (d′))⊗H∗(MT (d+ kar)).

Then the inclusion BO(d′ + d− r+ kar)→ BO(d′ + d+ kar) yields a commutative
diagram

H∗(MT (d′ + d+ kar)) H∗(MT (d′))⊗H∗(MT (d+ kar))

H∗(MT (d′ + d− r + kar)) H∗(MT (d′))⊗H∗(MT (d− r + kar)).

This defines an A-map on the kernels

H∗(MT (d′ + d+ kar, r))→ H∗(MT (d′))⊗H∗(MT (d+ kar, r)).

This commutes with the periodicity maps and the maps in the inverse system, in-
ducing an A-homomorphism

WH(d′ + d)∗ → H(d′)∗ ⊗WH(d)∗.

Taking the inverse limit over d, we get a map WH∗ → H(d′)∗ ⊗ WH∗, and the
inverse limit over d′ yields the desired map WH∗ → H∗⊗̂WH∗.

The H∗(BO)-module structure comes from the commutative diagram

MT (d′) ∧MT (d+ kar) MT (d′) ∧MT (d+ kar) ∧ (BO(d′)×BO(d+ kar))+

MT (d′ + d+ kar) MT (d′ + d+ kar) ∧BO(d′ + d+ kar)+.

As promised, we are now going to construct an infinite collection of elements in
Homt

A(WH∗,Z/2) = Ext0,tA (WH∗,Z/2) in each dimension t. InH∗ one can compute
Sq2(1) = w̄2 = w2 + w2

1. Thus there is an A-homomorphism ξ2 : H2 → Z/2 taking
the value 1 on both w2 and w2

1. This element plays a special role.
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Theorem 5.13. ξ2 is invertible in Hom∗
A(WH∗,Z/2), i.e there are elements ξ−n

2

satisfying ξm2 · ξ−n
2 = ξm−n

2 for all n,m ∈ N. The monomials ξn2 ξI for n ∈ Z and
ξI ∈ Z/2[ξ4, ξ5, . . . ] are linearly independent in HomA(WH∗,Z/2). Moreover, the
Hom∗

A(H
∗,Z/2)-module structure of Hom∗

A(WH∗,Z/2) extends to a module struc-
ture over Hom∗

A(H
∗,Z/2)[ξ−1

2 ].

Proof. We must determine the value of ξ−n
2 (piw̃−i−2n) for every pi ∈ H i(BO). This

comes from some piwkar−i−2n ∈ Hkar−2n(MT (d+ kar, r)) in the direct system and
here we have the A-homomorphism

Hkar−2n(MT (d+ kar, r))→ Hkar−2n(MT (d+ kar))
ξ
(k ar

2 −n)

2−−−−−−→ Z/2. (5.8)

Define ξ−n
2 (piw̃−i−2n) = ξ

(k ar
2
−n)

2 (piwkar−i−2n). We must check that this definition
does not depend on the choice of kar for r large enough.

The (k ar
2 − n)-fold direct sum map BO × · · · ×BO → BO induces

∆∗ : Hkar−2n(MT (d+ kar)) ∼= Hkar−2n(MTO)→ H2(MTO)⊗(k ar
2
−n).

To evaluate ξ
(k ar

2
−n)

2 (piwkar−i−2n), we must apply ξ2 to each factor of

∆∗(piwkar−i−2n) = ∆∗(pi)∆
∗(wkar−i−2n).

This yields the formula

ξ
(k ar

2
−n)

2 (piw̃kar−i−2n) =
∑

a+2b=i

(
k ar

2 − n
a, b

)
ξa1ξ

b
2(pi). (5.9)

Here

ξa1ξ
b
2 : H

i(BO)
∆−→ H0(BO)⊗(k ar

2
−n−a−b) ⊗H1(BO)⊗a ⊗H2(BO)⊗b → Z/2

is the evaluation in each factor of the Z/2-linear maps ξ1 : H1(BO) → Z/2 and
ξ2 : H

2(BO)→ Z/2, given by ξ1(w1) = 1, ξ2(w
2
1) = 1, and ξ2(w2) = 1.

The multinomial coefficient in (5.9) only depends on (k ar
2 − n) mod 2N where

N is the smallest number such that i < 2N . But 2N divides ar
2 for all r sufficiently

large. Also, ξa1ξ
b
2(pi) is independent of kar when this is larger than i, since a larger

kar only will add more copies of 1 ∈ H0(BO) to the formula for ∆(pi). Hence (5.9)
does not depend on kar for r sufficiently large, and we have a well-defined Z/2-linear
map.

We must see that this map is actually an A-homomorphism. Let x ∈WH−2n−j

be given. We must see that ξ−n
2 (Sqj(x)) = 0. For this, choose d, r and k so large

that x comes from some x′ ∈ H∗(MT (d+ kar, r)) and so that we may compute

ξ−n
2 (Sqj(x)) = ξ

(k ar
2
−n)

2 (Sqj(x′)).

This is zero because ξ
(k ar

2
−n)

2 is an A-homomorphism.
Now we look at how the ξ−n

2 multiply. This is given by the map

WH∗ → H∗⊗̂WH∗ → Hm ⊗WH−2n ξm2 ⊗ξ−n
2−−−−−→ Z/2.
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For sufficiently large d′, d, r and N , we have the following diagram

H∗(MT (d′ + d+ 2N , r)) H∗(MT (d′))⊗H∗(MT (d+ 2N , r))

H∗(MT (d′ + d+ 2N ))

ξ
(m+2N−1

−n)
2

H∗(MT (d′))⊗H∗(MT (d+ 2N ))

ξm2 ⊗ξ
(2N−1

−n)
2

Z/2.

But ξ
(2N−1+m−n)
2 (piw2N+k) = ξ

(m−n)
2 (piwk). This is by definition when m − n is

negative and because (5.9) also holds for m− n positive. Thus the result follows by
commutativity of the diagram.

Finally, the linear independence follows from this multiplicative structure. Sup-
pose a finite sum of monomials

∑
an,Iξ

−n
2 ξI = 0 is given. We can multiply this by a

large power of ξ2 so that the sum only contains positive powers of ξ2. Since all such
monomials are linearly independent, all an,I must be 0.

Let ξ ∈ HomA(H
∗,Z/2)[ξ−1

2 ] and η ∈ HomA(WH∗,Z/2). Then for piw̃l ∈WH∗

we define

ξ · η(piw̃l) = ξ2
N−1

2 ξ · η(piw̃l+2N )

for N large. As before, one can write down the formulas to see that this is an
A-homomorphism and that, for a given piw̃l, it is independent of N for N large.

Let A(n) denote the Hopf subalgebra of A generated by the elements Sq2
i

for
i ≤ n. This is finite by [33], and A is free over each A(n) by general results on
Hopf algebras given in [34]. In the following, A+ and A(n)+ will denote elements of
positive degree in the respective algebras.

We want to generalize the proof that H∗ is free over A to WH∗. However, since
WH∗ is not bounded below, the proof only works over the finite subalgebras A(n).
It turns out that this is enough to compute the Ext-groups we are after.

Lemma 5.14. WH∗ is free over A(n).

Proof. Let Dt
n = A(n)WH<t +WH>t. This is a submodule over A(n). Therefore,

M t
n = WH∗/Dt

n is again an A(n)-module with trivial action, and the projection
WH∗ →M t

n is A(n)-linear. Since A is free over A(n), H∗ is also free over A(n), so
we may choose an A(n)-linear projection H∗ → A(n). Thus there is a well-defined
A(n)-homomorphism

WH∗ → H∗⊗̂WH∗ → A(n)⊗M t
n. (5.10)

This is clearly surjective, since a lift M t
n →WHt of the projection defines an A(n)-

linear map it : A(n) ⊗M t
n → WH∗ whose composition with (5.10) is clearly the

identity. Then also

WH∗ →
∞⊕

t=N

A(n)⊗M t
n (5.11)
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must be surjective. This can be seen using the splitting since the A(n) ⊗ MN
n

summand is hit by iN (A(n)⊗MN
n ). Then iN+1(A(n)⊗MN+1

n ) hits the A(n)⊗MN+1
n

summand mod A(n)⊗MN
n . Continuing this way, we see that it is surjective in each

dimension. Since A(n) is finite, the right hand side of (5.11) is a finite sum in each
dimension. Letting N →∞, this implies that

WH∗ →
∞⊕

t=−∞

A(n)⊗M t
n

is a surjection. Let K denote the kernel. Then WH∗ splits as a sum

K ⊕
∞⊕

t=∞

it(A(n)⊗M t
n)

of A(n)-modules. Every element in K must be decomposable, otherwise they would
be non-zero in some M t

n. Because of the splitting, we must have A(n)+K = K.
Iterating this, we get (A(n)+)lK = K for all l. But A(n) is finite, so K must be
zero.

Define M∗ = lim−→n
M∗

n = WH∗/A+WH∗. In the following, the Z/2-dual of a
Z/2-vector space V will be denoted by V ∨.

Theorem 5.15.

Exts,tA (WH∗,Z/2) =

{
(M t)∨ for s = 0,

0 for s > 0.

Proof. It follows from Lemma 5.14 that

Tor
A(n)
s,t (Z/2∨,WH∗) =

{
WHt/A(n)+WH∗ for s = 0,

0 for s > 0.

There is an isomorphism

lim−→
n

Tor
A(n)
s,t (Z/2∨,WH∗)→ TorAs,t(Z/2

∨,WH∗),

see e.g. [27]. This allows us to calculate

TorA0,t(Z/2
∨,WH∗) ∼= lim−→

n

WHt/A(n)+WH∗ ∼=WHt/AWH∗ =M t.

But again by [27], Lemma 4.3,

Exts,tA (WH∗,Z/2) ∼= Hom(TorAs,t(Z/2
∨,WH∗),Z/2),

and the claim follows.

Corollary 5.16. For all t < d, πt(M̂T (d)∧2 )
∼= (M t)∨.

Proof. We have that Exts,tA (WH(d)∗,Z/2) ∼= Exts,tA (WH∗,Z/2) whenever t− s < d,
so in these dimensions the spectral sequence of Theorem 5.1 is concentrated on
the line s = 0. Hence there can be no non-trivial differentials in this part of the
sequence.
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5.4 More on the Structure of WH∗

In this section we shall investigate WH∗ further. Most of this section is due to, and
partially written by, Bökstedt.

We saw in Section 5.3 that WH∗ has the Ext-groups of a free A-module. To
see that it is in fact a free module and find an explicit description of the generators
requires a more convenient basis for H∗.

Let vi ∈ Hi(BO) be the image of the generator in Hi(BO(1)) ∼= H i(RP∞). The
direct sum map BO × BO → BO induces a multiplication in H∗(BO) dual to the
comultiplication ∆∗ in H∗(BO), and the dual of the cup product in H∗(BO) defines
a comultiplication ∆∗ on H∗(BO).

Lemma 5.17. H∗(BO) is the polynomial algebra on the generators vi. The comul-
tiplication is given by ∆∗(vi) =

∑
j vj ⊗ vi−j.

See e.g. [42], Chapter 16. We will need the following relations to the Stiefel-
Whitney classes:

Lemma 5.18.

(i)

wi(vi) =

{
1 if i = 1,

0 otherwise.

(ii) If j ≥ 2 and x ∈ H∗(BO), then wn(vjx) = 0.

(iii) If x ∈ H∗(BO), a =
∏

1≤k≤nwik , and j ≥ n, then a(vjx) = 0.

(iv) Assume that 2N > ij for all j > 1. Then

wi1+2Nwi2 · · ·win(v
2N

1 x) = wi1wi2 · · ·win(x)

and

wi1+k2Nwi2 . . . win(v
2N

k x) = 0.

Proof. The first formula follows from the definition of vi because the restriction of
wi to H

i(BO(1)) is non-trivial if and only if i = 1.

Formula (ii) follows from (i) using the comultiplication in H∗(BO):

wn(vjx) = ∆∗(wn)(vjx) = wj(vj) · wn−j(x) = 0.

Formula (iii) follows from (ii) since

a(vjx) = (
∏

1≤k≤n

wik)(∆∗vj∆∗x)

is a sum of terms of the form
∏

1≤k≤n(wik(vikxk)) with
∑

1≤k≤n ik = j. But j > n
implies ik ≥ 2 for some k, so these terms all equal 0.

Finally, (iv) follows from (ii) and the formula ∆∗(v
2N

k x) = ∆∗(vk)
2N∆∗(x) where

only the term (v2
N

k ⊗ 1)∆∗(x) contributes when we evaluate wi1+k2Nwi2 · · ·win .
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We may filter H∗ by length of monomials

H∗(n) = Z/2{wi1 · · ·win ∈ H∗}.

The inclusion in : H∗(n) → H∗ is not compatible with the action of A, but the
projection pn : H∗ → H∗(n) is. That is, if a monomial a in the wi has length at
least n+ 1, then so has every monomial in Sqi(a). This follows from Formula (3.7)
and the Cartan formula.

Lemma 5.19. Evaluation induces a perfect pairing in each dimension

µn : Z/2[v1, v2, . . . , vn]⊗H∗(n)→ Z/2.

Proof. Evaluation defines a perfect pairing

µ : Z/2[v1, v2, . . . ]⊗H∗ → Z/2.

The restriction to H∗(n) ⊂ H∗ yields a map

µn : Z/2[v1, v2, . . . , vn]⊗H∗(n)→ Z/2.

According to in Lemma 5.18 (iii), the adjoint map

µ∗n : H∗(n)→ Hom(Z/2[v1, v2, . . . , vn],Z/2)

must be injective, since the isomorphism µ∗ is. In each degree, Z/2[v1, v2, . . . , vn]
and H∗(n) are finite of the same dimension, so µ∗n is an isomorphism, i.e. µn is a
perfect pairing.

In the following, let H∗ = H∗(MTO).

Lemma 5.20. The Steenrod algebra acts on H∗(MTO) by

Sqk∗ vi =

(
i− k − 1

k

)
vi−k.

Proof. In H∗(BO(1)) the formula Sqk(wi−k
1 ) =

(
i−k
k

)
wi
1 holds. In H∗ the formula

becomes

Sqk(wi−k
1 ) =

k∑

l=0

(
i− k
l

)
wi−k+l
1 w̄l−k.

This restricts to

Sqk(wi−k
1 ) =

k∑

l=0

(
i− k
l

)
wi
1 =

(
i− k − 1

k

)
wi
1

in H∗(MTO(1)) because w̄l−k restricts to wl−k
1 . Dualizing yields the formula.

Let S = Z/2[v2, v3, . . . ] be the subalgebra in H∗.

Corollary 5.21. S is an A-submodule of H∗. As algebras with an A-action,

Z/2[v1, v2, . . . , vn] ∼= Z/2[v1]⊗ Z/2[v2, v3, . . . , vn].
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Proof. Clearly, Z/2[v1] is a subalgebra of Z/2[v1, v2, . . . , vn] which is closed under the
action of A. It is not quite as obvious that the subalgebra Z/2[v2, v3, . . . ] is closed,
but it follows from the preceeding formula. If Sqk∗(vi) = vj we have that

(
j−1
k

)
= 1.

So if j = 1, we must have k = 0. The inclusions combine to an isomorphism

Z/2[v1]⊗ Z/2[v2, v3, . . . , vn]→ Z/2[v1, v2, . . . , vn]

of algebras compatible with the A-action.

We now want to a give a similar description of WH∗ and its dual. By Theo-
rem 5.3, WH∗ has a Z/2-basis

{w̃i1wi2 · · ·win | i1 ∈ Z, il ≥ 0 for l ≥ 2}.

Again there is a filtration of WH∗ by length of monomials

WH∗(n) = Z/2{w̃i1 · · ·win ∈WH∗}.

The inclusion in :WH∗(n)→WH∗ is not compatible with the action of A, but the
projection WH∗ →WH∗(n) is by Formula (3.7) and (5.2).

Let ξ2 ∈ H2(BO) be as in the previous section. Then ξ2 = v21 + v2.

Definition 5.22.

R(n) = Z/2[v1, v2, . . . , vn][ξ
−1
2 ]

R = lim−→
n

R(n).

The Steenrod algebra acts on R(n), and the inclusion maps R(n)→ R(n+1) are
compatible with this action. Thus R has a natural action of the Steenrod algebra.

The pairing µn extends to a pairing

µ̃n : R(n)⊗WH∗(n)→ Z/2

by the formula

µ̃n(ξ
k
2x, w̃i1wi2 · · ·win) = µn(ξ

2N−1+k
2 x,wi1+2Nwi2 · · ·win)

where x ∈ H∗(MTO) and N is sufficiently big. Repeated use of Lemma 5.18 (iv)
shows that this definition is independent of N . The pairing induces a natural map
µ̃∗ :WH∗ → Hom(R,Z/2) compatible with the Steenrod action.

Lemma 5.23. For a ∈WH∗, there are natural numbers m,n such that

µ̃∗(a) ∈ Hom(R(m,n),Z/2) ⊆ Hom(R,Z/2)

where R(m,n) = R/I(m,n) and I(m,n) is the ideal in R generated by

vm2 , v
m
3 , . . . , v

m
n , vn+1, vn+2, . . .
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Proof. Choose n such that a ∈WH∗(n). Then by Lemma 5.18 (iii), µ̃∗(a)(vjx) = 0
for j > n.

Assume without restriction that a = w̃i1wi2 · · ·win . Choose m = 2N > ij for all
j > 1. Then µ̃∗(a)(vmi x) = 0 by Lemma 5.18 (iv).

Definition 5.24. Let R∧ = limn limmR(m,n) with the inverse limit topology. If
x ∈ I(m,n), then Sqk(x) ∈ I(m− k, n− k). This defines a continuous action of the
Steenrod algebra on R∧.

We first give two equivalent filtrations of R∧. It follows from Corollary 5.21 that
S{1, v1} = S ⊕ Sv1 is an A-submodule of H∗.

Proposition 5.25. R∧ is isomorphic as a topological A-module to the completion
of R with respect to the ideals

Jr = {ξm2 p0 + · · ·+ ξm−k
2 pk | pi ∈ S{1, v1}, deg(pi) ≥ r}.

One can think of R∧ as the space of power series ξm2 p0+ξ
m−1
2 p1+· · · with coefficients

pi ∈ S{1, v1} and A acting on the coefficients.

Note, however, that it is not clear from this description how these power series
multiply.

Proof. The topologies agree because

Jr ⊂ I(m,n) if r >
n(n+ 1)

2
m,

I(m,n) ⊂ Jr if min{m,n} > r.

Furthermore, if x ∈ Jr, then Sqk∗(x) ∈ Jr−k. Thus we get the same A-action.
Observe that

R ∼= Z/2[ξ2, ξ
−1
2 ]⊗ S{1, v1}

as A-modules. Thus any element of R has a unique representation of the form
ξm2 p0 + · · · + ξm−k

2 pk. It is then clear that the completion of R in the Jr’s is the
space of power series of the form ξm2 p0 + ξm−1

2 p1 + · · · with pi ∈ S{1, v1} and A
acting on coefficients, since it acts trivially on ξ2.

Proposition 5.26. R∧ is isomorphic as a topological ring to the ring R∧
1 of power

series

vm1 p0 + vm−1
1 p1 + · · ·+ vm−i

1 pi + · · ·
with coefficients pi ∈ S.

Proof. R∧
1 is its own completion in the ideals

Lr = {vm1 p0 + vm−1
1 p1 + · · · | pi ∈ S, deg(pi) ≥ r},

while R∧ is its own completion in the ideals

Jr = {ξm2 p0 + ξm−1
2 p1 + · · · | pi ∈ S{1, v1}, deg(pi) ≥ r}.
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But v1 is invertible in R∧ by the formula

v−1
1 = v1ξ

−1
2 (1 + v2ξ

−1
2 + v22ξ

−2
2 + · · · )

and ξ2 is invertible in R∧
1 via the formula

ξ−1
2 = v−2

1 + v−4
1 v2 + v−6

1 v22 + · · · .

This defines isomorphisms Jr → Lr−1 and Lr−1 → Jr inducing a continuous isomor-
phism R∧

1
∼= R∧.

Let Homtop(R,Z/2) denote the vector space of continuous homomorphisms in
either of the three equivalent topologies. Then Homtop(R,Z/2) ⊂ Hom(R,Z/2),
and according to Lemma 5.23, the image of the map µ̃∗ : WH∗ → Hom(R,Z/2) is
contained in Homtop(R,Z/2) = lim−→m,n

Hom(R(m,n),Z/2).

Lemma 5.27. The map µ̃∗ :WH∗ → Homtop(R,Z/2) is an isomorphism.

Proof. We consider R∧ with the topology given in Proposition 5.26.

Let In be the set of sequences i1, i2, . . . , in with i1 ∈ Z and ik ≥ 0 for k ≥ 2
such that i2 ≥ i3 ≥ · · · ≥ in. For I ∈ In define wI = w̃i1wi2 · · ·win . Then the wI

for I ∈ In form a basis for WH∗(n). Let ls(I) =
∑n

k=s ik. Then the degree of wI is
l1(I). We can define a partial order on In by saying that I ≤ I ′ if l1(I) = l1(I

′) and
ls(I) ≤ ls(I ′) for 2 ≤ s ≤ n.

Let Jn be the set of sequences j1, j2, . . . , jn where j1 ∈ Z and jk ≥ 0 for
k ≥ 2. Let vJ = vj11 v

j2
2 · · · v

jn
n . The set of vJ for J ∈ Jn constitutes a basis for

Z/2[v1, v2, . . . , vn][v1−1]. Let ls(J) =
∑n

k=s(k − s+ 1)jk. The degree of vJ is l1(J).

There is a bijection α : Jn → In given by α(j1, j2, . . . , jn) = (i1, i2, . . . , in) such
that ik =

∑
k≤m≤n jm. Note that ls(α(J)) = ls(J). Give J the partial order J ≤ J ′

if ls(J) ≤ ls(J ′) for 2 ≤ s ≤ n and l1(J) = l1(J
′). This is compatible with α.

We claim that

wI(v
J) =

{
1 if α(J) = I,

0 unless α(J) ≤ I.
(5.12)

To prove this formula, we first compute using Lemma 5.18:

w̃i1wi2 · · ·win(v
j1
1 v

j2
2 · · · vjnn ) =

{
w̃i1−jnwi2−jn · · ·win−jn(v

j1
1 v

j2
2 · · · v

jn−1

n−1 ) jn ≤ in,
0 jn > in.

The claim (5.12) follows for α(J) = I by induction on n.

Now assume wI(v
J) 6= 0. We claim that for all 1 ≤ s ≤ n,

w̃i1wi2 · · ·win(v
j1
1 v

j2
2 · · · vjnn ) =

∑
w̃i′1

wi′2
· · ·wi′n

(vj11 v
j2
2 · · · vjss ) (5.13)

where the sum is over some non-empty set of I ′ ∈ Jn satisfying for 2 ≤ t ≤ s+ 1

∑

k≥t

i′k ≤
∑

k≥t

ik −
∑

k≥s+1

(k − t+ 1)jk. (5.14)
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This is clearly true for s = n. Assume that this is true for some s. To compute
(5.13), we must evaluate on ∆∗(x)∆∗(vs)

js where x = vj11 v
j2
2 · · · v

js−1

s−1 . In ∆∗(vs)
js ,

only terms of the form
∑
vl11 ⊗ · · · ⊗ vln1 contribute. The lk must satisfy lk ≤ js and∑

lk = sjs. In particular, ∑

k≥t

lk ≥ (s− t+ 1)js. (5.15)

Thus by Lemma 5.18,

w̃i′1
wi′2
· · ·wi′n

(vj11 v
j2
2 · · · vjss ) =

∑

l

w̃i′1
wi′2
· · ·wi′n

(∆∗(x)v
l1
1 ⊗ · · · ⊗ vln1 )

=
∑

l

w̃i′1−l1wi′2−l2 · · ·wi′n−ln(x)

where only terms with i′k − lk ≥ 0 for all k ≥ 2 contribute to the sum. By (5.15)
and the induction hypothesis,

∑

k≥t

(i′k − lk) ≤
∑

k≥t

i′k − (s− t+ 1)js ≤
∑

k≥t

ik −
∑

k≥s

(k − t+ 1)jk.

Thus the claim follows for s− 1.
For each s ≥ 1, put t = s+ 1 in (5.14). This yields

0 ≤
∑

k≥t

i′k ≤ ls+1(I)− ls+1(J) = ls+1(I)− ls+1(α(J))

where the first inequality follows because at least one term in the sum (5.13) is
non-zero. But this means that α(J) ≤ I.

Let Jn,J = {J ′ ∈ Jn | J ′ < J} and note that this is a finite set. Let

Rn,J = Z/2[v1, v2, . . . ][v
−1
1 ]/Z/2{vJ ′ | J ′ /∈ Jn,J}.

By Proposition 5.26, there is an isomorphism of topological rings

R∧ ∼= lim←−
n,J

Rn,J .

For each J ∈ Jn, define the homomorphism vJ∗ : Z/2[v1, v2, . . . ][v1−1] → Z/2 by
vJ∗(vJ

′

) = 1 if and only if J = J ′. Then the vJ
′∗ for J ′ ∈ Jn,J form a basis for the

vector space Hom(Rn,J ,Z/2). Thus the collection of all the vJ∗ constitutes a basis
for

Homtop(R∧,Z/2) = lim−→
n,J

Hom(Rn,J ,Z/2).

We claim that µ̃∗(wα(J ′)) for J
′ ∈ Jn,J also form a basis for Hom(Rn,J ,Z/2). This

would obviously complete the proof that µ̃∗ is an isomorphism.
According to (5.12), µ̃∗ restricts to a map

µ̃∗ : Z/2{wα(J ′) | J ′ ∈ Jn,J} → Z/2{vJ ′∗ | J ′ ∈ Jn,J}.

Using (5.12), an induction on J shows that µ̃∗ is a surjection and hence an isomor-
phism, which finishes the proof of the lemma.
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Since H∗ is free over A, H∗
∼= Z/2[ξ2, ξ4, ξ5, . . . ]⊗A∗ where A∗ is the Z/2-dual

of A.

Lemma 5.28. There is an isomorphism of A-modules

φ : Z/2[ξ4, ξ5, . . . ]⊗A∗
∼= S{1, v1}.

Note that the left hand side is not closed under multiplication. Even the ge-
nerators φ(ξi) do not form a polynomial algebra. The lemma only yields a bijec-
tion between elements of Z/2[ξ4, ξ5, . . . ] and elements of HomA(H

∗,Z/2) lying in
S{1, v1}.

Proof. Since

Z/2[ξ2]⊗ S{1, v1} ∼= H∗
∼= Z/2[ξ2]⊗ Z/2[ξ4, ξ5, . . . ]⊗A∗

as A-modules, dividing out by the A-submodule ξ2 ·H∗ yields

S{1, v1} ∼= H∗/ξ2 ·H∗
∼= Z/2[ξ4, ξ5, . . . ]⊗A∗

as A-modules.

Let SA = φ(Z/2[ξ4, ξ5, . . . ]). We are now ready to give a full description of the
A-module structure of WH∗.

Theorem 5.29. WH∗ is a free A-module with

WH∗/A+WH∗ ∼=
∞⊕

k=−∞

(ξk2 · SA)∨

where (ξk2 · SA)∨ ⊆ Homtop
A (R∧,Z/2) are the A-homomorphisms that vanish on all

ξl2 · p with l 6= k and p ∈ SA.

Proof. By Theorem 5.25, WH∗ ∼= Homtop(R∧,Z/2) where R∧ can be thought of as
the space of power series in ξ±1

2 with coefficients in S{1, v1}. In each degree, this is
the same as the completion of R∧ in the subspaces

Il =
{
ξl−1
2 p1 + ξl−2

2 p2 + · · · | pk ∈ S{1, v1}
}
.

Note that Il is an A-submodule of R∧. The composition

ξl2 ·H∗ → R∧ → R∧/Il

is an isomorphism of A-modules where

ξl2 ·H∗
∼= Z/2{ξk2 , k ≥ l} ⊗ SA ⊗A∗.

For each l, there is a split short exact sequence

0→ ξl+1
2 · S{1, v1} → ξl+1

2 ·H∗ → ξl2 ·H∗ → 0
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of A-modules. Thus

ξl2 ·H∗
∼=

∞⊕

k=l

ξk2 · S{1, v1}.

Furthermore, the diagram

ξl+1
2 ·H∗ R∧/Il+1

ξl2 ·H∗ R∧/Il

commutes. This means that as A-modules

Homtop(R∧,Z/2) ∼= lim−→
l

(R∧/Il)
∨

∼= lim−→
l

(ξl2 ·H∗)
∨

∼=
∞⊕

k=−∞

(ξk2 · S{1, v1})∨

∼=
∞⊕

k=−∞

(ξk2 · SA)∨ ⊗A,

proving the claim.

Corollary 5.30.

Ext0,∗A (WH∗,Z/2) ∼= Hom∗
A(WH∗,Z/2) ∼=

∞∏

l=−∞

ξl2 · SA.

5.5 The Oriented Case

We conclude this chapter by considering the oriented situation. Hence, WH∗ will
now denote the oriented version of the cohomology group from Definition 5.2 and H∗

will denote H∗(MTSO). In the unoriented case, we have seen that WH∗ is a free
module, generalizing the situation for H∗. In the oriented case, the generalization
from H∗ is not so obviuos, but we do get something similar. So far, the results we
have for the oriented case are not as complete as those obtained in the unoriented
case.

Recall that the A-module H∗ is a direct sum of copies of A and A/A Sq1, see e.g.
[42]. In particular, the Thom class generates an A/A Sq1 summand. This means
that one can choose an A-linear projection H∗ → A/A Sq1 onto this summand.

There is map WH∗ → H∗⊗̂WH∗ constructed exactly as in the unoriented case.
Combining this with the projection H∗ → A/A Sq1, we get:

Proposition 5.31. There is an A-homomorphism

WH∗ → A/A Sq1 ⊗̂WH∗.
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In H∗ the sequence H∗ Sq1−−→ H∗ Sq1−−→ H∗ is not exact; in fact, the cohomology
is a polynomial algebra on one generator in each dimension divisible by 4. These
generators correspond to the A/A Sq1 summands of H∗.

In WH∗ we do not have a similar phenomenon:

Proposition 5.32. The sequence WH∗ Sq1−−→WH∗ Sq1−−→WH∗ is exact.

Proof. Let x =
∑

i p2iw̃2i+
∑

i p2i+1w̃2i+1 be some element ofWH∗. If x ∈ Ker(Sq1),
then

0 = Sq1(x) =
∑

i

(Sq1(p2i)w̃2i + p2iw̃2i+1) +
∑

i

Sq1(p2i+1)w̃2i+1.

This happens precisely if p2i = Sq1(p2i+1) for all i. But then

x =
∑

i

Sq1(p2i+1)w̃2i + p2i+1w̃2i+1 = Sq1(
∑

i

p2i+1w̃2i),

proving the claim.

However, there are relations. For instance, w̃0 and w̃4 are both indecomposable,
but

Sq2,1,2(w̃0) = Sq1(w̃4).

In particular, there is no chance that WH∗ splits as a sum of a free module and
some A/A Sq1 summands, but we shall see that the Ext-groups behave as if it did.
As in the unoriented case, the proof goes by considering WH∗ as a module over
A(n).
Lemma 5.33. Suppose that xi ∈ WHk represent linearly independent elements of
WHk/A(n)WH<k with Sq1(xi) linearly independent in WHk+1/A(n)WH<k. Then∑

i ai(xi) 6= 0 in WH∗/A(n)WH<k for any ai ∈ A(n).
Proof. The map in Proposition 5.31 takes A(n)WH<k to A/A Sq1 ⊗̂A(n)WH<k.
Thus there is an A(n)-linear map

WH∗/A(n)WH<k → A/A Sq1⊗WH∗/(A(n)WH<k +WH>k+1).

Here xi maps to 1⊗ xi and thus Sq1(xi) maps to 1⊗ Sq1(xi), which is non-zero.
If all ai ∈ A(n) Sq1, then

∑
i ai(xi) maps to

∑
i a

′
i⊗Sq1(xi) where ai = a′i Sq

1 and
a′i ∈ A(n)/A(n) Sq1 is non-zero (otherwise ai = 0). It follows from the assumptions
that

∑
i a

′
i ⊗ Sq1(xi) is non-zero.

If at least one aj /∈ A(n) Sq1, then
∑

i ai(xi) maps to
∑

i(ai ⊗ xi + a′i ⊗ Sq1(xi))
for suitable a′i. This is non-zero because at least one aj is non-zero in A(n)/A(n) Sq1
and the xi’s are linearly independent.

Let M∗
n = WH∗/A(n)+WH∗ be the space of indecomposables. Define the sub-

space
Kk

n = Ker(Sq1 :Mk
n →WHk+1/A(n)WH<k).

Let D∗
n be any complement so that M∗

n = D∗
n ⊕K∗

n and choose a lift M∗
n → WH∗

of the natural projection. This defines a map

A(n)⊗M∗
n →WH∗.

This is surjective because A(n) is finite.
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Lemma 5.34.

Tor
A(n)
s,t (Z/2∨,WH∗/A(n)D∗

n)
∼= Kt−s

n .

The projection WH∗/A(n)D∗
n → Kt−s

n induces an isomorphism

Tor
A(n)
s,t (Z/2∨,WH∗/A(n)D∗

n)→ Tor
A(n)
s,t (Z/2∨,Kt−s

n ).

Proof. We claim that the composition

A(n)⊗K l
n →WH∗ →WH∗/A(n)(D∗

n ⊕K<l
n )

induces an injective A(n)-homomorphism

A(n)/A(n) Sq1⊗K l
n →WH∗/A(n)(D∗

n ⊕K<l
n ).

Clearly, A(n) Sq1⊗K l
n is in the kernel of the map by construction of K l

n. On
the other hand, assume

∑
ai ⊗ ki maps to zero, i.e. there is a relation

∑

i

ai(ki) =
∑

j

bj(kj) +
∑

m

cm(dm) (5.16)

for some ki ∈ K l
n, kj ∈ K<l

n , dm ∈ D∗
n, and ai, bj , cm ∈ A(n). Note that there can

be no dm of dimension greater than l by Lemma 5.33.
Consider the map induced by the one in Proposition 5.31

WH∗ → (A/A Sq1)⊗M l
n.

Then the first sum in (5.16) is mapped to
∑

i ai ⊗ ki, the second sum is mapped to
0, and the third sum is mapped to

∑

dim dm=l

cm ⊗ dm.

Thus we get the equality
∑

i ai ⊗ ki =
∑

dim dm=l cm ⊗ dm. But K∗
n ∩ D∗

n = 0, so

this can only happen if ai, cl ∈ A Sq1. But then ai Sq
1 = 0 which implies that

ai ∈ A(n) Sq1 since A(n) is free over A(0). This proves the claim.
It follows that we have a short exact sequence of A(n)-modules

A(n)/A(n) Sq1⊗K l
n →WH∗/A(n)(D∗

n ⊕K<l
n )→WH∗/A(n)(D∗

n ⊕K<l+1
n ).

This induces a long exact sequence of Tor-groups

. . .→ Tor
A(n)
s,t (Z/2∨,A(n)/A(n) Sq1⊗K l

n)

→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l
n )) (5.17)

→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l+1
n ))

→ Tor
A(n)
s−1,t(Z/2

∨,A(n)/A(n) Sq1⊗K l
n)→ · · · .

Note that

Tor
A(n)
s,t (Z/2∨,A(n)/A(n) Sq1⊗K l

n) =

{
K l

n for s = t− l,
0 otherwise,
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as one can see directly from a resolution using the fact that A(n) is free over A(0).
A direct construction of resolutions also shows that the composition

Tor
A(n)
s,t (Z/2∨,A(n)/A(n) Sq1⊗K l

n)→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l
n ))

→ Tor
A(n)
s,t (Z/2∨,K l

n) (5.18)

is injective for all s, so the long exact sequence (5.17) breaks up into short exact
sequences. When s = t− l, this is the sequence

0→ Tor
A(n)
s,t (Z/2∨,A(n)/A(n) Sq1⊗K l

n) (5.19)

→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l
n ))

→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l+1
n ))→ 0,

while for all other s, we get isomorphisms

Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l
n ))

∼= Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l+1
n )).

(5.20)

We now compute Tor
A(n)
s,t (Z/2∨,WH∗/A(n)D∗

n) for fixed s and t. For l > t− s,

Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l
n )) = 0

because WH∗/A(n)(D∗
n ⊕ K<l

n ) is zero below degree l. Thus, (5.19) becomes an
isomorphism

Tor
A(n)
s,t (Z/2∨,A(n)/A(n) Sq1⊗Kt−s

n ) ∼= Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<t−s
n )).

Note that

Tor
A(n)
s,t (Z/2∨,WH∗/A(n)D∗

n)→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<l
n )) (5.21)

is an isomorphism for l sufficiently small. More precisely, the kernel of

WH∗/A(n)D∗
n →WH∗/A(n)(D∗

n ⊕K<l
n )

is zero above dimension l+dimA(n) and thus one can choose a resolution such that
the sth term is zero above dimension l + (s + 1) dimA(n). So if l is so small that
t > l + (s + 1) dimA(n), the Tor-groups of the kernel vanish, and the long exact
sequence of Tor-groups yields the isomorphism. In combination with (5.20), this
shows that (5.21) is actually an isomorphism for all l ≤ t − s. Hence the first map
in

Tor
A(n)
s,t (Z/2∨,WH∗/A(n)D∗

n)→ Tor
A(n)
s,t (Z/2∨,WH∗/A(n)(D∗

n ⊕K<t−s
n ))

→ Tor
A(n)
s,t (Z/2∨,Kt−s

n ) ∼= Kt−s
n

is an isomorphism, and the second is an isomorphism because (5.18) is a composition
of isomorphisms when l = t− s.
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Lemma 5.35.

Tor
A(n)
s,t (Z/2∨,WH∗) ∼=

{
M t−s

n for s = 0,

Kt−s
n for s > 0.

For all s > 0, the projection WH∗ → Kt−s
n induces an isomorphism

Tor
A(n)
s,t (Z/2∨,WH∗)→ Tor

A(n)
s,t (Z/2∨,Kt−s

n ).

Proof. By Lemma 5.33, the map

A(n)⊗D∗
n →WH∗

is injective, so there is a long exact sequence

→ Tor
A(n)
s,t (Z/2∨,A(n)⊗D∗

n)→ Tor
A(n)
s,t (Z/2∨,WH∗)

→Tor
A(n)
s,t (Z/2∨,WH∗/(A(n)⊗D∗

n))→ Tor
A(n)
s−1,t(Z/2

∨,A(n)⊗D∗
n)→ .

The s = 0 part is the short exact sequence 0 → D∗
n → M∗

n → K∗
n → 0, and for

s > 0, we get isomorphisms

Tor
A(n)
s,t (Z/2∨,WH∗)→ Tor

A(n)
s,t (Z/2∨,WH∗/(A(n)⊗D∗

n)).

The claim now follows from Lemma 5.34.

Define

M∗ =WH∗/A+WH∗

Kk =Ker(Sq1 :Mk →WH∗/AWH<k).

The projection M∗
n →M∗

n+1 takes K∗
n to K∗

n+1. Clearly,

M∗ = lim−→
n

M∗
n

K∗ = lim−→
n

Kn.

Let h0 ∈ Ext1,1A (Z/2,Z/2) be the generator. Recall from Section 3.1 that multi-

plication by h0 induces a map Exts,tA (WH∗,Z/2)→ Exts+1,t+1
A (WH∗,Z/2).

Theorem 5.36.

Tors,tA (Z/2∨,WH∗) ∼=
{
M t for s = 0,

Kt−s for s > 0.

Exts,tA (WH∗,Z/2) ∼=
{
(M t)∨ for s = 0,

(Kt−s)∨ for s > 0.

For s > 0,
hs0 : Ext

0,t−s
A (WH∗,Z/2)→ Exts,tA (WH∗,Z/2)

is the projection (M t−s)∨ → (Kt−s)∨.
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Proof. We first determine TorAs,t(Z/2
∨,WH∗). Obviously, TorA0,t(Z/2

∨,WH∗) ∼=M t

by definition. For higher s, we must compute lim−→n
Tor

A(n)
s,t (Z/2∨,WH∗), so we need

to see what the maps in the direct system look like.

Suppose M∗
n = D∗

n ⊕K∗
n is any splitting and that we have chosen M∗

n → WH∗.
Look at the composite map

WH∗ →M t−s
n → Kt−s

n .

This induces a diagram on Tor-groups

Tor
A(n)
s,t (Z/2∨,WH∗) Tor

A(n)
s,t (Z/2∨,M t−s

n )

∼=

Tor
A(n)
s,t (Z/2∨,Kt−s

n )

∼=

M t−s
n Kt−s

n .

The composition ψ : Tor
A(n)
s,t (Z/2∨,WH∗) → Kt−s

n is an isomorphism by Corol-
lary 5.35.

We claim that the image K ′
n of Tor

A(n)
s,t (Z/2∨,WH∗) in M t−s

n is exactly the
subspace Kt−s

n . Indeed, assume that x ∈ K ′
n is not contained in Kt−s

n . Hence we
may choose Dt−s

n such that x ∈ Dt−s
n . Then ψ(x) = 0, which is a contradiction.

Thus K ′
n ⊆ Kt−s

n , and by surjectivity of ψ they must be equal.

The composition WH∗ →M t−s
n →M t−s

n+1 yields a diagram of Tor-groups

Tor
A(n)
s,t (Z/2∨,WH∗) Tor

A(n)
s,t (Z/2∨,M t−s

n )

Tor
A(n+1)
s,t (Z/2∨,WH∗) Tor

A(n+1)
s,t (Z/2∨,M t−s

n+1).

Here the right vertical map is the projection M t−s
n → M t−s

n+1 and the left vertical
map is the map of subspaces Kn → Kn+1.

Taking the direct limit over n shows that the injection

TorAs,t(Z/2
∨,WH∗)→ TorAs,t(Z/2

∨,M t−s)

has image exactly Kt−s.

Dualizing, we see that

Exts,tA (M t−s,Z/2)→ Exts,tA (WH∗,Z/2) (5.22)

is an isomorphism for s = 0 and is exactly the map (M t−s)∨ → (Kt−s)∨ otherwise.
But the map (5.22) commutes with multiplication by h0, and

Exts,tA (M t−s,Z/2) ∼= hs0 Ext
0,t−s
A (M t−s,Z/2) = hs0(M

t−s)∨.
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The above computes the E2-term of the Adams spectral sequence in Theorem 5.1.
As opposed to the unoriented case, there may be differentials in this spectral se-
quence. A more explicit description of the spaces M∗ and K∗ would give a better
picture of the spectral sequence. So far, we do not have any general results in this
direction.

First look at HomA(H
∗,Z/2). A direct computation shows that this contains

the element ξ22 ∈ Hom4
A(H

∗(MTO),Z/2) that takes the value 1 on both w4 and w2
2.

The proof of Theorem 5.13 carries over to show that:

Proposition 5.37. The homomorphism ξ22 is invertible in HomA(WH∗,Z/2) and
this becomes a module over HomA(H

∗,Z/2)[ξ−2
2 ].

We would like to show that HomA(H
∗,Z/2)[ξ−2

2 ] detect all of M∗ as in the
unoriented case, since this would imply:

Theorem 5.38. Assume that HomA(H
∗,Z/2)[ξ−2

2 ] detects all elements of M∗.
Then the space K∗ is trivial except in dimensions divisible by 4. In particular,
the Adams spectral sequence collapses.

Proof. Let [x] ∈ K∗. Then there is a ξ · ξ−2n
2 ∈ HomA(H

∗,Z/2)[ξ−2
2 ] such that

ξ · ξ−2n
2 (x) = 1. Let Sq1(x) =

∑
i ai(xi) for suitable ai ∈ A. Then for a sufficiently

large N

ξ · ξ2N−1−2n
2 (t2

N

x) = 1

Sq1(t2
N

x) =
∑

i

ai(t
2Nxi)

where ξ · ξ2N−1−2n
2 ∈ HomA(H

∗,Z/2) and multiplication by t is as in Definition 5.5.

That is, the image of t2
N
x in H∗ is indecomposable and Sq1(t2

N
x) is decomposable

over A>1. Hence its dimension must be divisible by 4. Thus also x must have
dimension divisible by 4.

This implies that there can only be higher Ext-groups in dimensions divisible by
4. Then it follows from the multiplicative structure that there can be no non-trivial
differentials.

We noted in the beginning of the section that K∗ is non-trivial. We can say a
bit more about K∗ and its compliment. Let

Bk = Ker(Homk
A(WH∗,Z/2)→ Homk

A(K
∗,Z/2)).

If we knew that the spectral sequence collapsed, then B∗ would be the torsion
subgroup of π∗(M̂T (d)∧2 ).

Proposition 5.39. ξ22 : Homk
A(WH∗,Z/2) → Homk+4

A (WH∗,Z/2) restricts to an
isomorphism Bk → Bk+4 with inverse ξ−2

2 .

Proof. Let ξ ∈ Bk. We claim that ξ2n2 ·ξ ∈ Bk+4n for all n ∈ Z. That is, ξ2n2 ·ξ(x) = 0
for all x ∈ Kk+4n. Note that it is enough to show this for positive n because

ξ2n2 · ξ(x) = ξ2n+2N−1

2 · ξ(t2Nx)
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and x ∈ Kk+4n implies t2
N
x ∈ Kk+4n+2N for N large enough.

But for positive n, ξ2n2 · ξ factors as an A-linear map

WH∗ → H∗⊗̂WH∗ ξ2n2 ⊗id−−−−→ (Z/2)4n⊗WH∗ 1⊗ξ−−→ Z/2.

Assume that x maps to 1 ⊗ x′ in (Z/2)4n⊗WH∗, and hence Sq1(x) maps to
1⊗ Sq1(x′). But Sq1(x) decomposes as

∑
i ai(xi), so if xi maps to 1⊗ x′i, then

1⊗ Sq1(x′) =
∑

i

1⊗ ai(x′i).

Thus ξ(x′) = 0, proving the claim. The proposition now follows because ξ22 restricts
to Bk → Bk+4 and ξ−2

2 restricts to an inverse.

Define

K(H)k = Ker(Sq1 : Hk/AH<k → Hk/AH<k)

B(H)k = Ker(Homk
A(H

∗,Z/2)→ Homk
A(K(H)∗,Z/2)).

Lemma 5.40. The map WH∗/A+WH∗ → H∗/A+H∗ maps K∗ surjectively onto
K(H)∗.

Proof. As representatives for a basis of K(H)∗ we may take all products
∏
w2nk

2k ,

c.f. [42], Chapter 20. Such a w2 =
∏
w2nk

2k lifts to w2w̃0 + Sq2(w2)w̃−2, which
represents an element of M∗. In fact, this lies in K∗ because

Sq1(w2w̃0 + Sq2(w2)w̃−2) = w2w̃1 + Sq2(w2)w̃−1 = Sq2(w2w̃−1).

Thus K∗ → K(H)∗ is surjective.

Proposition 5.41.

HomA(H
∗,Z/2)[ξ−2

2 ] ∩B∗ = B(H)∗[ξ−2
2 ].

Proof. The inclusion ⊇ follows from Proposition 5.39.
Assume ξ2n2 · ξ ∈ B∗ for some ξ ∈ HomA(H

∗,Z/2). Then also ξ2n+2N
2 · ξ ∈ B∗,

and for N large,
ξ2n+2N
2 · ξ ∈ HomA(H

∗,Z/2) ∩B∗.

But then ξ2n+2N
2 · ξ vanishes on K∗. Thus by Lemma 5.40, ξ2n+2N

2 · ξ ∈ B(H)∗.

Corollary 5.42. M∗/K∗ is infinite in all dimensions and K∗ is infinite in all
dimensions divisible by 4.

Corollary 5.43. The mapMT (d)→ M̂T (d)∧2 induces an injection on the E2
s,t-term

of the Adams spectral sequences for t− s ≤ d.

Proof. This follows on E0,t
2 = Ext0,tA = Hom0,t

A because WH∗ → H∗ is surjective.

For s > 0, the map Exts,tA (H∗,Z/2)→ Exts,tA (WH∗,Z/2) is (K(H)t−s)∨ → (Kt−s)∨,
which is injective by Lemma 5.40.
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