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Abstract: The worldwide energy revolution has accelerated the utilization of demand-side manage-
able energy systems such as wind turbines, photovoltaic panels, electric vehicles, and energy storage
systems in order to deal with the growing energy crisis and greenhouse emissions. The control system
of renewable energy units and energy storage systems has a high effect on their performance and
absolutely on the efficiency of the total power network. Classical controllers are based on integer-
order differentiation and integration, while the fractional-order controller has tremendous potential
to change the order for better modeling and controlling the system. This paper presents a compre-
hensive review of the energy system of renewable energy units and energy storage devices. Various
papers are evaluated, and their methods and results are presented. Moreover, the mathematical
fundamentals of the fractional-order method are mentioned, and the various studies are categorized
based on different parameters. Various definitions for fractional-order calculus are also explained
using their mathematical formula. Different studies and numerical evaluations present appropriate
efficiency and accuracy of the fractional-order techniques for estimating, controlling, and improving
the performance of energy systems in various operational conditions so that the average error of the
fractional-order methods is considerably lower than other ones.

Keywords: control methods; energy systems; renewable energy sources; energy storage systems;
fractional-order system

1. Introduction

Population growth, climate change, and increasing electricity demand have driven
governments to utilize novel energy management systems such as microgrids (MGs) and
smart grids (SGs) instead of traditional power networks [1]. MGs support a flexible and
efficient power network by enabling the integration of renewable energy sources (RESs)
instead of conventional power plants [2,3]. Moreover, the management of green-energy-
supporting technologies such as electric vehicles (EVs) and energy storage systems (ESSs) is
more straightforward in small SGs [4,5]. The use of local energy units reduces energy losses
in transmission and distribution systems and increases the efficiency and quality of the
electricity system. Although renewable sources have lower carbon losses and their energy
is available in most parts of the earth, their energy is stochastic and variable during the
day and year [6,7]. Electrical storage systems are the solution for stabilizing the produced
energy from renewable sources. Electric vehicles, the main system of which is a storage
system, are other practical technologies for reducing air pollution and increasing social
welfare [8]. In recent years, considerable development of renewable resources and energy
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storage systems has been achieved due to the promotion of technologies of MGs, SGs, and
also EVs.

Modeling, estimating, and controlling the utilized devices such as renewable energy
sources and energy storage systems in microgrids are important and complex. Fractional-
order methods are a practical way to enhance energy system performance [9,10]. The FO
calculus can be used in integer-order and non-integer-order models [11], and the results
of the previous studies have proved that fractional-order techniques are very suitable
and flexible ways to characterize the properties in various energy processes [12]. So far,
researchers and operators have modeled many practical systems in energy fields such as
wind turbines [13], hydro-turbine governing systems [14], chaotic systems [15], energy
supply–demand systems [16], permanent magnet synchronous generator systems [17], and
microgrids [18] by using fractional-order equations. The FO methods also have proper
performance in the estimation of parameters of energy systems [19], especially in energy
storage systems, the characteristics of which such as the state of charge [20], state of
energy [21], state of health [22], and state of temperature [23] are particularly important to
estimate for maintaining the safe and efficient operation of storage systems. Controlling
the energy system’s process, which causes the system’s performance to remain unchanged,
is another practical application of fractional-order methods [24,25]. The FO techniques are
utilized to control various performance parameters of energy systems, such as voltage [26],
current [27], power [28], temperature [29], and cost [30]. Engineers use fractional-based
controllers to control the practical energy systems of different technologies such as wind
turbines [31], photovoltaic panels [32], electric vehicles [33], and storage systems [34].

In recent decades, the tendency and motivation to utilize low-carbon and renewable
power resources have increased considerably due to the rareness of fossil fuels and in-
creased environmental problems. According to statistical data on world energy in 2022,
more than one-third of the consumed electricity was approximately generated by low-
carbon units including hydropower, nuclear, solar, and wind generations [35,36]. Renew-
able resources are expected to play a larger role in electricity generation in the coming years,
facilitated by the use of microgrids (MGs), smart grids (SGs), and smart homes (SHs) [37].
It should be considered that due to the stochastic performance of renewable resources,
their control and management systems have a high impact on their performance and the
efficiency of the total power network. Renewable energy resources exhibit significant
fluctuations in power generation due to the unpredictable nature of their primary energy
source. Their stochastic behavior affects the power quality, frequency, and voltage of the
power network [38]. The produced stochastic power of RESs and the necessity of utilization
of ESSs in the power system introduce new controlling and management challenges. The
utilization of the appropriate control technique has a high effect on the optimal performance
of the renewable units and the power network [39]. In other words, the high penetration
rate of green technologies presents critical problems for power systems. Control programs
are an important way to resolve this problem in which frequency fluctuation and other
dangerous issues are observable. Control methods such as fractional-order proportional
integral derivative (FOPID) [40,41], fractional-order cascade controller [42], proportional in-
tegral (PI) [43], proportional derivative (PD) [44], proportional integral derivative (PID) [45],
fuzzy methods [46,47], model predictive control (MPC) [48,49], tilted integral derivative
(TID) [50], and a hybrid method of TID and FOPID [51] have been utilized in different
studies for improving the efficiency of renewable energy systems. Moreover, these control
methods have been implemented for improving the inertia of the power system when
various low and high disturbances occur in the devices and systems. Fractional-order
(FO) control methods are also used for power converters in renewable energy systems.
This flexible control and power converter technique decreases the overshoot level and
settling time and increases the rising time. Fractional-order controllers have better dy-
namics, steady-state error, and stability than traditional controllers such as PI, PD, and
PID. Moreover, the efficiency of the fractional-order controller, which can be defined as the
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ratio of the controlled output parameter to the input parameter, is higher than that of the
other ones [52].

ESSs are employed to enhance the stability of the overall power system by bridging
the gap between energy generation and consumption. Moreover, they are used in EVs to
provide the required power for the vehicle. The energy storage systems technologies can be
divided into four groups: electrical ESS, electrochemical ESS, electromechanical ESS, and
thermal storage system [53,54]. Lithium-ion batteries (LIBs) and supercapacitors are among
the most commonly utilized ESSs in MGs and EVs. The long lifetime, low self-discharge
rate, and high energy and power density are the most highlighted advantages of LIBs.
On the other hand, shortcut problems and heat-runaway are one of their disadvantages.
To increase their performance and prevent problems, reliable situation estimation is so
essential. Supercapacitors or ultra-capacitors are powerful energy storage devices with
more abilities than batteries and capacitors. They can be charged more than capacitors
and discharge more power than batteries [55,56]. The control and management systems
of energy storage devices are developed to control and monitor the different parameters
such as the state of charge (SOC), state of power (SOP), and state of health (SOH) in order
to ensure the safety and reliability of the storage system [57]. The battery’s SOC presents
the battery’s available stored energy, while the SOP shows the rate of the battery working
in extreme conditions [58,59]. The SOH of the storage system indicates its degradation
and remaining capacity. In other words, this index compares the remaining charge of the
storage system with its rated value [60]. The stability and robustness of the estimation
value of each of these parameters are required for appropriately modeling the storage sys-
tem [61]. The accurate estimation of the ESS’s situation is crucial for its proper management.
Although different methods such as artificial neural networks (ANNs) [62], the support
vector machine [63], the learning machine [64], fuzzy logic [65], the open circuit voltage
method [66], and ampere-hour integration [67] have been used for predicting the ESSs,
three techniques including the electrochemical model [68], integer-order model [69], and
fractional order [70] are more commonly utilized methods. The integer-order model, called
the equivalent circuit model, considers resistance capacitance systems [69]. The electro-
chemical model presents differential algebraic formulas about the intern electrochemical
reactions of the storage device [68]. The FO model, which is more complete and effective
than these two methods, considers the electrochemical characteristics without considering
the equivalent circuit model. This method considers the fractional impedances, including
the constant phase element (CPE) and Warburg element [70]. The FO model has more
stability than traditional methods and finds the proper results in a lower time. Therefore, it
can be applied to online and real applications.

Figure 1 demonstrates a comprehensive structure of fractional-order methods in
systems of renewable energy systems and energy storage systems. As can be shown in this
figure, fractional-order methods have been utilized in renewable energy systems of WTs,
PVs, geothermal systems, and some hybrid systems. In these systems, different fractional-
based systems such as FOPID, FOPD, FO-TID, and FOI-TD have been investigated. In
energy storage systems, the majority of fractional-order systems have been applied on
LIBs, LMBs, SMESSs, and supercapacitors. The application of fractional-based systems
in ESSs can be divided into three main categories including modeling, estimating, and
controlling. Based on the formulation, four definitions including GLD, RLD, CD, and
OSD are most utilized in fractional-order systems. Some assistive techniques are used in
the fractional-order method to improve its performance. In the following, the details of
different applications, definitions, objectives, and assistive techniques of fractional-order
methods are presented.
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1.1. Motivations

Although in recent years, some authors considered fractional-order techniques for
modeling, estimating, and controlling the energy systems of RESs and ESSs and modifying
their performance, there was no overall research on applications of FO methods on the
energy systems of these devices. For this reason, it motivated us to prepare an overview of
previous studies on fractional-order methods and the energy systems of RESs and ESSs.
Moreover, we wanted to present a framework of important formulations and definitions
of FO techniques that can be applied to practical and experimental energy systems for
researchers and engineers. On the other hand, RESs and ESSs appropriately complement
each other in the power network so that RESs inject renewable and eco-friendly energy
into ESSs while ESSs increase the stability and quality of the produced energy of RESs.
It was another reason to prepare a review paper about applications of FO techniques in
both RESs and ESSs so that readers can easily see the advantages and disadvantages of
FO-based estimating, modeling, and controlling methods of RESs and ESSs in a compre-
hensive article. In other words, we present important details of the latest articles about
applications of fractional-order methods in RESs and ESSs, such as objectives, optimization
methods, electrical circuit models, identification methods, remarkable numerical results,
advantages, and disadvantages, in this review paper in order to comprehensively evaluate
the performance of FO methods in energy systems of renewable units and storage devices.
Thus, the main motivations of this review paper are as follows:

1. Providing a detailed explanation of fractional-order control techniques and their
applications in renewable energy and energy-storage-integrated power systems.

2. Summarizing the current research findings on the use of fractional-order control
techniques in these systems, including their advantages and limitations.

3. Comparing and evaluating different fractional-order control techniques used in re-
newable energy and energy-storage-integrated power systems based on their performance
and applicability.
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4. Identifying challenges and opportunities for future research in this field and sug-
gesting possible directions for further investigation.

1.2. Methodology

To extract appropriate and adequate resources for evaluating the applications of FO
methods in RESs and ESSs, published papers in the last decade that have considered FO
techniques for estimating, modeling, and controlling the energy systems of RESs and ESSs
were gathered from international scientific databases, such as IEEE and ScienceDirect. Some
important and practical keywords, such as fractional-order controllers, estimation methods,
modeling techniques, renewable sources, energy storage systems, photovoltaic panels,
wind turbines, electrochemical impedance spectroscopy, lithium-ion battery, parameter
identification, and state of charge were considered for selecting the proper and related
papers. After reviewing these articles, the papers with high relevance to the applications
of FO methods in RESs and ESSs were divided into two main categories, including re-
newable energy systems and energy storage systems, for more detailed evaluations. The
explanations of the proposed method, the application of the fractional-order technique
in the energy system, the utilized equations, objectives, constraints, assistive techniques,
numerical results, and the comparison data with other methods are the extracted details
from the reviewed articles. They are explained and categorized in the following sections.
Moreover, the formulations and methods of some papers are considered for simulation and
evaluation of the FO methods, and simulation results are presented and explained using
figures and tables.

Therefore, in this review paper, after presenting the main formulations of FO methods
in the energy systems, previous studies about FO methods that have been utilized in the
energy systems of RESs and ESSs are considered for reviewing FO controllers and systems.
These studies are divided into two sections, including (a) fractional-order techniques
and renewable energy systems and (b) fractional-order techniques and energy storage
systems. The papers of each section are evaluated deeply based on the methods, objectives,
advantages, and disadvantages. Moreover, their details, such as the models, type of
controllers, optimization methods, electrical circuits, identification methods, and objectives,
are also categorized and summarized for easy access to an overview of applications of FO
methods in the energy systems of RESs and ESSs. After pondering different studies, some
suggestions for future research on FO methods are presented. Table 1 presents a summary
of the remaining sections in this paper, with the key objectives of each section.

Table 1. Summary of the sections in this paper.

Sections Objectives

2. Fractional-order systems Mathematical formulation of FO systems, Definitions of FO
operators, FO controller, FO-based converters and inverters

3. Fractional-order techniques
and renewable energy sources

Applications of FO methods in RESs, description of different
methods, Evaluation of numerical results, Discussion about
the effect of FO methods on the energy system of RESs

4. Fractional-order techniques
and energy storage systems

Applications of FO methods in ESSs, explanation of various
techniques, Evaluation of numerical results, Discussion about
the advantages and disadvantages of FO methods in the
energy system of ESSs

5. Future perspectives Future perspective on FO methods, Presenting some
suggestions for future works on fractional-order systems

6. Conclusion Conclusion of the literature review and summary of
advantages and disadvantages of FO methods
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2. Fractional-Order Systems

In this section, an overall description of FO techniques, which are used in energy
systems for controlling, is explained. Fractional-order techniques are applied in dynamic
systems to model their operation by a fractional differential equation considering a non-
integer derivative. To describe the objects of the considered system as fractal properties,
integrals and derivatives of fractional orders are utilized [71,72]. In recent years, the growth
of engineering systems, technologies, and science has led to the implementation of FO mod-
els in many dynamic systems such as electrochemistry systems [73], physics systems [74],
viscoelasticity systems [75], biological systems [76], and chaotic systems [77] for different
purposes such as controlling [78], observing [79], estimating [80], and stabilizing [81].

The FO operator is mathematically defined in Equation (1). This operator describes
the dynamic processes of the system with infinite dimensions.

aDβ
t =


dβ

dtβ
β > 0

1 β = 0∫ t
a (dτ)β β < 0

(1)

Here, β shows the order of the fractional operator, while a and t are the bounds of the
operation. The value of the order of the fractional operator is variable in the real number
domain (β = 1, 2, 3, . . .).

2.1. Fractional-Order Definitions

Most definitions of the fractional integrals and derivatives, which facilitate numerical
evaluations and analysis, are the Grünwald–Letnikov definition (GLD), the Riemann–
Liouville definition (RLD), and the Caputo definition (CD) [82]. The mathematical descrip-
tions of the most used definitions are presented in the following.

Grünwald–Letnikov definition: The GLD as the most utilized method presents a
unique form of fractional calculus. Mathematically, this definition is mentioned in
Equation (2) [83].

aDβ
t f (t) = lim

h→0

1
hβ

∞

∑
j=0

(−1)j
(

β

j

)
f (t− jh) (2)

In this equation, the symbol h is the sampling interval, and (β
j) is the binomial coeffi-

cients, which can be calculated by using Equation (3).

(
β

j

)
=


β!

j!(β− j)!
=
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j) = 1 j = 0
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)[
(−1)j−1( β

j−1)
]
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Riemann–Liouville definition: The RLD, which is named after Bernhard Riemann and
Joseph Liouville, is another method for presenting the possibility of fractional calculus.
This definition is shown mathematically in Equation (6) [84].

aDβ
t f (t) =

1
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(N − β)

(
d
dt

)β∫ t

β

f (τ)

(t− τ)β−N+1 dτ (6)

This equation considers (N − 1 ≤ β ≤ N). Here, N is an integer parameter.
Caputo definition: This definition is almost similar to the RLD, but the derivative

element is not in the CD. Equation (7) presents the mathematical form of this definition
considering the condition (N − 1 ≤ β ≤ N) [85].

aDβ
t f (t) =

1
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∫ t

β

f (τ)
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Oldham and Spanier definition (OSD): Oldham and Spanier introduced a defini-
tion in 1974 for presenting fractional calculus. This mathematical definition is shown in
Equation (8).

dq(βx)
dxq = βq dq(βx)

d(βx)q (8)

where β function is defined as bellow:

β(m, n) =
∫ 1

0
(1− x)mxn−1dx m, n ∈ R (9)

Other definitions of fractional-order calculus can be studied in [86].

2.2. Fractional-Order Controller

The controllers have been improved in both industry and academic systems during
recent years, and they have become more advanced and complex. The FOPID controllers
have received great attention in previous years. However, simple tuning rules and no
effectiveness still exist for FOPID controllers such as those specified for the integer PID
controllers [87]. The PID controllers are mostly utilized in industrial applications due to
their functional simplicity. On the other hand, the parameters of PID controllers are often
adjusted using tests, experience, or error methods. Although this adjusting process can be
applied easily in academic systems, it is definitely difficult to use to calculate the controller’s
gain in an industrial system because most industrial systems have some difficulties, such
as uncertainties, nonlinearities, and structural complexity [88].

The variant of the fractional order including PD, PID, FOPID, and tilted integral
derivative (TID) is presented explicitly in [89]. This paper defines the most usable com-
mande robuste d’ordre non-entier approximation besides the FOPID controller by using
Equation (10) [89].

Sa = C
n

∏
i=1

1 +
(

s
ωz,i

)
1 +

(
s

ωp,i

) (10)

The PID controller is the most popular and applicable shape of the controller, but
FOPID is proposed according to the domain of variations. The FOPID has more stability
than the PID controller. Moreover, the FO-based controller is more practical in complex
problems with various parameters [90]. In Figure 2, the structure of the PID controller is
demonstrated. According to this figure, the transfer function of fractional-order PID is
presented in Equation (11) [90].

C(s) = Kp + KdSβ +
KI
Sα

(11)
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By particular values of α and β, conventional controllers are reachable. If α = 0 and
β = 0, the values can be adjusted on the proportional controller. If α = 0 and β = 1, the PD
controller is implemented although, in the PI controller, the value of these parameters are
α = 1 and β = 0. Finally, if α ∈ R and β ∈ R, the FOPID controller can be reached with a
flexible character [91]. Therefore, the FOPID controller has more flexibility. Moreover, the
integral of time error is optimized by manipulating controller parameters and intercepting
fuzzy logic. In [92], a novel fractional-order controller with two free degree orders is
introduced by utilizing a combination of the genetic algorithm (GA) and the artificial
bee colony (ABC) algorithm. The tilted integral derivative is constructed by replacing the

proportional section of PID with
1

Sn . TID is powerful enough to reduce or reject disturbance
and noise [93].
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2.3. Fractional Order in the Converters and Inverters

In the last decade, researchers have published papers about the application of FOPID
and its variants in converters and inverters. As noticed, power electronics is an inevitable
part of the power system and is used in a wide range of power systems such as renewable
energy, high voltage DC, the drive of motors, etc.

2.3.1. DC-DC Converters

The author of [94] concluded positive results from the effects of FOPID and conven-
tional controllers in improving buck–boost converter transient efficiency. In that paper, the
results represented rise time, steady-state situation, and overshoot improvement in the
FOPID case study. In [95], the authors investigated the impacts of FOPID in the DC-DC
converter. In that study, by using biquadratic approximation, it was concluded that non-
integer controllers are flexible and offer faster responses and more stable situations than
other controllers.

The authors of [96] presented a novel cascade controller for buck–boost DC-DC con-
verters. The cascade controller contains two loops while the outer loop has a FOPID
controller with a voltage-controlling role. In that paper, the inner loop operates using
feedback from the outer loop. The ant lion optimization was used for adjusting FOPID
parameters. This optimization algorithm has significant advantages compared to other
algorithms such as PSO. The results demonstrate that the proposed approach could strive
for a high-rate variation of dynamic performance. In [97], an FO-based controller was
investigated to increase the stability and decrease the effects of harmonics. In that paper,
a FOPID-based buck converter on RLD is modeled. The ultimate figure of the continu-
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ous conduction mode in the steady-state situation shows that the parameters of the FO
controller are reachable, stable, and robust.

2.3.2. AC-AC Inverters

The authors of [98] added a FOPID controller to an asymmetrical cascaded H-bridge
multi-level inverter and compared it with conventional controllers. The results show an
output voltage of the inverter with a considerable reduction in harmonic distortion. In [99],
a multi-functional inverter was proposed for regulating the voltage and frequency of a
photovoltaic energy storage system. In that paper, a shunt active power filter is utilized
to mitigate harmonic content. Moreover, a virtual synchronous machine is considered
to present the efficiency of the voltage–frequency regulation. This inverter has proper
performance in the energy system of the photovoltaic panel and energy storage system
on the AC power network. The authors of [100] presented a new approach for dealing
with harmonic distortion that is delivered from the main grid. In this research, a FOPID
controller is simulated in the LCL voltage-based inverter circuit, and it could decrease the
disruptive effects of harmonics.

3. Fractional-Order Technique and Renewable Energy Sources

In this section, several papers that follow different objects are reviewed. In these pa-
pers, FOPID and conventional controllers are utilized to improve steady-state performance.
This section focuses on FO controllers used for renewable energy systems.

Table 2 is mentioned to point the readers to an overview of papers that studied
fractional-order techniques in renewable energy systems. This table summarizes the ap-
plication of fractional-order methods in renewable energy systems. The types of the used
controller, function, algorithm, and type of distributed generation unit of each paper are
available in this table. Table 2 shows that most authors have used the FOPID controller for
renewable energy systems. The TID controller is another practical method. The metaheuris-
tic algorithms are utilized in most papers for optimizing the controller parameters. On the
other hand, the MPPT is the most iterated function due to the role of the power amount
without distortion. The major objective of the papers is to minimize the nonlinearity and
uncertainty of the system, which causes unstable situations in the steady-state condition.

In the papers associated with fractional-order methods and renewable energy sources,
FOPID controller, photovoltaic panel, and wind turbine are the most utilized keywords.
In other words, the FO method has been utilized to control the most common types of
renewable energy resources, mainly WTs and PVs. Different types of controllers, methods,
and optimizations are other types of information that can be found in Table 2. For example,
all the papers develop their controllers based on the FOPID controller. Based on the method,
the MPPT is the most popular method in photovoltaic panels, while the SMES is the most
popular approach in wind turbines. Moreover, one of the vital parts of implementing the sug-
gested control method is to select an appropriate optimization approach, and the reviewed
papers demonstrate that metaheuristic algorithms have extensive stocks in the papers.

In the first reviewed paper on fractional-order application in the RESs, the authors
proposed a specific algorithm to reach maximum power [101]. In that study, due to uncer-
tain irradiation, the maximum power point tracking (MPPT) approach was implemented
in the photovoltaic panels (PVs) by combining step size variables. According to Figure 3,
for eliminating the disturbance factor of MPPT, the novel FOPID controller was attached
by an incremental conductance algorithm. The results illustrate enhanced steady-state
performance [101]. In [63], focusing on MPPT in PV panels, a new novel approach is
presented by combining incremental conductance and FOPID. According to the obtained
results, the loss of output voltage is reduced considerably. In [64], a study to reduce
perturbation in the output voltage of PV panels was conducted. In this research, MPPT
through the perturb and observe (PO) technique under uncertain atmospheric situations
was investigated. Reshaped output power by adding FOPID, which is tuned by the grey
wolf optimization (GWO) technique, causes an improved transient factor in the result of
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the edited system. In [65], a novel high-energy tracking system from PV panels based on
the perturb and observe technique was presented. In this paper, several events, such as
inverter nonlinearity, the uncertainty of irradiation, and temperature, were adopted in
the model. For compensating the PO technique, a FOPID controller is employed, and the
optimal tuning of its parameters is obtained using the yin yang pair algorithm [102].

In the other paper, a geothermal power plant, dish Stirling, and high voltage DC
system are connected to an uncertain environment. The specific scheme is presented for
reducing the effects of harmonic distortion and having a robust system. The mixed FOPI-
FOPID controller is replaced in the system and, using the sine cosine algorithm (SCA), the
optimal adjustment of the parameters of the controller is conducted. The obtained results
show improvements in the transient index such as overshoot and rise time [103]. Another
application of the FOPID controller in the hybrid RES with combined energy storage was
presented. The goal of the paper was to seek the objective frequency at which the system
deviated from the equilibrium point, and after obtaining the result, the approach was
validated with the mean square error method [104]. In [105], a fractional-order controller
was presented to reduce tension and increase the robustness of the system. In this research,
a novel controlling regime based on a fuzzy FOPID controller was proposed for hybrid
renewable resources used for power generation and plentiful switching. The combination
of the particle swarm optimization and chaotic map is utilized to extract the transient
parameters of the controller [105].

Table 2. Summarization of applications of the fractional-order method in renewable energy systems.

Ref. Type of Controller Remark Optimization/Analytical Method Application

[94] FOPID Improving buck–boost
efficiency with simulink

Analytical frequency domain design
method PV

[95] FOPID
Tuning attached controller to
DC-DC converter with
simulink

Analytical frequency domain design
method PV

[97] FOPID Buck converter based on RLD RLD PV

[98] FOPID
Asymmetrical cascaded
H-bridge multi-level inverter
with simulink

Analytical frequency domain design
method PV

[101] FO controller MPPT Inc-Cond algorithm PV
[102] FOPID MPPT Yin yang pair algorithm PV and WT
[103] FOPI- FOPID Deregulated AGC Sine cosine algorithm Geothermal plant

[104] FOPID Minimizing mean square error
with simulink

Analytical frequency domain design
method RESS

[105] Fuzzy FOPID Chaos control PSO RESs

[106] FO controller Model control and space
vector PWM

Analytical frequency domain design
method PV and WT

[107] Fuzzy FOPID Tuning WT inverter TLBO WT

[108] FOPID Pitch angle RBF neural
network Chaotic optimization WT

[109] FOPID Generalized isodamping
technique Gain-scheduling algorithm Solar system

[110] FOPID Yuning attached controller to
DC-DC converter PSO HES

[111] FOPI Enhancing dynamic behavior Metaheuristic algorithms PV
[112] FOPID-TID load frequency control Artificial ecosystem-based optimization RESs
[113] Fractional based TID LFC and VIC HGAPSO RESs
[114] FOPD-LFC ITAE minimizing SO algorithms RESs
[115] FOI-TD Fitness-dependent optimizer Hybrid sine cosine algorithm RESs
[116] FOPID LFC and SEES controlling Manta ray foraging optimization RESs
[117] FOPID MPPT Inc-Cond algorithm PV
[118] FOPID MPPT GWO PV
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In [106], research was presented for contrasting unstable situations and ensuring
power quality in smart residential hybrid RESs. In this paper, a new FO controller im-
plemented on an inverter’s output break is controlled with the pulse-width modulation
(PWM) method. A comparison of the proposed controller with the conventional controller
shows a reduction in the tension of the output voltage [106]. Another paper about wind
turbine (WT) output controllers was proposed in [107]. Fuzzy FOPID is replaced in the
DC-AC converter section due to the uncertainty of wind speed and grid-connected wind
power plants for reducing the effects of the dynamic situation. Rise time and fall time
are improved by the tuning of controllers using the teaching–learning-based optimiza-
tion (TLBO) algorithm overshoot [107]. In another paper, the pitch angle method was
proposed for controlling the rotor speed and power production of the WT [108]. In this
research, the FOPID controller is replaced with a radial basis function (RBF) neural network
for improving system performance, and the chaotic optimization parameter of FOPID is
tuned optimally. The result shows that by attaching the FOPID controller, the system’s
flexibility and robustness are increased in comparison to conventional controllers [108].
The authors of [109] designed a novel approach to deal with nonlinearity and increase
the performance of the energy system. A FOPID controller is designed to cope with the
destructive effects of the parameters. A numerical evaluation of the FOPID controller
with a combined gain-scheduling algorithm and concentrated solar plant nonlinear model
indicates its high performance in comparison with other controllers [109]. In another paper,
the FOPID controller was presented due to the nonlinearity of the V-I characteristic of
the PV panel [110]. In that paper, the boost DC-DC converter is utilized in the PV panel
for regulating the output voltage. Moreover, particle swarm optimization is proposed for
modifying the parameters of the FOPID controller [110].
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Two controllers were presented for balancing the dynamic behavior of grid-connected
PV panels in [111]. In this paper, metaheuristic algorithms such as cuckoo search (CS),
GWO, the whale optimization algorithm (WOA), the mine blast algorithm (MBA), ABC, and
the moth swarm algorithm (MSA) are used to optimize FOPI and PID controller parameters
to reduce transient factors such as settling time and overshoot [111]. A study for mitigating
the effects of renewable units and EVs present in the power system was proposed in [112].
In this paper, a controller consisting of both FOPID and TID controllers is presented to
reduce frequency fluctuation and tie-line power deviation. The artificial ecosystem-based
optimization (AEO) method for tuning parameters is used. Therefore, it can be said that
the existence of different controllers with distinct performances increases the robustness
and flexibility of the system [112]. A TID fractional-based controller was proposed for
mitigating sensitive load and generation fluctuation. The power generation of RESs is
penetrated to the power system due to the lowering of system inertia and unbalancing of
the load and frequency. Therefore, load frequency control (LFC) and virtual inertia control
(VIC) are proposed for compensating for RESs’ penetration problems. Two TID controllers
for each segment are placed using hybrid genetic PSO parameters of controllers, which use
a case study combining RESs and conventional power production. In comparison to PSO
and GA, the proposed algorithm is more effective and robust [113].

In [114], a new FOPD-LFC was proposed for covering the deficit of connecting RESs
to the power grid due to power exchange and its violation. This paper aims to minimize
the integral time absolute error (ITAE) with skill optimization. The proposed method
was evaluated in two case studies, and the results were compared with the results of
the jumping spider optimization algorithm and bonobo optimization. The proposed FO-
based method has more reliability and stability than other algorithms [114]. A novel
approach for controlling the nonlinearity of a system with RESs was proposed in [115].
The considered system has nonlinear loads and variable generation units. Therefore,
the FOI-TD controller was designed for reducing the nonlinearity, and a hybrid sine
cosine algorithm with a fitness-dependent optimizer was utilized to tune the controller’s
parameters. The result shows that the proposed algorithm outperforms other algorithms
such as the fitness-dependent optimizer and PSO. Additionally, the designed controller
reduces the overshoot and rise time [115]. The essential need for controlling the multi-
area power system with renewable resources was investigated in [116]. In this paper, a
new FOPID for controlling LFC and the superconducting magnetic energy storage system
(SMESS) is designed. The optimum points of the FOPID parameters are determined using
the manta ray foraging optimization (MRFO) algorithm. Robustness and flexibility against
nonlinearity is a prominent characteristic of the proposed controller [116].

4. Fractional-Order Technique and Energy Storage Systems

In the last decade, energy storage systems have been widely utilized in MGs and EVs.
Online and accurate modeling and estimation are essential to efficiently operate the storage
systems and their upper energy system. The main purpose of studies on fractional-order
control systems in ESSs is to improve the estimation rate of the SOC, state of energy (SOE),
or other essential and uncertain parameters of the battery. In this section, the applications
of FO techniques in the energy systems of different energy storage devices are presented
and discussed based on various types of research.

Fractional-order method, lithium-ion battery, state of charge, Kalman filter, electro-
chemical impedance spectroscopy, and parameter identification are the most repeated
keywords in the papers on FO methods and ESSs. In Table 3, the details of articles on FO
techniques and ESSs are presented. In this table, different parameters of each paper such as
ESS models, FO-based structures and technologies, and main objectives are given.
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Table 3. The details of articles on the fractional-order controller and energy storage systems.

Ref.

ESS Model FO-Based Structures and Techniques Main Objectives

LIB

Supercapacitor

LM
B

SM
ESS

B
attery

EIS

G
A

K
F

SM
T

PSO

H
G

A
PSO

LSA

PT
M

H
G

PO

M
C

A

A
N

A

K
H

O

A
C

A

IT
LO

M
G

SO

SO
C

Tem
perature

V
oltage

SO
P

Electrode
aging

C
ontrolcosts

Solid
phase

diffusion

SO
H

[119] * * * * * *
[120] * * * * * *
[121] * * * *
[122] * * * *
[123] * * * *
[124] * * *
[125] * * * *
[126] * * * *
[127] * *
[128] * * * *
[34] * * * *
[129] * * *
[130] * * * * *
[131] * * * *
[132] * * * * * *
[133] * * * *
[134] * * * * *
[135] * * * *
[136] * * * *
[137] * * * *
[138] * * * *
[22] * * * * *
[139] * * * * *
[140] * * * * * *
[141] * * * *
[142] * * * *
[143] * * * *
[144] * * * *
[145] * * * *
[146] * * * * *
[147] * * * *
[148] * * * * * * *
[149] * *
[150] * * *
[151] * * *

While the LIB has been considered as the energy storage device in most of the studies,
such as [119,125,137], in papers [141,149,150], the entire structure of the energy storage
system has been studied. The particular type of energy device has not been considered.
In [120,148], both lithium-ion and supercapacitor ESSs have been considered. In these
articles, the performance of different storage devices and the application of the FO model
have been compared and evaluated. The supercapacitor ESS has been investigated in
Refs. [34,127,143]. The authors of [123] proposed fractional-order techniques for the LMB.
Refs. [129,151] are also about superconducting magnetic energy storage. According to the
literature, LIBs are more efficient for practical operation, and therefore, the main focus of
most research is on this type of ESS.
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In [119], the fractional-order impedance model was investigated to overcome the
drawbacks of electrochemical and electrical circuit models. The fractional parameters and
electrochemical impedance spectroscopy (EIS) data were utilized in the defined impedance
model. The GA was used to identify the order of the fractional elements after achieving
the state space equations of the model by the GLD. The performance of the FO model was
improved by utilizing the Kalman filter (KF) and short memory techniques. The numerical
results presented that the proposed fractional-order model can improve the estimation
rate of the SOC of the battery so that its estimation error is around 3%. The application
of the FO model in the energy system of LIBs and ultra-capacitors was experimentally
evaluated in [120]. The EIS and temperature-compensating fractional models of batteries
and capacitors were presented, and the PSO algorithm was considered to identify the
online parameters. Based on the numerical results, the presented FO model can obtain a
more accurate value of stochastic parameters with less than 4% error. The authors of [121]
suggested FO estimation and control algorithms for the electrical storage system. The
combination of the particle swarm optimization method and the GA was used to identify
the parameters of the fractional model. Its structure was defined by evaluating a series of
pulse tests at various levels of the battery’s charge. Moreover, online charge estimation was
used to increase the convergence speed and obtain more accurate results. In the proposed
FO model, the behavior of the battery over different current and voltage rates was also
researched. Numerical results, achieved under various load profiles, presented that the
proposed FO-based estimation method has more accurate results than KF-based methods
by up to 1.2%.

In [122], a factional-order model was presented to estimate the SOC of batteries,
especially lithium-ion types. In the proposed model, the charging and discharging char-
acteristics were described using a circuit model and then the model parameters were
identified by the PSO algorithm. The proposed order-dependent model was evaluated
utilizing real-time experimental data. The results showed the feasibility and validity of
the FO model to observe the more accurate rate of battery charge. The authors of [123]
investigated the fractional order model and EIS for liquid metal batteries (LMBs) as one
of the practical ESSs in the last few years. The general electrochemical reaction process
was considered to define the fractional-order circuit model. Moreover, the impedance
spectra were analyzed to extract the parameters of the battery. The results, achieved from
simulations and experiments, presented good performance and stability of the FO model
for the battery management system. In [124], the relationship between the FO and electrode
aging was investigated. The utilized battery for studying was the lithium-ion type. The
system of the FO model was identified using the transient discharge dataset of the fully
charged situation of the battery. The numerical results, which were achieved by applying
the model to the actual data, presented that the FO can properly evaluate the degradation
level of electrodes so that there is a steady relationship between the proposed model and the
charging/discharging cycle of the battery. On the other hand, the battery life is terminated
when the FO model tends to be stable.

The short- and long-time evaluation of the dynamic of ESSs was presented in [125]
considering frequency parameters. In this study, the FO model was defined using modified
electrochemical impedance spectroscopy. The modified version of the impedance model
appropriately selected the internal dynamics in both short and long periods. Moreover,
it could capture the low-frequency dynamics of the battery. Numerical results showed
the high performance and proper adaptability of the proposed FO model to evaluate the
dynamics of the battery in different operating conditions so that the maximum error was
below 0.86%. The authors of [126] studied the application of the FO model to show the effect
of thermal and electrolyte variations on LIBs. The polarization in electrolytes was utilized
to modify the proposed FO model. In the proposed model, the heat absorption/generation
of the battery cell was also described using the particle thermal model. The numerical
evaluations presented high stability of the modified fractional-order model in various
ranges of current, voltage, and temperature. In [127], the FO model was presented to
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explain the frequency-dependent behavior of electrical storage devices in energy systems.
In this research, both the transient and steady modes of the storage system were considered
to evaluate the electrical system of the fractional-order capacitance and inductance. The
fractional-order coils and supercapacitors were utilized to verify the proposed FO model.
The results expressed the proper performance of the proposed model to present the level of
stored energy in commercial electrical storage devices. An FO model, which was modified
using the Kalman filter, was presented in [128] to estimate the SOC of batteries. The LIBs
were studied in that paper. In that paper, the FO model describes the physical behavior
of the battery. The GA was utilized to identify the parameters of the model. The KF was
also used to modify the proposed model in order to increase the stability of the estimation
and better track the noise variance. The experimental data presented that the proposed
FO-based model performs better and more accurately than the traditional KF-based models.

The authors of [34] developed an FO control method for the supercapacitor type of
ESSs. In the defined model, the inherent physical characteristics of the storage system and
the transient responses were considered and analyzed to obtain global control stability.
Moreover, the sliding-mode control was also applied to the FO model to improve the
robustness of the closed-loop system. The proposed control method was evaluated under
different energy situations and the presence of various energy sources in the distribution
system. The results presented more stability and feasibility of the FO-based model than the
other control methods. Ref. [129] suggested a nonlinear control method utilizing FO control
for analyzing the ESS. The ESS was a combination of battery and superconducting magnetic
storage. The proposed FO control model has the ability to compensate for the nonlinearities
and model the uncertainties through online estimation. Moreover, it improves the control
performance of the ESS while only the voltage and current of the storage are measured
instead of accurate modeling of the system. The numerical evaluation of the proposed
method showed that the FO control method improves the storage system’s performance
and reduces the control costs of the system more than other control methods such as
sliding-mode control and feedback linearization control. An FO model was proposed
in [130] to estimate the electrochemistry dynamics of lithium-ion batteries. The GA was
used to identify the parameters of the proposed model. Moreover, the KF was utilized
to modify the FO control method in estimating the SOC. The proposed control method
was simulated and compared with the Thevenin model. The numerical results showed
that the FO control method is more accurate and robust than the other one. The authors
of [131] presented a physics-based fractional-order model for simply analyzing the cycle
of energy storage devices. This study focused on lithium-ion batteries. The dynamics of
medium-high frequency were considered to define the full-cycle model. For this reason, it
can be applied to the full-cycle operation of the battery. The proposed physical fractional-
order model was evaluated using different loads. The obtained results presented that the
defined model has suitable performance for online applications, so it has high stability in
extracting the solid phase diffusion. In [132], a new technique based on the FO method
was introduced to estimate the SOC of the battery. The proposed model was based on
the open circuit voltage. The PSO method was utilized to select the parameters of the
FO-equivalent model. To increase the accuracy and convergence rate of the estimation
method, a particle filter, which was modified by an adaptive noise updating algorithm,
was added to the proposed FO model. The numerical results, achieved by applying the
proposed method to static and dynamic conditions, showed the appropriate convergence
rate and high stability of the proposed charge estimation method. The state of power of
LIBs was investigated in [133]. It is worth mentioning that in the evaluation of the SOP, it
is considered that the battery is working with the maximum possible power rate. In this
paper, the factional-order model was suggested to estimate the power level of the battery.
In this model, the voltage, current, and SOC of the battery were modeled by FO calculus.
The numerical results presented that the proposed estimation model with approximately
1.34% error has high accuracy for calculating the SOP of the battery in different operating
conditions. The authors of [134] proposed another FO-based model for estimating the SOC
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of lithium-ion storage devices. In the presented method, the FO model was modified using
a Kalman filter and EIS in order to reduce the error rate of the electrical equivalent circuit
and increase the stability of the model. The parameter of the model was identified by
the quantum particle swarm optimization algorithm. Moreover, the Grünwald–Letnikov
fractional derivative and time-varying measurement error covariance were added to the
model to promote the convergence speed of the estimation method. The simulation results
showed a better performance of the FO model compared to other estimation methods to
estimate the state of the charge of the battery.

In [135], to find the correct charge level of LIBs, a new fractional-order model was
presented. The KF was utilized in this technique to increase the adaptive ability of the
estimation method in a complex operating state. The Sigmoid function was added to the
model to find the unknown parameters. Moreover, the augmented vector technique was
utilized to better describe the nonlinear function of the storage device. Simulation and
experimental data presented the high estimation stability of the FO model to estimate the
SOC of the battery. Moreover, it has adequate ability in complex environments. A multi-
parameter FO model, defined using 25 parameters, was presented for analyzing the battery
in [136]. The considered battery type was lithium-ion. The combination of particle swarm
optimization and the genetic algorithm was utilized to identify the parameters. Moreover,
the proposed multi-domain model was defined using two domains including frequency
and time. The frequency domain is based on EIS, and the time domain is based on the
terminal voltage of the battery. The proposed FO model is robust and reliable for identifying
and analyzing the storage device; this claim was pondered and proved by the numerical
evaluations in the MATLAB environment. In [137], a new method for estimating the state
of charge of LIBs was proposed. The suggested estimation method was based on the FO
and KF. The parameters of the model were identified using the adaptive genetic algorithm.
During the test condition, the root mean square error of the estimation method was less
than 1%. Moreover, the FO model had more stability and robustness than other KF-based
techniques in estimating the SOC of the battery. The authors of [138] proposed a hybrid
method for estimating the state of charge and analyzing the ESS. This model combines the
FO-equivalent model and the FO adaptive dual Kalman filter. The first part of the model is
utilized to achieve the external electrical characteristics of the battery, while the second part
of the proposed model estimates the battery’s charge level. The evaluation of the proposed
method in different experimental conditions presented more convergence, lower error, and
higher stability of the proposed FO technique than other estimation techniques. In [22],
an FO model was established to accurately estimate the state of charge and state of health
of ESSs. In this second-order model, the adaptive genetic algorithm is utilized to identify
the model parameters. Then, the multi-innovations unscented Kalman filter is applied
to estimate the charge and health level of the battery. The performance of the estimation
technique was pondered by evaluating the experimental results achieved from different
cycles and operating conditions. By utilizing the proposed method, the estimation error of
both SOC and SOH was lower than other methods, so its root mean square error was less
than 1.2% and 0.007% in predicting the charge and health level of the battery, respectively.
Thus, the proposed FO model had adequate accuracy. Another fractional-order model for
estimating the SOC of the battery was introduced in [139]. The LIBs were studied in this
paper. In the proposed FO model, various temperatures and operating conditions were
modeled. The model parameters were optimized by using a Krill Herd optimizer in order
to obtain an appropriate model. The validation of the proposed technique was evaluated
using different operating conditions, temperatures, and SOC ranges. The numerical results,
which were achieved from various tests such as hybrid pulse power characteristic and
dynamic stress tests, presented high accuracy and reliability of the method in different
situations. This method also had lower errors than other estimation methods. The authors
of [140] proposed a multi-scale algorithm to estimate the accurate SOC of the batteries by
focusing on lithium-ion technology. The estimation algorithm is based on the FO model. It
was modified using the KF and variable forgetting factor recursive least squares. Indeed,
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the KF was used to enhance the estimation accuracy, and the variable forgetting factor
algorithm was utilized to predict the internal resistance and capacity of the battery. The
ant colony algorithm was utilized to extract the model parameters. The proposed model
experimented with a fast variation of the SOC and a slow variation of the internal resistance
of the battery. The results proved the strong power of the model in analyzing the energy
storage device. The estimation error of the method was approximately 0.52%.

A new dual fractional-order model, which was extended using the KF and resistance–
capacitor approximation method, was presented in [141] for simultaneous estimation of the
SOC and fractional parameters of the battery. In this technique, the Grünwald–Letnikov
definition was utilized to represent the discrete state space. Moreover, both frequency
and time domains were investigated in this paper. The method was validated considering
different operation levels. According to the simulation results, the proposed FO model with
less than 0.28% root mean square error has high accuracy in SOC estimation, and therefore,
it can be utilized in real operating conditions. In [142], a fractional-order-equivalent circuit
model was suggested to analyze the battery energy system. To synchronously identify the
parameters of the model and its order values, the PSO algorithm was utilized. In this study,
the capability of the model was evaluated in various FO values, and therefore, the best
values were selected. According to the numerical results, the proposed model has suitable
performance for identifying the battery data. A robust fractional-order control method was
proposed in [143] for controlling the parameters of the supercapacitor ESS. In the first step
of the proposed technique, different parameters of the storage system such as uncertainties,
disturbances, nonlinearities, and dynamics were predicted by the high-gain perturbation
observer. Secondly, the FO controller estimated the online compensation rate. During the
observation and control cycle, the interactive teaching and learning optimizer was utilized
to achieve the gains of the observer and controller. The numerical results, which were
achieved from different cases and control strategies, presented the high effectiveness of
the proposed method for practical applications. In [144], an FO model was proposed to
evaluate multiple groups of lithium-ion batteries with various states of health. Electro-
chemical impedance spectroscopy was utilized to extract the structure and parameters of
the equivalent circuit model. Then, the P-type iterative learning algorithm was applied
to optimize the selected parameters. To increase the reliability of the structure, the model
was modified by pretest noise, correlative information criterion, and multiple correlations
of parameters. The evaluation of the model considering different batteries with various
states of health presented its high quality for estimating the health level and analyzing
the situation of the energy storage devices. A fractional-order model was presented to
evaluate the LIBs in [145]. The presented model was modified using the Randles model,
equivalent circuit model, and free non-integer differentiation orders. Moreover, multi-
objective particle swarm optimization was utilized to identify the parameters of the FO
model. The efficiency and stability of the suggested method were proved by evaluating
the storage system against the traditional resistance capacitor circuit model. The authors
of [146] presented an FO model to estimate the charge situation of the battery in a storage
management system. The LIB was the considered type of energy device for estimating. In
the proposed method, the time and frequency domains were studied using the recursive
least squares algorithm and recorded impedance spectroscopy, respectively. Moreover, the
modified Kalman filter was used in the proposed method in order to estimate the SOC of
the battery. According to the numerical evaluations, the proposed FO technique is more
efficient and accurate than other methods such as the classical equivalent electric circuit.

In [147], an FO model was presented to implement the electrochemical impedance
spectroscopy in the ESS. The main focus of this study was on LIBs. In the proposed method,
the capacitive resistance circuit was utilized to extract the model parameters in both offline
and online modes. The numerical evaluations presented high efficiency and stability of
the proposed method for closely indicating the SOC, discharge rate, and aging degree of
the storage device. A new FO-based technique was investigated in [148] to evaluate the
remaining discharge time of the ESS. The LIBs and supercapacitors were studied in this
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paper. The combination of chaos theory and the PSO algorithm was utilized to extract the
parameters of the model. Moreover, the Markov load trajectory prediction was applied to
the method for increasing its accuracy. The reliability and robustness of the FO technique
were proved by evaluating the method in a real operating environment. In [149], an
FO model was presented to simultaneously evaluate the ESS and the demand response
program. The method was investigated in a power network in the presence of thermal
power plants, biogas units, wind turbines, and photovoltaic panels. Control of the frequency
parameters of the system was the main goal of introducing this FO technique. The quasi-
oppositional Harris hawk algorithm was utilized to optimize the considered coefficients.
The simulation of the method in real-time conditions showed its appropriate feasibility
to control the indices of the system. The authors of [150] presented another FO model
for controlling the ESS in a distribution system in the presence of various energy sources
such as wind turbines and PVs. In this study, the main goal of the controlling method
was to stabilize the bus voltage of the system under different operation conditions. The
numerical results presented that the proposed technique has more stability and reliability
than other controllers such as sliding-mode control and PI control. The author of [151]
proposed a control method based on FO controllers to evaluate and control the ESS in the
power network. The considered indices of the system were optimized using metaheuristic
algorithms. To achieve reliable and realistic results, the proposed model was modified
using the governor dead band, generation rate constraint, and communication time delay.
Moreover, the sensitivity analysis was utilized to verify the performance of the method. The
numerical results presented that the suggested technique has more accuracy than common
controlling methods so that the mean controlling error of the fractional-order method is
considerably lower than PID and PI controllers.

The utilized electrical circuit for presenting the ESS is different in various papers.
In Figure 4, the considered electrical circuits and their description are presented. In the
presented circuits, different parameters such as dynamic characteristics, voltages, currents,
temperatures, and storage capacities are considered and modeled using electronic devices
such as resistances and capacitors and controlling blocks such as integrals and derivatives.

In the electric circuits of Figure 4, R0 is the ohmic resistance. R1 and R2 show resistors
that are modeled in parallel with constant phase elements. The CPE is considered to
describe the charge transfer between the electrolyte interface and the double layer of the
storage system. The impedance of CPE (ZCPE) can be mathematically calculated by using
Equation (12).

ZCPE(S) =
1

CCPESα
(12)

In Equation (12), CCPE is an index similar to a capacitor, and S is the Laplace operator.
The parameter α is the fractional order for describing the dispersion effect. It is a positive
number between 0 and 1. It should be considered that the CPE behaves like the ideal
capacitor when α is 1, and it behaves like the resistor when α is 0. The Warburg element
(W), which represents the diffusion process in solid phases of the low-frequency band of
the storage device, is like a constant phase element.

One of the steps for applying the FO model for controlling, estimating, or evaluating
the ESS is the identification of the required parameters of the proposed model. Optimization
algorithms and electrochemical tests are the most used methods for identifying the model
parameters in different research studies. In Table 4, the utilized methods in various papers
for selecting the required parameters of the FO models of ESSs are presented. As can be
seen in this table, electrochemical tests are the most utilized method for identifying the
parameters. In contrast, the PSO method is the most applied intelligent algorithm to extract
the model parameters.
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tery [119,122,124,132,134,135,138]; (b) Lithium-ion battery [119,120,144]; (c) Supercapacitor stor-
age [120]; (d) Lithium-ion battery [22,121,128,130,137,140,142,146,148]; (e) Liquid metal battery [123];
(f) Lithium-ion battery [133,136,139]; (g) Lithium-ion battery [141]; (h) Lithium-ion battery [145];
(i) Supercapacitor storage [148].

One of the techniques for the practical implementation of the FO model in storage
systems is EIS. It is a powerful method for separating the electrochemical reactions at
electrode surfaces [152]. The measured electrochemical impedance spectra are usually
divided into three parts based on the frequency. High frequency, middle frequency, and
low frequency are the divided parts of the impedance spectra [153]. In Figure 5, the sample
electrochemical impedance spectra of the two most utilized types of ESSs, lithium-ion
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batteries and liquid metal batteries, are demonstrated [119–123]. In the FO method, the
impedance spectra are utilized to model the dynamics between the electrodes of the storage
system in different operating situations.

Table 4. The identifier of model parameters of the fractional-order technique in energy storage systems.

Identification Method Refs.

Hybrid of genetic algorithm and particle swarm optimization [119,136]
Global optimization [22,120]
Hybrid pulse tests [121]
Particle swarm optimization [122,133,134,142,145,148]
Electrochemical impedance spectroscopy [123,125,141,144,146,147]
Least squares method [124]
Pseudo-two-dimensional electrochemical method [126]
Specific current condition test [128]
Genetic algorithm [130,137]
Decoupling the dynamics in frequency and spatial domain [131]
Dynamic stress test [132,139]
Augmented vector method [135]
Forgetting factor recursive least squares method [138]
Ant colony algorithm [140]
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The estimation of the battery’s parameters such as the SOC during real operation of
the power network and also EV operation is a major and complex challenge due to the
nonlinear properties of the storage systems. The FO technique is useful for analyzing
and achieving the proper parameters. The FO models have unique advantages and more
accuracy compared with the conventional electrochemical models and equivalent circuit
models [120]. The fractional-order technique has been utilized to estimate the state of
charge of ESSs used in EVs and MGs. In [122], the estimation power of the FO model
was compared with the real-time data and the extended Kalman filter method. Figure 6
shows the SOC of the battery considering different estimation methods and the actual
data. According to the results, the maximum estimation error of the FO method is 1.50%,
while the maximum estimation error of the extended Kalman filter is 5.11%. Therefore, the
fractional-order model reduces the estimation error by up to 71% [122].
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Figure 6. The state of charge of the energy storage system considering different methods.

In another study, experimental evaluations proved that the FO method has high
stability and proper adaptability so that it appropriately identifies the electrochemical
dynamics of the ESS with a 0.86% maximum relative absolute error [125].

The estimation error of the voltage of the ESS during the operation considering two
methods is shown in Figure 7. As can be seen in this figure, the voltage estimation error of
the FO model is lower than that of the integer-order model. The error rate of the fractional-
order method is about 0.13%, while the estimation voltage of the integer-order method
has an error of approximately 0.16%. Therefore, the fractional-order technique has more
accuracy in estimating the voltage of the energy storage system [128].

The FO method also has more effectiveness and stability in controlling the nonlinear
and uncertain parameters of the ESS. According to the numerical evaluations, the error
rate of the fractional-order-based technique is 8.79%. At the same time, the feedback
linearization control, the proportional integral derivative control, and the sliding-mode
control have 31.86%, 14.54%, and 11.31% error rates, respectively. Thus, the FO method has
more stability and efficiency than other methods [129].

In another study, the performance of the fractional-order method in estimating the
SOC of the ESS was compared with the KF [137]. Experimental results presented that
the average error of the Kalman filter is 0.73%, while the average error of the fractional-
order model is 0.55%. Therefore, the estimated SOC by the fractional-order method has
approximately 25% more accuracy than the result obtained by using the KF [137].



Fractal Fract. 2023, 7, 391 23 of 31

Fractal Fract. 2023, 7, x FOR PEER REVIEW 24 of 34 
 

Figure 6. The state of charge of the energy storage system considering different methods . 

In another study, experimental evaluations proved that the FO method has high 
stability and proper adaptability so that it appropriately identifies the electrochemical 
dynamics of the ESS with a 0.86% maximum relative absolute error [125]. 

The estimation error of the voltage of the ESS during the operation considering two 
methods is shown in Figure 7. As can be seen in this figure, the voltage estimation error 
of the FO model is lower than that of the integer-order model. The error rate of the frac-
tional-order method is about 0.13%, while the estimation voltage of the integer-order 
method has an error of approximately 0.16%. Therefore, the fractional-order technique 
has more accuracy in estimating the voltage of the energy storage system [128].  

 
Figure 7. The voltage estimation error of energy storage system considering different methods  

The FO method also has more effectiveness and stability in controlling the nonline-
ar and uncertain parameters of the ESS. According to the numerical evaluations, the er-
ror rate of the fractional-order-based technique is 8.79%. At the same time, the feedback 
linearization control, the proportional integral derivative control, and the sliding-mode 
control have 31.86%, 14.54%, and 11.31% error rates, respectively. Thus, the FO method 
has more stability and efficiency than other methods [129]. 

In another study, the performance of the fractional-order method in estimating the 
SOC of the ESS was compared with the KF [137]. Experimental results presented that the 
average error of the Kalman filter is 0.73%, while the average error of the fractional-
order model is 0.55%. Therefore, the estimated SOC by the fractional-order method has 
approximately 25% more accuracy than the result obtained by using the KF [137]. 

The fractional-order methods have more stability than other methods in controlling 
systems. Table 5 presents the details of the energy system after applying a fault consider-
ing FOPID, TID, and PID controllers. In this table, the settling time (ST), the peak time 
(PT), the magnitude of the peak (MP), the integral of squared error (ISE), and the inte-
gral of time-multiplied absolute error (ITMAE) of the energy system after applying a 
fault to the system are given. As can be shown in this table, the FOPID method is about 
31% faster than PID and TID controllers in controlling any disturbance in the system. 
Moreover, it has 33–50% and 45–57% lower ISE and ITMAE than classical controllers, re-
spectively. The numerical results show that the fractional-order controller has more sta-
bility and lower error than other ones [151]. 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time (S) 104

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04
Fractional order method
Integer order method

Figure 7. The voltage estimation error of energy storage system considering different methods.

The fractional-order methods have more stability than other methods in controlling
systems. Table 5 presents the details of the energy system after applying a fault considering
FOPID, TID, and PID controllers. In this table, the settling time (ST), the peak time (PT),
the magnitude of the peak (MP), the integral of squared error (ISE), and the integral of
time-multiplied absolute error (ITMAE) of the energy system after applying a fault to the
system are given. As can be shown in this table, the FOPID method is about 31% faster
than PID and TID controllers in controlling any disturbance in the system. Moreover, it
has 33–50% and 45–57% lower ISE and ITMAE than classical controllers, respectively. The
numerical results show that the fractional-order controller has more stability and lower
error than other ones [151].

Table 5. The details of different controllers.

Control Strategy
Control Parameters

ST (s) PT (s) MP (Pu) ISE ITMAE

PID 25.85 1.76 0.07 0.04 7.67
TID 25.23 1.74 0.06 0.03 6.04
FOPID 17.81 1.74 0.04 0.02 3.31

5. Future Perspectives

Fractional-order systems have attracted the attention of many researchers in recent
years due to their wide application in various branches of engineering, such as renewable
energy systems, energy storage systems, secure communications, nonlinear control, in-
formation processing, biological systems, etc. The most important goals and challenges
in applications of fractional-order systems that require more extensive investigation are
as follows:

1. Utilizing the combination of fractional-order techniques and intelligent estimation
methods in order to model uncertain and stochastic dynamics of RESs and ESSs in different
operational conditions.
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2. Considering fractional-order methods and training algorithms to design self-
regulated systems for RESs and ESSs in order to respond to various practical faults in
the distribution systems appropriately.

3. Studying fractional-order controllers of energy systems of RESs and ESSs consider-
ing the delay of measurement devices, which causes a delay in the output controlling signal,
and investigating the effect of this delay on the practical performance of RESs and ESSs.

4. Studying the effects of estimations errors, the uncertainty of the system, and external
perturbations on the modeling, controlling, and stability of fractional-order methods in the
energy systems of RESs and ESSs.

6. Conclusions

A fractional-order system is a dynamical system that is modeled by fractional differen-
tial equations and a non-integer derivative. In other words, the fractional-order technique
utilizes an impedance model based on the FO theory to identify, estimate, and control the
energy system. In this paper, a comprehensive review of the energy system of renewable
energy units and energy storage devices was presented. The mathematical fundamentals
of the FO method were mentioned, and the various studies were categorized based on
different parameters. The FO formulations were presented, and its most utilized definitions
were formulated. Additionally, its applications in inverters and converters were inves-
tigated. Different studies and numerical evaluations present appropriate efficiency and
stability of the FO techniques for estimating, controlling, and improving the performance
of energy systems in various operational conditions. According to the different studies,
the FO method has appropriate accuracy for estimating uncertain parameters. Its estima-
tion error is considerably lower than that of other classical methods in practical systems.
The fractional-order technique has more stability and lower steady-state error than other
methods such as integer-order and electrochemical models, so the estimation and control
errors of the FO technique are considerably lower than those of other ones. Moreover, it
is also faster than other techniques. Therefore, it has appropriate performance in online,
real-time, and complex operating conditions. Although fractional-order methods have
attracted the attention of many researchers in recent years, modeling the uncertainties
and stochastic dynamics of RESs and ESSs, designing self-regulated systems, considering
the delay of measurement devices, and evaluating the effects of delays and estimation
errors on the output controlling signals of FO-based controllers are the most important
challenges in applications of FO systems in RESs and ESSs, which can be considered for
more investigations in future projects about fractional-order methods.
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Nomenclatures and Abbreviations (In Alphabetical Order)

ABC Artificial bee colony
ACA Ant colony algorithm
AEO Artificial ecosystem-based optimization
ANA Adaptive noise algorithm
ANN Artificial neural network
BEL Brain emotional learning
CD Caputo definition
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CPE Constant phase element
CS Cuckoo search
EIS Electrochemical impedance spectroscopy
ESS Energy storage system
EV Electric vehicle
FO Fractional order
FOPID Fractional-order proportional integral derivative
GA Genetic algorithm
GLD Grünwald–Letnikov definition
GWO Grey wolf optimization
HGAPSO Hybrid of GA and PSO
HGPO High-gain perturbation observer
ISE Integral of squared error
ITAE Integral time absolute error
ITLO Interactive teaching–learning optimization
ITMAE Integral of time multiplied absolute error
KF Kalman filter
KHO Krill herd optimization
LFC Load frequency control
LIB Lithium-ion battery
LMB Liquid metal battery
LSA Least square algorithm
MBA Mine blast algorithm
MCA Monte Carlo algorithm
MG Microgrid
MGSO Modified group search optimization
MP Magnitude of the peak
MPC Model predictive control
MPPT Maximum power point tracking
MRFO Manta ray foraging optimization
MSA Moth swarm algorithm
OA Optimization algorithm
OSD Oldham and Spanier definition
PD Proportional derivative
PI Proportional integral
PID Proportional integral derivative
PO Perturb and observe technique
PSO Particle swarm optimization
PT peak time
PTM Particle thermal method
PV Photovoltaic panel
PWM Pulse-width modulation
RBF Radial basis function
RES Renewable energy source
RLD Riemann–Liouville definition
SCA Sine cosine algorithm
SMESS Superconducting magnetic energy storage system
SMT Short memory technique
ST Settling time
SG Smart grid
SOC State of charge
SOH State of health
SOP State of power
TID Tilted integral derivative
TLBO Teaching–learning-based optimization
VIC Virtual inertia control
WOA Whale optimization algorithm
WT Wind turbine
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