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# Joint fundamental frequency and order estimation using optimal filtering 

Mads Græsbøll Christensen ${ }^{1 *}$, Jesper Lisby Højvang ${ }^{3}$, Andreas Jakobsson ${ }^{2}$ and Søren Holdt Jensen ${ }^{3}$


#### Abstract

In this paper, the problem of jointly estimating the number of harmonics and the fundamental frequency of periodic signals is considered. We show how this problem can be solved using a number of methods that either are or can be interpreted as filtering methods in combination with a statistical model selection criterion. The methods in question are the classical comb filtering method, a maximum likelihood method, and some filtering methods based on optimal filtering that have recently been proposed, while the model selection criterion is derived herein from the maximum a posteriori principle. The asymptotic properties of the optimal filtering methods are analyzed and an order-recursive efficient implementation is derived. Finally, the estimators have been compared in computer simulations that show that the optimal filtering methods perform well under various conditions. It has previously been demonstrated that the optimal filtering methods perform extremely well with respect to fundamental frequency estimation under adverse conditions, and this fact, combined with the new results on model order estimation and efficient implementation, suggests that these methods form an appealing alternative to classical methods for analyzing multi-pitch signals.


## Introduction

Periodic signals can be characterized by a sum of sinusoids, each parametrized by an amplitude, a phase, and a frequency. The frequency of each of these sinusoids, sometimes referred to as harmonics, is an integer multiple of a fundamental frequency. When observed, such signals are commonly corrupted by observation noise, and the problem of estimating the fundamental frequency from such observed signals is referred to as fundamental frequency, or pitch, estimation. Some signals contain many such periodic signals, in which case the problem is referred to as multi-pitch estimation, although this is somewhat of an abuse of terminology, albeit a common one, as the word pitch is a perceptual quality, defined more specifically for acoustical signals as "that attribute of auditory sensation in terms of which sounds may be ordered on a musical scale" [1]. In most cases, the fundamental frequency and pitch are related in a simple manner and the terms are, therefore, often used synonymously. The problem under investigation here is that of estimating the fundamental

[^0]frequencies of periodic signals in noise. It occurs in many speech and audio applications, where it plays an important role in the characterization of such signals, but also in radar and sonar. Many different methods have been invented throughout the years to solve this problem, with some examples being the following: linear prediction [2], correlation [3-7], subspace methods [8-10], frequency fitting [11], maximum likelihood [12-16], cepstral methods [17], Bayesian estimation [18-20], and comb filtering [21-23]. Note that several of the listed methods can be interpreted in several ways, as we will also see examples of in this paper. For a general overview of pitch estimation methods, we refer the interested reader to [24].

The scope of this paper is filtering methods with application to estimation of the fundamental frequencies of multiple periodic signals in noise. First, we state the problem mathematically in Sect. II and introduce some useful notation and results after which we present, in Sect. III, some classical methods for solving the aforementioned problem. These are intimately related to the methods under consideration in this paper. Then, we present our optimal filter designs in Sect. IV. This work has recently been published by the authors $[16,25]$. These designs are generalizations of Capon's classical
optimal beamformer and are not novel to this paper, but the key aspects of this paper are based on them. The resulting filters are signal-adaptive and optimal in the sense that they minimize the output power while passing the harmonics of a periodic signal undistorted, and they have been demonstrated to have excellent performance for parameter estimation under adverse conditions [16]. Especially their ability to reject interfering periodic components is remarkable and important as it leads to a natural decoupling of the fundamental frequency estimation problem for multiple sources, a problem that otherwise involves multi-dimensional nonlinear optimization. However, also the resulting filters' ability to adapt to the noise statistics without prior knowledge of these is worth noting. We also note that the filter designs along with related methods have been proven to work well for enhancement and separation of periodic signals [26]. After the presentation of the filters, an analysis of the properties of the optimal filtering methods follows in Sect. V which reveals some valuable insights. It should be noted that the first part of this analysis appeared also in [25], in a very brief form, but we here repeat it for completeness along with some additional details and information. It was shown in [9] that it is not only necessary for a fundamental frequency estimator to be optimal to also estimate the number of harmonics, but it is in fact also necessary to avoid ambiguities in the cost functions, something that is often the cause of spurious estimates at rational values of the fundamental frequency for single pitch estimation. In Sect. VI, we derive an order estimation criterion specifically for the signal model used through this paper, and, in Section VII, we show how to use this criterion in combination with the filtering methods. This order estimation criterion is based on the maximum a posteriori principle following [27]. Compared to traditional methods such as the comb filtering method [23] and maximum likelihood methods [12,16], the optimal filtering methods suffer from a high complexity, requiring that operations of cubic complexity be performed for each candidate fundamental frequency and order. Indeed, this complexity may be prohibitive for many applications and to address this, we derive an exact order-recursive fast implementation of the optimal filtering methods in Sect. VIII. Finally, we present some numerical results in Sect. IX, comparing the performance of the estimators to other state-of-the-art estimators before concluding on our work in Sect. X.

## Preliminaries

A signal containing a number of periodic components, termed sources, consists of multiple sets of complex sinusoids having frequencies that are integer multiples of a set of fundamental frequencies, $\left\{\omega_{k}\right\}$, and additive
noise. Such a signal can be written for $n=0, \ldots, N-1$ as

$$
\begin{equation*}
x(n)=\sum_{k=1}^{K} x_{k}(n)=\sum_{k=1}^{K} \sum_{l=1}^{L_{k}} a_{k, l} e^{j \omega_{k} l n}+e_{k}(n) \tag{1}
\end{equation*}
$$

where $a_{k, l}=A_{k, l} e^{j \phi_{k, l}}$ is the complex-valued amplitude of the $l$ th harmonic of the source, indexed by $k$, and $e_{k}$ $(n)$ is the noise associated with the $k$ th source which is assumed to be zero-mean and complex. The complexvalued amplitude is composed of a real, non-zero amplitude $A_{k, l}>0$ and a phase $\varphi_{k, l}$. The number of sinusoids, $L_{k}$, is referred to as the order of the model and is often considered known in the literature. However, this is often not the case for speech and audio signals, where the number of harmonics can be observed to vary over time. Furthermore, for some signals, the frequencies of the harmonics will not be exact integer multiples of the fundamental. There exists several modified signal models for dealing with this (e.g., [24,28-32]), but this is beyond the scope of this paper and we will defer from any further discussion of this.
We refer to signals of the form (1) as multi-pitch signals and the model as the multi-pitch model. The special case with $K=1$ is referred to as a single-pitch signal. The methods under consideration can generally be applied to multi-pitch signals (and will be in the experiments), but when we wish to emphasize that the derivations strictly speaking only hold for single-pitch signal, those will be based on $x_{k}(n)$ and related quantities. It should be noted that even if a recording is only of a single instrument, the signal may still be multipitch as only a few instruments are monophonic. Room reverberation may also cause the observed signal to consist of several different tones at a particular time instance.
We define a sub-vector as consisting of $M$, with $M \leq$ $N$ (we will introduce more strict bounds later), timereversed samples of the observed signal, as

$$
\begin{equation*}
\mathbf{x}(n)=[x(n) x(n-1) \cdots x(n-M+1)]^{\mathrm{T}} \tag{2}
\end{equation*}
$$

where $(\cdot)^{\mathrm{T}}$ denotes the transpose, and similarly for the sources $x_{k}(n)$ and the noise $e_{k}(n)$. Next, we define a Vandermonde matrix $\mathbf{Z}_{k} \in \mathbb{C}^{M \times L_{k}}$, which is constructed from a set of $L_{k}$ harmonics, each defined as

$$
\mathbf{z}(\omega)=\left[\begin{array}{llll}
1 & e^{-j \omega} & \cdots & e^{-j \omega(M-1)} \tag{3}
\end{array}\right]^{\mathrm{T}}
$$

leading to the matrix

$$
\begin{equation*}
\mathbf{Z}_{k}=\left[\mathbf{z}\left(\omega_{k}\right) \cdots \mathbf{z}\left(\omega_{k} L_{k}\right)\right] \tag{4}
\end{equation*}
$$

and a vector containing the corresponding complex amplitudes as $\mathbf{a}_{k}=\left[\begin{array}{lll}a_{k, 1} & \cdots & a_{k, L_{k}}\end{array}\right]^{\mathrm{T}}$. Introducing the following matrix

$$
\mathbf{D}_{n}=\left[\begin{array}{ccc}
e^{-j \omega_{k} 1 n} & & 0  \tag{5}\\
& \ddots & \\
0 & & e^{-j \omega_{k} L_{k} n}
\end{array}\right],
$$

the vectorized model in (1) can be expressed as

$$
\begin{align*}
& \mathbf{x}(n)=\sum_{k=1}^{K} \mathbf{Z}_{k} \mathbf{D}_{n} \mathbf{a}_{k}+\mathbf{e}_{k}(n)  \tag{6}\\
& \triangleq \sum_{k=1}^{K} \mathbf{Z}_{k} \mathbf{a}_{k}(n)+\mathbf{e}_{k}(n) \tag{7}
\end{align*}
$$

It can be seen that the complex amplitudes can be thought of as being time-varying, i.e., $\mathbf{a}_{k}(n)=\mathbf{D}_{n} \mathbf{a}_{k}$. Note that it is also possible to define the signal model such that the Vandermonde matrix is time-varying.
In the remainder of the text, we will make extensive use of the covariance matrix of the sub-vectors. Let $\mathrm{E}\{\cdot\}$ and $(\cdot)^{\mathrm{H}}$ denote the statistical expectation operator and the conjugate transpose, respectively. The covariance matrix is then defined as

$$
\begin{equation*}
\mathbf{R}=\mathrm{E}\left\{\mathbf{x}(n) \mathbf{x}^{\mathrm{H}}(n)\right\} \tag{8}
\end{equation*}
$$

and similarly we define $\mathbf{R}_{k}$ for $\mathbf{x}_{k}(n)$. Assuming that the various sources are statistically independent, the covariance matrix of the observed signal can be written as

$$
\begin{align*}
& \mathbf{R}=\sum_{k=1}^{K} \mathbf{Z}_{k} \mathrm{E}\left\{\mathbf{a}_{k}(n) \mathbf{a}_{k}^{\mathrm{H}}(n)\right\} \mathbf{Z}_{k}^{\mathrm{H}}+\mathrm{E}\left\{\mathbf{e}_{k}(n) \mathbf{e}_{k}^{\mathrm{H}}(n)\right\}  \tag{9}\\
& =\sum_{k=1}^{K} \mathbf{Z}_{k} \mathbf{P}_{k} \mathbf{Z}_{k}^{\mathrm{H}}+\mathbf{Q}_{k^{\prime}} \tag{10}
\end{align*}
$$

where the matrix $\mathbf{P}_{k}$ is the covariance matrix of the amplitudes, which is defined as

$$
\begin{equation*}
\mathbf{P}_{k}=\mathrm{E}\left\{\mathbf{a}_{k}(n) \mathbf{a}_{k}^{\mathrm{H}}(n)\right\} \tag{11}
\end{equation*}
$$

For statistically independent and uniformly distributed phases (on the interval ( $-\pi, \pi$ ]), this matrix reduces to the following (see [33]):

$$
\begin{equation*}
\mathbf{P}_{k}=\operatorname{diag}\left(\left[A_{k, 1}^{2} \cdots A_{k, L}^{2}\right]\right) \tag{12}
\end{equation*}
$$

with diag (.) being an operator that generates a diagonal matrix from a vector. Furthermore, $\mathbf{Q}_{k}$ is the covariance matrix of the noise $\boldsymbol{e}_{k}(\boldsymbol{n})$, i.e., $\mathbf{Q}_{k}=\mathrm{E}\left\{e_{k}(n) \mathbf{e}_{k}^{\mathrm{H}}(n)\right\}$. The sample covariance matrix, defined as

$$
\begin{equation*}
\widehat{\mathbf{R}}=\frac{1}{N-M+1} \sum_{n=0}^{N-M} \mathbf{x}(n) \mathbf{x}^{\mathrm{H}}(n), \tag{13}
\end{equation*}
$$

is used as an estimate of the covariance matrix. It should be stressed that for $\widehat{\mathbf{R}}$ to be invertible, we require that $M<\frac{N}{2}+1$. Throughout the text, we generally assume that $M$ is chosen proportionally to $N$, something that is essential to the consistency of the proposed estimators.

## Classical methods

## Comb filter

One of the oldest methods for pitch estimation is the comb filtering method [21,22], which is based on the following ideas. Mathematically, we can express periodicity as $x(n) \approx x(n-D)$ where $D$ is the repetition or pitch period. From this observation it follows that we can measure the extent to which a certain waveform is periodic using a metric on the error $e(n)$, defined as $e$ $(n)=x(n)-\alpha x(n-D)$. The Z-transform of this is $E(z)$ $=X(z)\left(1-\alpha z^{-D}\right)$. This shows that the matching of a signal with a delayed version of itself can be seen as a filtering process, where the output of the filter is the modeling error $e(n)$. This can of course also be seen as a prediction problem, only the unknowns are not just the filter coefficient $\alpha$ but also the lag $D$. If the pitch period is exactly $D$, the output error is just the observation noise. Usually, however, the comb filter is not used in this form as it is restricted to integer pitch periods and is rather inefficient in several ways. Instead, one can derive more efficient methods based on notch filters [23]. Notch filters are filters that cancel out, or, more correctly, attenuate signal components at certain frequencies. Periodic signals can be comprised of a number of harmonics, for which reason we use $L_{k}$ such filters having notches at frequencies $\left\{\psi_{i}\right\}$. Such a filter can be factorized into the following form

$$
\begin{equation*}
P(z)=\prod_{i=1}^{L_{k}}\left(1-e^{j \psi_{i}} z^{-1}\right) \tag{14}
\end{equation*}
$$

i.e., consisting of a polynomial that has zeros on the unit circle at angles corresponding to the desired frequencies. From this, one can define a polynomial $P\left(\rho^{-1} z\right)=\prod_{i=1}^{L_{k}}\left(1-\rho e^{i \psi_{i} z^{-1}}\right)$ where $0<\rho<1$ is a parameter that leads to poles located inside the unit circle at the same angles as the zeros of $P(z)$ but at a distance of $\rho$ from the origin. $\rho$ is typically in the range 0.95 0.995 [23]. For our purposes, the desired frequencies are given by $\psi_{l}=\omega_{k} l$, where $\omega_{k}$ is considered an unknown parameter. As a consequence, the zeros of (14) are distributed uniformly on the unit circle in the $z$-plane. By combining $P(z)$ and $P\left(\rho^{-1} z\right)$, we obtain the following filter:

$$
\begin{equation*}
H(z)=\frac{P(z)}{P\left(\rho^{-1} z\right)}=\frac{1+\beta_{1} z^{-1}+\ldots+\beta_{L_{k}} z^{-L_{k}}}{1+\rho \beta_{1} z^{-1}+\ldots+\rho^{L_{k}} \beta_{L_{k}} z^{-L_{k}}}, \tag{15}
\end{equation*}
$$

where $\left\{\beta_{l}\right\}$ are the complex filter coefficients that result from expanding (14). This filter can be used by filtering the observed signal $x(n)$ for various candidate fundamental frequencies to obtain the filtered signal $e$ ( $n$ ) where the harmonics have been attenuated. This can also be expressed as $E(z)=X(z) H(z)$ which results in the following difference function:

$$
\begin{align*}
e(n) & =x(n)+\beta_{1} x(n-1)+\ldots+\beta_{L_{k}} x\left(n-L_{k}\right) \\
& -\rho \beta_{1} e(n-1)-\ldots-\rho^{L_{k}} \beta_{L_{k}} e\left(n-L_{k}\right) . \tag{16}
\end{align*}
$$

By imposing a metric on $e(n)$ and considering the fundamental frequency to be an unknown parameter, we obtain the estimator

$$
\begin{equation*}
\hat{\omega}_{k}=\arg \min _{\omega} \sum_{n=1}^{N}|e(n)|^{2}, \tag{17}
\end{equation*}
$$

from which $\rho$ can also be found in a similar manner as done in [23], if desired. In [23], this is performed in a recursive manner given an initial fundamental frequency estimate, leading to a computationally efficient scheme that can be used for either suppressing or extracting the periodic signal from the noisy signal.

## Maximum likelihood estimator

Perhaps the most commonly used methodology in estimators is maximum likelihood. Interestingly, the maximum likelihood estimator for white Gaussian noise can also be interpreted as a filtering method when applied to the pitch estimation problem. First, we will briefly present the maximum likelihood pitch estimator. For an observed signal $x_{k}$ with $M=N$ (note that we have omitted the dependency on $n$ for this special case)consisting of white Gaussian noise and one source, the log-likelihood function $\ln f\left(\mathrm{x}_{k} \mid \omega_{k}, \mathbf{a}_{k}, \sigma_{k}^{2}\right)$ is given by

$$
\begin{equation*}
\ln f\left(\mathbf{x} \mid \omega_{k}, \mathbf{a}_{k}, \sigma_{k}^{2}\right)=-N \ln \pi-N \ln \sigma_{k}^{2}-\frac{1}{\sigma_{k}^{2}}\left\|\mathbf{x}_{k}-\mathbf{Z}_{k} \mathbf{a}_{k}\right\|_{2}^{2} \tag{18}
\end{equation*}
$$

By maximizing (18), the maximum likelihood estimates of $\omega_{k}$, $\mathbf{a}_{k}$, and, $\sigma_{k}^{2}$ are obtained. The expression can be seen to depend on the unknown noise variance $\sigma_{k}^{2}$ and the amplitudes $\mathbf{a}_{k}$, both of which are of no interest to us here. To eliminate this dependency, we proceed as follows. Given $\omega_{k}$ and $L_{k}$, the maximum likelihood estimate of the amplitudes is obtained as

$$
\begin{equation*}
\widehat{\mathbf{a}}_{k}=\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Z}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{x}_{k} \tag{19}
\end{equation*}
$$

and the noise variance as

$$
\begin{equation*}
\hat{\sigma}_{k}^{2}=\frac{1}{N}\left\|\mathbf{x}_{k}-\Pi_{Z} \mathbf{x}_{k}\right\|_{2}^{2} \tag{20}
\end{equation*}
$$

The matrix $\Pi_{Z}$ in (20) is the projection matrix which can be approximated as

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \Pi_{Z}=\lim _{N \rightarrow \infty} N Z_{k}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Z}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}}=\mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}} \tag{21}
\end{equation*}
$$

This is essentially because the columns of $\mathbf{Z}_{k}$ are complex sinusoids that are asymptotically orthogonal. Using this approximation, the noise variance estimate can be simplified significantly, i.e.,

$$
\begin{equation*}
\hat{\sigma}_{k}^{2} \approx \frac{1}{N}\left\|\mathbf{x}_{k}-\frac{1}{N} \mathbf{Z}_{k} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{x}_{k}\right\|_{2}^{2} \tag{22}
\end{equation*}
$$

which leaves us with a log-likelihood function that depends only on the fundamental frequency. We can now express the maximum likelihood pitch estimator as

$$
\begin{align*}
& \hat{\omega}_{k}=\arg \max _{\omega_{k}} \ln f\left(\mathbf{x}_{k} \mid \omega_{k}, \hat{\mathbf{a}}_{k}, \hat{\sigma}_{k}^{2}\right)  \tag{23}\\
& =\arg \max _{\omega_{k}}\left\|\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{x}_{k}\right\|_{2}^{2} \tag{24}
\end{align*}
$$

Curiously, the last expression can be rewritten into a different form that leads to a familiar estimator:

$$
\begin{align*}
& \left\|\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{x}_{k}\right\|_{2}^{2}=\sum_{l=1}^{L_{k}}\left|\sum_{n=0}^{N-1} x_{k}(n) e^{-j \omega_{k} l n}\right|^{2}  \tag{25}\\
& \triangleq \sum_{l=1}^{L_{k}}\left|X_{k}\left(\omega_{k} l\right)\right|^{2} \tag{26}
\end{align*}
$$

which shows that harmonic summation methods $[12,34]$ are in fact approximate maximum likelihood methods under certain conditions. We note that it can be seen from these derivations that, under the aforementioned conditions, the minimization of the 2 -norm leads to the maximum likelihood estimates. Since the fundamental frequency is a nonlinear parameter, this approach is sometimes referred to as the nonlinear least-squares (NLS) method.

Next, we will show that the approximate maximum likelihood estimator can also be seen as a filtering method. First, we introduce the output signal $y_{k, l}(n)$ of the $l$ th filter for the $k$ th source having coefficients $h_{k, l}$ (n) as

$$
\begin{equation*}
y_{k, l}(n)=\sum_{m=0}^{M-1} h_{k, l}(m) x(n-m)=\mathbf{h}_{k, l}^{\mathrm{H}} \mathbf{x}_{k}(n) \tag{27}
\end{equation*}
$$

with $\mathbf{h}_{k, l}$ being a vector containing the filter coefficients of the $l$ th filter, i.e.,

$$
\begin{equation*}
\mathbf{h}_{k, l}=\left[h_{k, l}(0) \cdots h_{k, l}(M-1)\right]^{\mathrm{H}} \tag{28}
\end{equation*}
$$

The output power of the $l$ th filter can be expressed in terms of the covariance matrix $\mathbf{R}_{k}$ as

$$
\begin{align*}
& \mathrm{E}\left\{\left|\gamma_{k, l}(n)\right|^{2}\right\}=\mathrm{E}\left\{\mathbf{h}_{k, l}^{\mathrm{H}} \mathbf{x}_{k}(n) \mathbf{x}_{k}^{\mathrm{H}}(n) \mathbf{h}_{k, l}\right\}  \tag{29}\\
& =\mathbf{h}_{k, l}^{\mathrm{H}} \mathbf{R}_{k} \mathbf{h}_{k, l} . \tag{30}
\end{align*}
$$

The total output power of all the filters is thus given by

$$
\begin{align*}
& \sum_{l=1}^{L_{k}} \mathrm{E}\left\{\left|y_{k, l}(n)\right|^{2}\right\}=\sum_{l=1}^{L_{k}} \mathbf{h}_{k, l}^{\mathrm{H}} \mathbf{R}_{k} \mathbf{h}_{k, l}  \tag{31}\\
& =\operatorname{Tr}\left[\mathbf{H}_{k}^{\mathrm{H}} \mathbf{R}_{k} \mathbf{H}_{k}\right] \tag{32}
\end{align*}
$$

where $\mathbf{H}_{k}$ is a filterbank matrix containing the individual filters, i.e., $\mathbf{H}_{k}=\left[\mathbf{h}_{k, 1} \cdots \mathbf{h}_{k, L_{k}}\right]$ and $\operatorname{Tr}[\cdot]$ denotes the trace. The problem at hand is then to choose or design a filter or a filterbank. Suppose we construct the filters from finite length complex sinusoids as

$$
\begin{equation*}
\mathbf{h}_{k, l}=\left[e^{-j \omega_{k} l 0} \cdots e^{-j \omega_{k} l(M-1)}\right]^{T} \tag{33}
\end{equation*}
$$

which is the same as the vector $\mathbf{z}\left(\omega_{k} l\right)$ defined earlier. The matrix $\mathbf{H}_{k}$ is therefore also identical to the Vandermonde matrix $\mathbf{Z}_{k}$. Then, we may express the total output power of the filterbank as

$$
\begin{align*}
& \operatorname{Tr}\left[\mathbf{H}_{k}^{\mathrm{H}} \mathbf{R}_{k} \mathbf{H}_{k}\right]=\operatorname{Tr}\left[\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{Z}_{k}\right]  \tag{34}\\
& =\mathrm{E}\left\{\left\|\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{x}_{k}(n)\right\|_{2}^{2}\right\} . \tag{35}
\end{align*}
$$

This shows that by replacing the expectation operator by a finite sum over the realizations $\mathbf{x}_{k}(n)$, we get the approximate maximum likelihood estimator, only we average over the sub-vectors $\mathbf{x}_{k}(n)$. By using only one sub-vector of length $N$, leaving us with just a single observed sub-vector, the method becomes asymptotically equivalent (in $N$ ) to the NLS method and, therefore, the maximum likelihood method for white Gaussian noise. For more on the relation between various spectral estimators and filterbank methods, we refer the interested reader to $[33,35]$.

## Optimal filter designs

We will now delve further into signal-adaptive and optimal filters and in doing so we will make use of the notation and definitions of the previous section. Two desirable properties of a filterbank for our application is that the individual filters pass power undistorted at specific frequencies, here integer multiples of the fundamental frequency, while minimizing the power at all other frequencies. This problem can be stated
mathematically as the following quadratic constrained optimization problem:

$$
\begin{equation*}
\min _{\mathbf{H}_{k}} \operatorname{Tr}\left[\mathbf{H}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{H}_{k}\right] \text { s.t. } \mathbf{H}_{k}^{\mathrm{H}} \mathbf{Z}_{k}=\mathbf{I} . \tag{36}
\end{equation*}
$$

Here, $\mathbf{I}$ is the $L_{k} \times L_{k}$ identity matrix. The matrix constraints specify that the Fourier transforms of the filterbank should have unit gain at the $l$ th harmonic frequency and zero for the others. Using the method of Lagrange multipliers, we obtain that the filter bank matrix $\mathbf{H}_{k}$ solving (36) is (see [16] for details)

$$
\begin{equation*}
\mathbf{H}_{k}=\mathbf{R}^{-1} \mathbf{Z}_{k}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}_{k}^{-1} \mathbf{Z}_{k}\right)^{-1}, \tag{37}
\end{equation*}
$$

which is a data and fundamental frequency dependent filter bank. It can be used to estimate the fundamental frequency by evaluating the output power of the filterbank for a set of candidate fundamental frequencies, i.e.,

$$
\begin{equation*}
\hat{\omega}_{k}=\arg \max _{\omega_{k}} \operatorname{Tr}\left[\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}\right] . \tag{38}
\end{equation*}
$$

Suppose that instead of designing a filterbank, we design a single filter for the $k$ th source, $\mathbf{h}_{k}$ that passes the signal undistorted at the harmonic frequencies while otherwise minimizing the output power. This problem can be stated mathematically as

$$
\begin{equation*}
\min _{\mathbf{h}_{k}} \mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k} \text { s.t. } \mathbf{h}_{k}^{\mathrm{H}} \mathbf{z}\left(\omega_{k} l\right)=1 \tag{39}
\end{equation*}
$$

for $l=1, \ldots, L_{k}$.
The single filter in (39) is designed subject to $L_{k}$ constraints, whereas the filterbank design problem in (36) is stated using number of constraints for each filter. In solving for the optimal filter, we proceed as before by using the Lagrange multiplier method, whereby we get the optimal filter expressed in terms of the covariance matrix and the (unknown) Vandermonde matrix $\mathbf{Z}_{k}$, i.e.,

$$
\begin{equation*}
\mathbf{h}_{k}=\mathbf{R}^{-1} \mathbf{Z}_{k}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1}, \tag{40}
\end{equation*}
$$

where $\mathbf{1}=\left[\begin{array}{lll}1 & \ldots & 1\end{array}\right]^{\mathrm{T}}$. The output power of this filter can then be expressed as

$$
\begin{equation*}
\mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k}=\mathbf{1}^{\mathrm{H}}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1}, \tag{41}
\end{equation*}
$$

By maximizing the output power, we can obtain an estimate of the fundamental frequency as

$$
\begin{equation*}
\hat{\omega}_{k}=\arg \max _{\omega_{k}} \mathbf{1}^{\mathrm{H}}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1} \tag{42}
\end{equation*}
$$

## Properties

We will now relate the two filter design methods and the associated estimators in (38) and (42). Comparing
the optimal filters in (37) and (40), two facts can be established. First, the two cost functions are generally different as

$$
\begin{align*}
& \mathbf{1}^{\mathrm{H}}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1} \neq \operatorname{Tr}\left[\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}\right]  \tag{43}\\
& \mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k} \neq \operatorname{Tr}\left[\mathbf{H}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{H}_{k}\right],
\end{align*}
$$

with equality only $\left(Z_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}$ when is diagonal. Second, the two methods are clearly related in some way as the single filter can be expressed in terms of the filterbank, i.e., $\mathbf{h}_{k}=\mathbf{H}_{k} \mathbf{1}$. To quantify under which circumstances $\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}$ is diagonal and thus when the methods are equivalent, we will analyze the properties of $\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}$, which figures in both estimators. More specifically, we analyze the asymptotic properties of the expression, i.e.,

$$
\begin{equation*}
\lim _{M \rightarrow \infty} M\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \tag{45}
\end{equation*}
$$

where $M$ has been introduced to ensure convergence. We here assume $M$ to be chosen proportional to $N$, so asymptotic analysis based on $M$ going towards infinity simply means that we let the number of observations tend to infinity. For simplicity, we will in the following derivations assume that the power spectral density of $x$ $(n)$ is finite and non-zero. Although this is strictly speaking not the case for our signal model, the analysis will nonetheless provide some insights into the properties of the filtering methods. The limit in (45) can be rewritten as (see [25] for more details on this subtlety)

$$
\begin{equation*}
\lim _{M \rightarrow \infty} M\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}=\left(\lim _{M \rightarrow \infty} \frac{1}{M} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \tag{46}
\end{equation*}
$$

which leads to the problem of determining the inner limit. To do this, we make use of the asymptotic equivalence of Toeplitz and circulant matrices. For a given Toeplitz matrix, here $\mathbf{R}$, we can construct an asymptotically equivalent circulant $M \times M$ matrix $\mathbf{C}$ in the sense that [36]

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \frac{1}{\sqrt{M}}\|\mathbf{C}-\mathbf{R}\|_{F}=0 \tag{47}
\end{equation*}
$$

where $\|\cdot\|_{F}$ is the Frobenius norm and the limit is taken over the dimensions of $\mathbf{C}$ and $\mathbf{R}$. The conditions under which this was derived in [36] apply to the noise covariance matrix when the stochastic components are generated by a moving average or a stable auto-regressive process. More specifically, the auto-correlation sequence has to be absolutely summable. The result also applies to the deterministic signal components as $\mathbf{Z}_{k} \mathbf{P}_{k} \mathbf{Z}_{k}$ is asymptotically the EVD of the covariance
matrix of $\mathbf{Z}_{k} \mathbf{a}_{k}$ (except for a scaling) and circulant. A circulant matrix $\mathbf{C}$ has the eigenvalue decomposition $\mathbf{C}$ $=\mathbf{U} \boldsymbol{\Gamma} \mathbf{U}^{\mathrm{H}}$ where $\mathbf{U}$ is the Fourier matrix. Thus, the complex sinusoids in $\mathbf{Z}_{k}$ are asymptotically eigenvectors of R. Therefore, the limit is (see $[36,37]$ )

$$
\lim _{M \rightarrow \infty} \frac{1}{M} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{Z}_{k}=\left[\begin{array}{ccc}
\Phi_{x}\left(\omega_{k}\right) & & \mathbf{0}  \tag{48}\\
& \ddots & \\
\mathbf{0} & & \Phi_{x}\left(\omega_{k} L_{k}\right)
\end{array}\right],
$$

with $\Phi_{x}(\omega)$ being the power spectral density of $x(n)$. Similarly, an expression for the inverse of $\mathbf{R}$ can be obtained as $\mathbf{C}^{-1}=\mathbf{U} \boldsymbol{\Gamma}^{-1} \mathbf{U}^{\mathrm{H}}$ (again, see [36] for details). We now arrive at the following (see also [37] and [38]):

$$
\lim _{M \rightarrow \infty} \frac{1}{M} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}=\left[\begin{array}{ccc}
\Phi_{x}^{-1}\left(\omega_{k}\right) & & \mathbf{0}  \tag{49}\\
& \ddots & \\
\mathbf{0} & & \Phi_{x}^{-1}\left(\omega_{k} L_{k}\right)
\end{array}\right]
$$

This shows that the expression in (42) asymptotically tends to the following:

$$
\begin{equation*}
\lim _{M \rightarrow \infty} M 1^{\mathrm{H}}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1}=\sum_{l=1}^{L_{k}} \Phi_{x}\left(\omega_{k} l\right) \tag{50}
\end{equation*}
$$

and similarly for the filterbank formulation:

$$
\begin{equation*}
\lim _{M \rightarrow \infty} M \operatorname{Tr}\left[\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}\right]=\sum_{l=1}^{L_{k}} \Phi_{x}\left(\omega_{k} l\right) \tag{51}
\end{equation*}
$$

We conclude that the methods are asymptotically equivalent, but may be different for finite $M$ and $N$. In [25], the two approaches were also reported to have similar performance although the output power estimates deviate. An interesting consequence of the analysis in this section is that the methods based on optimal filtering yield results that are asymptotically equivalent to those obtained using the NLS method.
The two methods based on optimal filtering involve the inverse covariance matrix and we will now analyze the properties of the estimators further by first finding a closed-form expression for the inverse of the covariance matrix based on the covariance matrix model. For the single-pitch case, the covariance matrix model is

$$
\begin{align*}
& \mathbf{R}_{k}=\mathrm{E}\left\{\mathbf{x}_{k}(n) \mathbf{x}_{k}^{\mathrm{H}}(n)\right\}  \tag{52}\\
& =\mathbf{Z}_{k} \mathbf{P}_{k} \mathbf{Z}_{k}^{\mathrm{H}}+\mathbf{Q}_{k}, \tag{53}
\end{align*}
$$

and, for simplicity, we will use this model in the following. A variation of the matrix inversion lemma provides us with a useful closed-form expression of the inverse covariance matrix model, i.e.,

$$
\begin{align*}
\mathbf{R}_{k}^{-1} & =\left(\mathbf{Z}_{k} \mathbf{P}_{k} \mathbf{Z}_{k}^{\mathrm{H}}+\mathbf{Q}_{k}\right)^{-1}  \tag{54}\\
& =\mathbf{Q}_{k}^{-1}-\mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}\left(\mathbf{P}_{k}^{-1}+\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} .
\end{align*}
$$

Note that $\mathbf{P}_{k}^{-1}$ exists for a set of sinusoids having distinct frequencies and non-zero amplitudes and so does the inverse noise covariance matrix $\mathbf{Q}_{k}^{-1}$ as long as the noise has non-zero variance.
Proceeding in our analysis, we evaluate the expression for a candidate fundamental frequency resulting in a Vandermonde matrix that we denote $\widehat{\mathbf{Z}}_{k}$. Based on this definition, we get the following expression:

$$
\begin{align*}
& \widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{R}_{k}^{-1} \widehat{\mathbf{Z}}_{k}=\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k}  \tag{55}\\
& -\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}\left(\mathbf{P}_{k}^{-1}+\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k} . \tag{56}
\end{align*}
$$

As before, we normalize this matrix to analyze its behavior as $M$ grows, i.e.,

$$
\begin{aligned}
& \lim _{M \rightarrow \infty} \frac{\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{R}_{k}^{-1} \widehat{\mathbf{Z}}_{k}}{M}=\lim _{M \rightarrow \infty} \frac{\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k}}{M}-\lim _{M \rightarrow \infty} \frac{\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}}{M} \\
& \times\left(\lim _{M \rightarrow \infty} \frac{\mathbf{P}_{k}^{-1}}{M}+\lim _{M \rightarrow \infty} \frac{\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}}{M}\right)^{-1} \lim _{M \rightarrow \infty} \frac{\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k}}{M} .
\end{aligned}
$$

Noting that $\lim _{M \rightarrow \infty} \frac{1}{M} \mathbf{P}_{k}^{-1}=0$, we obtain

$$
\begin{align*}
& \lim _{M \rightarrow \infty} \frac{\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{R}_{k}^{-1} \widehat{\mathbf{Z}}_{k}}{M}=\lim _{M \rightarrow \infty} \frac{\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k}}{M}-\lim _{M \rightarrow \infty} \frac{\widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}}{M} \\
& \times\left(\lim _{M \rightarrow \infty} \frac{\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}}{M}\right)^{-1} \lim _{M \rightarrow \infty} \frac{\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k}}{M} . \tag{57}
\end{align*}
$$

Furthermore, by substituting $\widehat{\mathbf{Z}}_{k}$ by $\mathbf{Z}_{k}$, i.e., by evaluating the expression for the true fundamental frequency, we get

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \frac{1}{M} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}_{k}^{-1} \mathbf{Z}_{k}=\mathbf{0} \tag{58}
\end{equation*}
$$

This shows that the expression tends to the zero matrix as $M$ approaches infinity for the true fundamental frequency. The cost functions of the two optimal filtering approaches in (50) and (51) therefore can be thought of as tending towards infinity.

Because the autocorrelation sequence of the noise processes $e_{k}(n)$ can safely be assumed to be absolutely summable and have a smooth and non-zero power spectral density $\Phi_{e k}(\omega)$ the results of $[36,38]$ can be applied directly to determine following limit:

$$
\lim _{M \rightarrow \infty} \frac{1}{M} \widehat{\mathbf{Z}}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \widehat{\mathbf{Z}}_{k}=\left[\begin{array}{ccc}
\Phi_{e k}^{-1}\left(\hat{\omega}_{k}\right) & & 0  \tag{59}\\
& \ddots & \\
0 & & \Phi_{e k}^{-1}\left(\hat{\omega}_{k} L_{k}\right)
\end{array}\right]
$$

For the white noise case, the noise covariance matrix is diagonal, i.e., $\mathbf{Q}_{k}=\sigma_{k}^{2} \mathbf{I}$. The inverse of the covariance matrix model is then

$$
\begin{align*}
\mathbf{R}_{k}^{-1} & =\mathbf{Q}_{k}^{-1}-\mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}\left(\mathbf{P}_{k}^{-1}+\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Q}_{k}^{-1} \\
& =\frac{1}{\sigma_{k}^{2}}\left(\mathbf{I}-\mathbf{Z}_{k}\left(\sigma_{k}^{2} \mathbf{P}_{k}^{-1}+\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Z}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}}\right) \tag{60}
\end{align*}
$$

Next, we note that asymptotically, the complex sinusoids in the columns of $\mathbf{Z}_{k}$ are orthogonal, i.e.,

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \frac{1}{M} \mathbf{Z}_{k}^{\mathrm{H}} \mathbf{Z}_{k}=\mathbf{I} \tag{61}
\end{equation*}
$$

Therefore, for large $M$ (and thus $N$ ), the inverse covariance matrix can be approximated as

$$
\begin{equation*}
\mathbf{R}_{k}^{-1} \approx \frac{1}{\sigma_{k}^{2}}\left(\mathbf{I}-\mathbf{Z}_{k}\left(\sigma_{k}^{2} \mathbf{P}_{k}^{-1}+M \mathbf{I}_{k}\right)^{-1} \mathbf{Z}_{k}^{\mathrm{H}}\right) \tag{62}
\end{equation*}
$$

It can be observed that the remaining inverse matrix involves two diagonal matrices that can be rewritten as

$$
\begin{align*}
& \sigma_{k}^{2} \mathbf{P}_{k}^{-1}+M \mathbf{I} \triangleq \Gamma_{k}^{-1}  \tag{63}\\
& =\operatorname{diag}\left(\left[\frac{\sigma_{k}^{2}}{A_{k, 1}^{2}}+M \cdots \frac{\sigma_{k}^{2}}{A_{k, L_{k}}^{2}}+M\right]\right), \tag{64}
\end{align*}
$$

which leads to the inverse

$$
\begin{equation*}
\boldsymbol{\Gamma}_{k}=\operatorname{diag}\left(\left[\frac{A_{k, 1}^{2}}{\sigma_{k}^{2}+M A_{k, 1}^{2}} \cdots \frac{A_{k, L_{k}}^{2}}{\sigma_{k}^{2}+M A_{k, L_{k}}^{2}}\right]\right) . \tag{65}
\end{equation*}
$$

Finally, we arrive at the following expression, which is an asymptotic approximation of the inverse of the matrix covariance model:

$$
\begin{equation*}
\mathbf{R}_{k}^{-1} \approx \frac{1}{\sigma_{k}^{2}}\left(\mathbf{I}-\mathbf{Z}_{k} \boldsymbol{\Gamma}_{k} \mathbf{Z}_{k}^{\mathrm{H}}\right) \tag{66}
\end{equation*}
$$

Interestingly, it can be seen that the inverse covariance matrix asymptotically exhibits a similar structure to that of the covariance matrix model.

## Order estimation

We will now consider the problem of finding the model order $L_{k}$. This problem is a special case of the general model selection problem, where the models under consideration are nested as the simple models are special cases of the more complicated models. Many methods
for dealing with this problem have been investigated over the years, but the most common ones for order selection are the Akaike information criterion (AIC) [39] and the minimum description length criterion (MDL) [40] (see also [41]). Herein, we derive a model order selection criterion using the asymptotic MAP approach of $[27,42]$ (see also [43]), a method that penalizes linear and nonlinear parameters differently. We will do this for the single-pitch case, but the principles can be used for multi-pitch signals too. First, we introduce a candidate model index set

$$
\begin{equation*}
\mathbb{Z}_{q}=\{0,1, \ldots, q-1\} \tag{67}
\end{equation*}
$$

and the candidate models $\mathcal{M}_{m}$ with $m \in \mathbb{Z}_{q}$. We will here consider the problem of estimating the number of harmonics for a single source from a single-pitch signal $\mathbf{x}_{k}$. In the following, $f(\cdot)$ denotes probability density function (PDF) of the argument (with the usual abuse of notation).

The principle of MAP-based model selection can be explained as follows: Choose the model that maximizes the a posteriori probability $f\left(\mathcal{M}_{m} \mid \mathbf{x}_{k}\right)$ of the model given the observation $\mathbf{x}_{k}$. This can be stated mathematically as

$$
\begin{align*}
& \widehat{\mathcal{M}}_{k}=\arg \max _{\mathcal{M}_{m}, m \in \mathbb{Z}_{q}} f\left(\mathcal{M}_{m} \mid \mathbf{x}_{k}\right)  \tag{68}\\
& =\arg \max _{\mathcal{M}_{m}, m \in \mathbb{Z}_{q}} \frac{f\left(\mathbf{x}_{k} \mid \mathcal{M}_{m}\right) f\left(\mathcal{M}_{m}\right)}{f\left(\mathbf{x}_{k}\right)}, \tag{69}
\end{align*}
$$

Noting that the probability of $\mathbf{x}_{k}$, i.e., $f\left(\mathbf{x}_{k}\right)$, is constant once $\mathbf{x}_{k}$ has been observed and assuming that all the models are equally probable $f\left(\mathcal{M}_{m}\right)=\frac{1}{q}$, the MAP model selection criterion reduces to

$$
\begin{equation*}
\widehat{\mathcal{M}}_{k}=\arg \max _{\mathcal{M}_{m}, m \in \mathbb{Z}_{q}} f\left(\mathrm{x}_{k} \mid \mathcal{M}_{m}\right) \tag{70}
\end{equation*}
$$

which is the likelihood function when seen as a function of $\mathscr{M}_{k}$. The various candidate models depend on a number of unknown parameters, in our case amplitudes, phases and fundamental frequency, that we here denote $\boldsymbol{\theta}_{k}$. To eliminate this dependency, we seek to integrate those parameters out, i.e.,

$$
\begin{equation*}
f\left(\mathbf{x}_{k} \mid \mathcal{M}_{m}\right)=\int f\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}_{k}, \mathcal{M}_{m}\right) f\left(\boldsymbol{\theta}_{k} \mid \mathcal{M}_{m}\right) d \boldsymbol{\theta}_{k} \tag{71}
\end{equation*}
$$

However, simple analytic expression for this integral does not generally exist, especially so for complicated nonlinear models such as the one used here. We must therefore seek another, possibly approximate, way of evaluating this integral. One such way is numerical
integration, but we will here instead follow the Laplace integration method as proposed in [27,42].

The first step is as follows. Define $g\left(\boldsymbol{\theta}_{k}\right)$ as the integrand in (71), i.e., $g\left(\boldsymbol{\theta}_{k}\right)=f\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}_{k}, \mathscr{M}_{m}\right) f\left(\boldsymbol{\theta}_{k} \mid \mathscr{M}_{m}\right)$. Next, let $\widehat{\boldsymbol{\theta}}_{k}$ be the mode of $g\left(\boldsymbol{\theta}_{k}\right)$, i.e., the MAP estimate. Using a Taylor expansion of $g\left(\boldsymbol{\theta}_{k}\right)$ in $\widehat{\boldsymbol{\theta}}_{k}$, the integrand in (71) can be approximated as

$$
\begin{equation*}
g\left(\boldsymbol{\theta}_{k}\right) \approx g\left(\widehat{\boldsymbol{\theta}}_{k}\right) e^{-\frac{1}{2}\left(\boldsymbol{\theta}_{k}-\widehat{\boldsymbol{\theta}}_{k}\right)^{\mathrm{T}} \widehat{\mathrm{G}}_{k}\left(\boldsymbol{\theta}_{k}-\widehat{\boldsymbol{\theta}}_{k}\right)} \tag{72}
\end{equation*}
$$

where $\widehat{\mathbf{G}}_{k}$ the Hessian of the logarithm of $g\left(\boldsymbol{\theta}_{k}\right)$ evaluated in $\widehat{\boldsymbol{\theta}}_{k}$, i.e.,

$$
\begin{equation*}
\widehat{\mathbf{G}}_{k}=-\left.\frac{\partial^{2} \ln g\left(\boldsymbol{\theta}_{k}\right)}{\partial \boldsymbol{\theta}_{k} \partial \boldsymbol{\theta}_{k}^{T}}\right|_{\boldsymbol{\theta}_{k}=\widehat{\boldsymbol{\theta}}_{k}} \tag{73}
\end{equation*}
$$

Note that the Taylor expansion of the function in (72) is of a real function in real parameters, even if the likelihood function is for complex quantities. The above results in the following simplified expression for (71):

$$
\begin{equation*}
f\left(\mathbf{x}_{k} \mid \mathcal{M}_{m}\right) \approx g\left(\widehat{\boldsymbol{\theta}}_{k}\right) \int e^{-\frac{1}{2}\left(\boldsymbol{\theta}_{k}-\widehat{\boldsymbol{\theta}}_{k}\right)^{\mathrm{T}} \widehat{\mathbf{G}}_{k}\left(\boldsymbol{\theta}_{k}-\widehat{\boldsymbol{\theta}}_{k}\right)_{d \theta_{k}}} \tag{74}
\end{equation*}
$$

The integral involved in this expression involves a quadratic expression that is much simpler than the highly nonlinear one in (71). It can be shown to be

$$
\begin{equation*}
\int e^{-\frac{1}{2}\left(\boldsymbol{\theta}_{k}-\widehat{\boldsymbol{\theta}}_{k}\right)^{\mathrm{T}} \widehat{\mathbf{G}}_{k}\left(\boldsymbol{\theta}_{k}-\widehat{\boldsymbol{\theta}}_{k}\right)} d \boldsymbol{\theta}_{k}=(2 \pi)^{D_{k} / 2}\left|\widehat{\mathbf{G}}_{k}\right|-\frac{1}{2} \tag{75}
\end{equation*}
$$

where $|\cdot|$ is the matrix determinant and $D_{k}$ the number of parameters in $\boldsymbol{\theta}_{k}$. The expression in (71) can now be written as $[27,42]$ (see also [43])

$$
\begin{equation*}
f\left(\mathbf{x}_{k} \mid \mathcal{M}_{m}\right) \approx(2 \pi)^{D_{k} / 2}\left|\widehat{\mathbf{G}}_{k}\right|^{-\frac{1}{2}} g\left(\widehat{\boldsymbol{\theta}}_{k}\right) \tag{76}
\end{equation*}
$$

Next, assuming a vague prior on the parameters given the model, i.e., on $f\left(\boldsymbol{\theta}_{k} \mid \mathscr{M}_{m}\right), g\left(\boldsymbol{\theta}_{k}\right)$ reduces to a likelihood function and $\widehat{\boldsymbol{\theta}}_{k}$ to the maximum likelihood estimate. Note that this will also be the case for large $N$, as the MAP estimate will then converge to the maximum likelihood estimate. In that case, the Hessian matrix reduces to

$$
\begin{equation*}
\widehat{\mathbf{G}}_{k}=-\left.\frac{\partial^{2} \ln f\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}_{k}, \mathcal{M}_{m}\right)}{\partial \boldsymbol{\theta}_{k} \partial \boldsymbol{\theta}_{k}^{\mathrm{T}}}\right|_{\boldsymbol{\theta}_{k}=\widehat{\boldsymbol{\theta}}_{k}}, \tag{77}
\end{equation*}
$$

which is sometimes referred to as the observed information matrix. This matrix is related to the Fisher information matrix in the following way: it is evaluated in $\widehat{\boldsymbol{\theta}}_{k}$ instead of the true parameters and no expectation is
taken. However, it was shown in [43] that (77) can be used as an approximation (for large $N$ ) of the Fisher information matrix, and, hence, also vice versa, leading to the following approximation:

$$
\begin{equation*}
\widehat{\mathbf{G}}_{k} \approx-\left.\mathrm{E}\left\{\frac{\partial^{2} \ln f\left(\mathbf{x}_{k} \mid \boldsymbol{\theta}_{k}, \mathcal{M}_{m}\right)}{\partial \boldsymbol{\theta}_{k} \partial \boldsymbol{\theta}_{k}^{T}}\right\}\right|_{\boldsymbol{\theta}_{k}=\widehat{\boldsymbol{\theta}}_{k}} \tag{78}
\end{equation*}
$$

The benefit of using (78) over (77) is that the former is readily available in the literature for many models, something that also is the case for our model [9].
Taking the logarithm of the right-hand side of (76) and sticking to the tradition of ignoring terms of order $\mathcal{O}(1)$ and $\frac{D_{k}}{2} \ln 2 \pi$ (which are negligible for large $N$ ), we get that under the aforementioned conditions, (70) can be written as

$$
\begin{equation*}
\widehat{\mathcal{M}}_{k}=\arg \min _{\mathcal{M}_{m}, m \in \mathbb{Z}_{q}}-\ln f\left(\mathbf{x}_{k} \mid \hat{\boldsymbol{\theta}}_{k}, \mathcal{M}_{m}\right)+\frac{1}{2} \ln \left|\widehat{\mathbf{G}}_{k}\right|, \tag{79}
\end{equation*}
$$

which can be used for determining which models is the most likely explanation for the observed signal. Now we will derive a criterion for selecting the model order of the single-pitch model and detecting the presence of a periodic source.

Based on the Fisher information matrix as derived in [9], we introduce the normalization matrix (see [43])

$$
\mathbf{K}_{N}=\left[\begin{array}{cc}
N^{-3 / 2} & \mathbf{0}  \tag{80}\\
\mathbf{O} & N^{-1 / 2} \mathbf{I}
\end{array}\right]
$$

where $\mathbf{I}$ is an $2 L_{k} \times 2 L_{k}$ identity matrix. The diagonal terms are due to the fundamental frequency and the $L_{k}$ amplitudes and phases, respectively. The determinant of the Hessian in (79) can be written as

$$
\begin{equation*}
\left|\widehat{\mathbf{G}}_{k}\right|=\left|\mathbf{K}_{N}^{-2}\right|\left|\mathbf{K}_{N} \widehat{\mathbf{G}}_{k} \mathbf{K}_{N}\right| . \tag{81}
\end{equation*}
$$

By observing that $\mathbf{K}_{N} \widehat{\mathbf{G}}_{k} \mathbf{K}_{N}=\mathcal{O}(1)$ and taking the logarithm, we obtain the following expression:

$$
\begin{align*}
& \ln \left|\widehat{\mathbf{G}}_{k}\right|=\ln \left|\mathbf{K}_{N}^{-2}\right|+\ln \left|\mathbf{K}_{N} \widehat{\mathbf{G}}_{k} \mathbf{K}_{N}\right|  \tag{82}\\
& =\ln \left|\mathbf{K}_{N}^{-2}\right|+\mathcal{O}(1)  \tag{83}\\
& =3 \ln N+2 L_{k} \ln N+\mathcal{O}(1) . \tag{84}
\end{align*}
$$

Assuming that the observation noise is white and Gaussian distributed, the log-likelihood function in (79) depends only on the term $N \ln \sigma_{k}^{2}$ where $\sigma_{k}^{2}$ is replaced by an estimate for each candidate order $L_{k}$. We denote this estimate as $\hat{\sigma}_{k}^{2}\left(L_{k}\right)$. Finally, substituting (84) into (79), the following simple and useful expression for selecting the model order is obtained:

$$
\begin{equation*}
\hat{L}_{k}=\arg \min _{L_{k}} N \ln \hat{\sigma}_{k}^{2}\left(L_{k}\right)+\frac{3}{2} \ln N+L_{k} \ln N \tag{85}
\end{equation*}
$$

Note that for low $N$, the inclusion of the term $\frac{D_{k}}{2} \ln 2 \pi=\left(L_{k}+\frac{1}{2}\right) \ln 2 \pi$ may lead to more accurate results. To determine whether any harmonics are present at all, i.e., performing pitch detection, the above cost function should be compared to the log-likelihood of the zero order model, meaning that no harmonics are present if

$$
\begin{equation*}
N \ln \hat{\sigma}_{k}^{2}(0)<N \ln \hat{\sigma}_{k}^{2}\left(\hat{L}_{k}\right)+\frac{3}{2} \ln N+\hat{L}_{k} \ln N \tag{86}
\end{equation*}
$$

where, in this case, $\hat{\sigma}_{k}^{2}(0)$ is simply the variance of the observed signal. The rule in (86) is essentially a pitch detection rule as it detects the presence of a pitch. It can be seen that both (85) and (86) require the determination of the noise variance for each candidate model order. The criterion in (85) reflects the tradeoff between the variance of the residual and the complexity of the model. For example, for a high model order, the estimated variance will be low, but the number of parameters will be high. Conversely, for a low model order, there are only few parameters but a high variance residual.

## Variance estimation

As we have seen, the order selection criterion requires that the noise variance is estimated, and we will now show how to use these filters for estimating the variance of the signal by filtering out the harmonics. We will do this based on the filterbank design. First, we define an estimate of the noise obtained from $x(n)$ as

$$
\begin{equation*}
\hat{e}(n)=x(n)-y_{k}(n), \tag{87}
\end{equation*}
$$

which we will refer to as the residual. Moreover, $y_{k}(n)$ is the sum of the input signal filtered by the filterbank, i.e.,

$$
\begin{align*}
& y_{k}(n)=\sum_{m=0}^{M-1} \sum_{l=1}^{L_{k}} h_{k, l}(m) x(n-m)  \tag{88}\\
& =\sum_{m=0}^{M-1} h_{k}(m) x(n-m), \tag{89}
\end{align*}
$$

where $h_{k}(m)$ is the sum over the impulse responses of the filters of the filterbank. From the relation between the single filter design and the filterbank design, it is now clear that when used this way, the two approaches lead to the same output signal $y_{k}(n)$. This also offers some insights into the difference between the designs in (36) and (39). More specifically, the difference is in the
way the output power is measured, where (36) is based on the assumption that the power is additive over the filters, i.e., that the output signals are uncorrelated. We can now write the noise estimate as

$$
\begin{align*}
& \hat{e}(n)=x(n)-\sum_{m=0}^{M-1} h_{k}(m) x(n-m)  \tag{90}\\
& \triangleq \mathbf{g}_{k}^{\mathrm{H}} \mathbf{x}(n) \tag{91}
\end{align*}
$$

where $\mathbf{g}_{k}=\left[\left(1-h_{k}(0)\right)-h_{k}(1) \ldots-h_{k}(M-1)\right]^{\mathrm{H}}$ is the modified filter. From the noise estimate, we can then estimate the noise variance for the $L_{k}$ th order model as

$$
\begin{align*}
& \hat{\sigma}^{2}\left(L_{k}\right)=\mathrm{E}\left\{|\hat{e}(n)|^{2}\right\}=\mathrm{E}\left\{\mathbf{g}_{k}^{\mathrm{H}} \mathbf{x}(n) \mathbf{x}^{\mathrm{H}}(n) \mathbf{g}_{k}\right\}  \tag{92}\\
& =\mathbf{g}_{k}^{\mathrm{H}} \mathbf{R g}_{k} . \tag{93}
\end{align*}
$$

This expression is, however, not very convenient for a number of reasons: A notable property of the estimator in (42) is that it does not require the calculation of the filter and that the output power expression in (41) is simpler than the expression for the optimal filter in (40). To use (93) directly, we would first have to calculate the optimal filter using (40), then calculate the modified filter $\mathbf{g}_{k}$, before evaluating (93). Instead, we simplify the evaluation of (93) by defining the modified filter as $\mathbf{g}_{k}=\mathbf{b}_{1}-\mathbf{h}_{k}$ where, as defined earlier,

$$
\mathbf{b}_{1}=\left[\begin{array}{llll}
1 & 0 & \cdots & 0 \tag{94}
\end{array}\right]^{\mathrm{H}} .
$$

Next, we use this definition to rewrite the variance estimate as

$$
\begin{align*}
& \hat{\sigma}^{2}\left(L_{k}\right)=\mathbf{g}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{g}_{k}=\left(\mathbf{b}_{1}-\mathbf{h}_{k}\right)^{\mathrm{H}} \mathbf{R}\left(\mathbf{b}_{1}-\mathbf{h}_{k}\right)  \tag{95}\\
& =\mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{b}_{1}-\mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k}-\mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{b}_{1}+\mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k} . \tag{96}
\end{align*}
$$

The first term can be identified to equal the variance of the observed signal $x(n)$, i.e., $\mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{b}_{1}=\mathrm{E}\left\{|x(n)|^{2}\right\}$, and $\mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k}$ we know from (41). Writing out the cross-terms $\mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k}$ using (40) yields

$$
\begin{align*}
& \mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k}=\mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{R}^{-1} \mathbf{Z}_{k}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1}  \tag{97}\\
& =\mathbf{b}_{1}^{\mathrm{H}} \mathbf{Z}_{k}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1} \tag{98}
\end{align*}
$$

Furthermore, it can easily be verified that $\mathbf{b}_{1}^{\mathrm{H}} \mathbf{Z}_{k}=\mathbf{1}^{\mathrm{H}}$, from which it can be concluded that

$$
\begin{align*}
& \mathbf{b}_{1}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k}=\mathbf{1}^{\mathrm{H}}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1}  \tag{99}\\
& =\mathbf{h}_{k}^{\mathrm{H}} \mathbf{R} \mathbf{h}_{k} . \tag{100}
\end{align*}
$$

Therefore, the variance estimate can be expressed as

$$
\begin{equation*}
\hat{\sigma}^{2}\left(L_{k}\right)=\hat{\sigma}^{2}(0)-\mathbf{1}^{\mathrm{H}}\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \mathbf{1}, \tag{101}
\end{equation*}
$$

where $\hat{\sigma}^{2}(0)=\mathrm{E}\left\{|x(n)|^{2}\right\}$ is simply the variance of the observed signal. The variance estimate in (101) involves the same expression as in the fundamental frequency estimation criterion in (42), which means that the same expression can be used for estimating the model order and the fundamental frequency, i.e., the approach allows for joint estimation of the model order and the fundamental frequency. The variance estimate in (101) also shows that the same filter that maximizes the output power minimizes the variance of the residual. A more conventional variance estimate could be formed by first finding the frequency using, e.g., (42) and then finding the amplitudes of the signal model using (weighted) least-squares [38] to obtain a noise variance estimate. Since the discussed procedure uses the same information in finding the fundamental frequency and the noise variance, it is superior to the least-squares approach in terms of computational complexity. Note that for finite filter lengths, the output of the filters considered here are generally "power levels" and not power spectral densities (see [44]), which is consistent with our use of the filters for estimating the variance. Asymptotically, the filters do comprise power spectral density estimates [25].
By inserting (101) in (85), the model order can be determined using the MAP criterion for a given fundamental frequency. By combining the variance estimate in (101) with (85), we obtain the following fundamental frequency estimator for the case of unknown model orders (for $L_{k}>0$ ):

$$
\hat{\omega}_{k}=\arg \min _{\omega_{k}} \min _{L_{k}} N \ln \hat{\sigma}^{2}\left(L_{k}\right)+\frac{3}{2} \ln N+L_{k} \ln N,(102)
$$

where the model order is also estimated in the process. To determine whether any harmonics are present at all, the criterion in (86) can be used.

## Order-recursive implementation

Both the filterbank method and the single filter method require the calculation of the following matrix for every combination of candidate fundamental frequencies and orders:

$$
\begin{equation*}
\mathbf{\Xi}_{L_{k}} \triangleq\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1} \tag{103}
\end{equation*}
$$

where $\boldsymbol{\Xi}_{L_{k}}$ denotes the inverse matrix for an order $L_{k}$ model. The respective cost function are formed from (103) as either the trace or the sum of all elements of this matrix. Since this requires a matrix inversion of cubic complexity for each pair, there is a considerable
computational burden of using these methods. We will now present an efficient implementation of the matrix inversion in (103). The methods also require that the inverse covariance matrix be calculated, but this is less of a concern for two reasons. Firstly, it is calculated only once per segment, and, secondly, many standard methods exist for updating the matrix inverse over time (see, e.g., [45]).
The fast implementation that we will now proceed to derive, is based on the matrix inversion lemma, and is basically a recursion over the model order. To apply the matrix inversion lemma to the calculation of (103), we first define the matrix composed of vectors corresponding to the $L_{k}-1$ first harmonics of the full matrix $\mathbf{Z}_{k}$ as

$$
\begin{equation*}
\mathbf{Z}_{k}^{\left(L_{k}-1\right)}=\left[\mathbf{z}\left(\omega_{k}\right) \cdots \mathbf{z}\left(\omega_{k}\left(L_{k}-1\right)\right)\right] \tag{104}
\end{equation*}
$$

and a vector containing the last harmonic $L_{k}$ as

$$
\begin{equation*}
\mathbf{z}_{k}^{\left(L_{k}\right)}=\left[e^{-j \omega_{k} L_{k} 0} \ldots e^{-j \omega_{k} L_{k}(M-1)}\right]^{T} . \tag{105}
\end{equation*}
$$

Using these definitions, we can now rewrite (103) as

$$
\begin{align*}
& \mathbf{\Xi}_{L_{k}}=\left(\mathbf{Z}_{k}^{\mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}\right)^{-1}  \tag{106}\\
& =\left[\begin{array}{cc}
\mathbf{Z}_{k}^{\left(L_{k}-1\right) \mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}^{\left(L_{k}-1\right)} & \mathbf{Z}_{k}^{\left(L_{k}-1\right) \mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}^{\left(L_{k}\right)} \\
\mathbf{z}_{k}^{\left(L_{k}\right) \mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}^{\left(L_{k}-1\right)} & \mathbf{z}_{k}^{\left(L_{k}\right) \mathrm{H}} \mathbf{R}^{-1} \mathbf{Z}_{k}^{\left(L_{k}\right)}
\end{array}\right]^{-1} . \tag{107}
\end{align*}
$$

Next, define the scalar quantity

$$
\begin{equation*}
\boldsymbol{\xi}_{L_{k}}=\mathbf{z}_{k}^{\left(L_{k}\right) \mathrm{H}} \mathbf{R}^{-1} \mathbf{z}_{k}^{\left(L_{k}\right)} \tag{108}
\end{equation*}
$$

which is real and positive since $\mathbf{R}^{-1}$ is positive-definite and Hermitian, and the vector

$$
\begin{equation*}
\boldsymbol{\eta}_{L_{k}}=\mathbf{Z}_{k}^{\left(L_{k}-1\right) \mathrm{H}} \mathbf{R}^{-1} \mathbf{z}_{k}^{\left(L_{k}\right)} \tag{109}
\end{equation*}
$$

We can now express the matrix in (103) in terms of the order $\left(L_{k}-1\right)$ matrix $\boldsymbol{\Xi}_{L_{k}-1}, \xi_{L_{k}}$, and $\boldsymbol{\eta}_{L_{k}}$ as

$$
\begin{align*}
& \boldsymbol{\Xi}_{L_{k}}=\left[\begin{array}{cc}
\boldsymbol{\Xi}_{L_{k}-1} & 0 \\
\mathbf{O} & 0
\end{array}\right]+\left[\begin{array}{c}
-\boldsymbol{\Xi}_{L_{k}-1} \boldsymbol{\eta}_{L_{k}} \\
1
\end{array}\right]  \tag{110}\\
& \times \frac{1}{\boldsymbol{\xi}_{L_{k}}-\boldsymbol{\eta}_{L_{k}}^{\mathrm{H}} \boldsymbol{\Xi}_{L_{k}-1} \boldsymbol{\eta}_{L_{k}}}\left[-\boldsymbol{\eta}_{L_{k}}^{\mathrm{H}} \boldsymbol{\Xi}_{L_{k}-1} 1\right] .
\end{align*}
$$

This can be rewritten as follows:

$$
\begin{align*}
\boldsymbol{\Xi}_{L_{k}} & =\left[\begin{array}{cc}
\boldsymbol{\Xi}_{L_{k}-1} & \mathbf{0} \\
\mathbf{O} & 0
\end{array}\right] \\
& +\left[\begin{array}{cc}
\boldsymbol{\Xi}_{L_{k}-1} \boldsymbol{\eta}_{L_{k}} \boldsymbol{\eta}_{L_{k}}^{\mathrm{H}} \boldsymbol{\Xi}_{L_{k}-1}-\boldsymbol{\Xi}_{L_{k}-1} \boldsymbol{\eta}_{L_{k}} \\
-\boldsymbol{\eta}_{L_{k}}^{\mathrm{H}} \boldsymbol{\Xi}_{L_{k}-1} & 1
\end{array}\right] \tag{111}
\end{align*}
$$

$$
\begin{align*}
& \times \frac{1}{\boldsymbol{\xi}_{L_{k}}-\boldsymbol{\eta}_{L_{k}}^{\mathrm{H}} \boldsymbol{\Xi}_{L_{k}-1} \boldsymbol{\eta}_{L_{k}}} \\
& \triangleq\left[\begin{array}{cc}
\boldsymbol{\Xi}_{L_{k}-1} & \mathbf{0} \\
\mathbf{O} & 0
\end{array}\right]+\frac{1}{\beta_{L_{k}}}\left[\begin{array}{c}
\zeta_{L_{k}} \zeta_{L_{k}}^{\mathrm{H}} \\
-\zeta_{L_{k}} \\
\zeta_{L_{k}} \\
\hline
\end{array}\right] . \tag{112}
\end{align*}
$$

This shows that once $\boldsymbol{\Xi}_{L_{k}-1}$ is known, $\boldsymbol{\Xi}_{L_{k}}$ can be obtained in a simple way. To use this result to calculate the cost functions for the estimators (38) and (42) for a model order $L_{k}$, we proceed as follows. For a given $\omega_{k}$, calculate the order 1 inverse matrix as

$$
\begin{equation*}
\Xi_{1}=\frac{1}{\xi_{1}}, \tag{113}
\end{equation*}
$$

and then for $l=2, \ldots, L_{k}$ calculate the quantities needed to update the inverse matrix, i.e.,

$$
\begin{align*}
& \boldsymbol{\kappa}_{l}=\mathbf{R}^{-1} \mathbf{z}_{k}^{(l)}  \tag{114}\\
& \boldsymbol{\xi}_{l}=\mathbf{z}_{k}^{(l) \mathrm{H}} \boldsymbol{\kappa}_{l}  \tag{115}\\
& \boldsymbol{\eta}_{l}=\mathbf{Z}_{k}^{(l-1) \mathrm{H}} \boldsymbol{\kappa}_{l}  \tag{116}\\
& \boldsymbol{\zeta}_{l}=\mathbf{\Xi}_{l-1} \boldsymbol{\eta}_{l}  \tag{117}\\
& \beta_{l}=\xi_{l}-\boldsymbol{\eta}_{l}^{\mathrm{H}} \boldsymbol{\zeta}_{l}  \tag{118}\\
& \mathbf{\Xi}_{l}=\left[\begin{array}{cc}
\mathbf{\Xi}_{l-1} & \mathbf{0} \\
\mathbf{O} & 0
\end{array}\right]+\frac{1}{\beta_{l}}\left[\begin{array}{cc}
\zeta_{l} \boldsymbol{\zeta}_{l}^{\mathrm{H}} & -\zeta_{l} \\
-\boldsymbol{\zeta}_{l}^{\mathrm{H}} & 1
\end{array}\right] \tag{119}
\end{align*}
$$

using which the estimators in (38) and (42) along with the variance estimate in (101) can easily be implemented. In assessing the efficiency of the proposed recursion, we will use the following assumptions:

- Matrix-vector product: the computation of $\mathbf{A x}$ where $\mathbf{A} \in \mathbb{C}^{m \times n}$ and $\mathbf{x} \in \mathbb{C}^{n}$ requires $\mathcal{O}(m n)$ operations.
- Matrix-matrix product: the computation of $\mathbf{A B}$ where $\mathbf{A} \in \mathbb{C}^{m \times n}$ and $\mathbf{B} \in \mathbb{C}^{n \times p}$ requires $\mathcal{O}(m p n)$ operations.
- Matrix inversion: the computation of $\mathbf{A}^{-1}$ where $\mathbf{A} \in \mathbb{C}^{m \times m}$ requires $\mathcal{O}\left(m^{3}\right)$ operations.

The number of operations required to calculate the matrix inverse in (103) is determined by the filter length $M$ and the number of harmonics $L_{k}$. This leads to a complexity of $\mathcal{O}\left(L_{k}^{3}+M^{2} L_{k}+M L_{k}^{2}\right)$ for the direction implementation of (103). On the other hand, an update (from the $(l-1)$ th order model to the $l$ th order model)
in the order-recursive implementation requires $\mathcal{O}\left(M^{2}+l^{2}+M+M l\right)$ operations with $l=1, \ldots, L_{k}$. For the case where only the cost for an order $L_{k}$ model needs to be calculated, the saving is negligible. On the other hand, if the order is unknown and the cost function has to be calculated for a wide range of orders, e.g., $L_{k}=1,2, \ldots$, only a single update is required as the information from prior iterations are simply reused. At this point it should also be noted that the filter length and thus the covariance matrix size is generally much larger than the model order, i.e., $M \gg L_{k}$. In Figure 1, the approximate complexities of the respective implementations are depicted for $M=50$.
It should be stressed that this order recursive implementation is exact as no approximations are involved, meaning that it implements exactly the matrix inversion in (103). We note in passing that, as usual, all the inner
products involving complex sinusoids of different frequencies can be calculated efficiently using FFTs.

## Experimental results

First, we will provide an illustrative example of what the derived optimal filters may look like. In Figure 2, an example of such filters are given with the magnitude response of the optimal filterbank and the single filter being shown for white Gaussian noise with $\omega_{1}=1.2566$ and $L_{1}=3$. It should be stressed that for a non-diagonal $\mathbf{R}$, i.e., when the observed signal contains sinusoids and/ or colored noise, the resulting filters can look radically different.
We will now evaluate the statistical performance of the proposed scheme. In doing so, we will compare to some other methods based on well-established estimation theoretical approaches that are able to jointly


Figure 1 Approximate complexities of the order-recursive implementation and the direct implementation of the matrix inverse in (103).


Figure 2 Magnitude response of optimal filterbank (top) and single filter (bottom) for white noise with $\omega_{1}=1.2566$ and $L_{1}=3$.
estimate the fundamental frequency and the order, namely a subspace method, the MUSIC method of [9], and the NLS method [16]. The NLS method in combination with the criterion (85) yields both a maximum likelihood fundamental frequency estimate and a MAP order estimate (see [27] for details) and it is asymptotically a filtering method as described in Sect. III. More specifically, noise variance estimates are obtained using (20) after which the order estimation criterion is applied. For a finite number of samples, however, the exact NLS used here is superior to the filtering method of Sect. III. We remark that the NLS, MUSIC and optimal filtering methods under consideration here are comparable in terms of computational efficiency as they all have cubic complexity, involving either inverses of matrices, matrix-matrix products or eigenvalue decompositions of matrices. Additionally, we also compare to the performance of the comb filtering method described in Sect. III combined with the criterion (85). We will
here focus on their application to order estimation, investigating the performance of the estimators given the fundamental frequency. The reason for this is simply that the high-resolution estimation capabilities of the proposed method, MUSIC and NLS for the fundamental frequency estimation problem for both single- and multi-pitch signals are already well-documented in [ $9,16,25$ ], and there is little reason to repeat those experiments here. We note that the NLS method reduces to a linear least-squares method when the fundamental frequency is given, but the joint estimator is still nonlinear. The statistical order estimation criterion in (85) was derived based on $\mathbf{x}_{k}$, i.e., a single-pitch model, and none of the methods considered in this paper take additional sources into account in an explicit manner. Since one cannot generally assume that only a single periodic source is present, we will test the methods for a multi-pitch signal containing two sources, namely the signal of interest and an interfering periodic
source that is considered to be of no interest to us. However, we will use all the methods as if only one source is present, thereby testing the robustness of the respective methods. In the experiments the following additional conditions were used: a periodic signal was generated using (1) with a fundamental frequency of $\omega_{1}$ $=0.8170, L_{1}=5$ and $A_{l}=1 \forall l$ along with an interfering periodic source having the same number of harmonics and amplitude distribution but with $\omega_{2}=1.2$. For each test condition, 1000 Monte Carlo iterations were run. In the first experiment, we will investigate the performance as a function of the pseudo signal-to-noise (PSNR) as defined in [9]. Note that this PSNR is higher than the usual SNR, meaning that the conditions are more noisy than they may appear at first sight. The performance of the estimators has been evaluated for $N=200$ observed samples with a covariance matrix size/filter length of $M$ $=50$. The results are shown in Figure 3 in terms of the percentage of correctly estimated orders. Similarly, the
performance is investigated as a function of $N$ with $M=$ $N / 4$ in the second experiment for PSNR $=40 \mathrm{~dB}$, i.e., the filter length is set proportionally to the number of samples. Note that the NLS method operates on the entire length $N$ signal and thus does not depend on $M$. This experiment thus reveals not only the dependency of the performance on the number of observed samples but also on the filter length. The results are shown in Figure 4. Similarly, it is interesting to investigate the importance of the number of unknown parameters relative to the number of samples. Consequently, an experiment has been carried out to do exactly this with the results being shown in Figure 5. The signals were generated as before with $N=400$ for PSNR $=40 \mathrm{~dB}$ with $M$ $=N / 4$ while $L_{k}$ was varied from 1 to 10 . In the final experiment, the $N$ is kept fixed while the filter length $M$ is varied with PSNR $=40 \mathrm{~dB}$. In the process, the covariance matrix of MUSIC is varied too. The results can be seen in Figure 6.


Figure 3 Percentage of correctly estimated model orders as a function of the PSNR for a multi-pitch signal.


Figure 4 Percentage of correctly estimated model orders as a function of the number of samples $N$ for a multi-pitch signal.


Figure 5 Percentage of correctly estimated model orders as a function of the number of harmonics $L_{k}$ for a multi-pitch signal.


Figure 6 Percentage of correctly estimated model orders as a function of the filter length $M$ for a multi-pitch signal.

From the figures, it can be observed that the proposed method shows good performance for high PSNRs and $N$ with the percentage approaching $100 \%$. Furthermore, it can also be observed that the filter length should not be chosen too low or too close to $N / 2$. As expected, the proposed method generally also exhibits better performance than the comb filtering approach. That the NLS, comb filtering, and optimal filtering methods all perform well for high PSNRs and $N$ confirms that the MAP order estimation criterion indeed works well, as all of them are based on this criterion. The subspace method, MUSIC, appears not to work at all, and there is a simple explanation for this: the presence of a second interfering source has not been taken into account in any of the methods, and for MUSIC, this turns out to be a critical problem; indeed, the one source assumption leads to an incorrect noise subspace estimate. At this point, it should be stressed that it is possible to take multiple sources into account in MUSIC at the cost of an increased computational complexity $[10,16]$. While the method based on optimal filtering appears to sometimes exhibit slightly worse performance than NLS in terms of estimating the model order, it generally outperforms both MUSIC and the NLS with respect to fundamental frequency estimation under adverse conditions, in particular
when multiple periodic sources are present at the same time [16], something that happens frequently in audio signals. That is, unless the NLS approach is modified to either iteratively estimate the parameters of the individual sources using expectation maximization (EM) like iterations or is modified to incorporate the presence of multiple sources in the cost function [16]. The latter approach is to be avoided as it requires multi-dimensional nonlinear optimization. Overall, it can be concluded that the optimal filtering methods form an intriguing alternative for joint fundamental frequency and order estimation, especially so for multipitch signals.

## Summary

A number of filtering methods for fundamental frequency estimation have been considered in this paper, namely the classical comb filtering and maximum likelihood methods along with some more recent methods based on optimal filtering. The latter approaches are generalizations of Capon's classical optimal beamformer. These methods have recently been demonstrated to show great potential for high-resolution pitch estimation. In this paper, we have extended these methods to account for an unknown number of harmonics, a
quantity also known as the model order, by deriving a model-specific order estimation criterion based on the maximum a posteriori principle. This has led to joint fundamental frequency and order estimators that can be applied in situations where the model order cannot be known a priori or may change over time, as is the case in speech and audio signals. Additionally, some new analyses of the optimal filtering methods and their properties have been provided. Moreover, a computationally efficient order-recursive implementation that is much faster than a direct implementation has been proposed. Finally, the optimal filtering methods have been demonstrated, in computer simulations, to have good performance in terms of the percentage of correctly estimated model orders when multiple sources are present.

## Abbreviations

AIC: Akaike information criterion; EM: expectation maximization; MDL minimum description length criterion; NLS: nonlinear least-squares; PDF: probability density function; PSNR: pseudo signal-to-noise.
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