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ON L
p BOUNDEDNESS OF WAVE OPERATORS FOR FOUR

DIMENSIONAL SCHRÖDINGER OPERATORS WITH

THRESHOLD SINGULARITIES

ARNE JENSEN and KENJI YAJIMA

Abstract

Let H = −∆ + V (x) be a Schrödinger operator on L2(R4), H0 = −∆. Assume that |V (x)| +
|∇V (x)| ≤ C〈x〉−δ for some δ > 8. Let W± = s-limt→±∞ eitHe−itH0 be the wave operators. It
is known that W± extend to bounded operators in Lp(R4) for all 1 ≤ p ≤ ∞, if 0 is neither an
eigenvalue nor a resonance of H. We show that if 0 is an eigenvalue, but not a resonance of H,
then the W± are still bounded in Lp(R4) for all p such that 4/3 < p < 4.

1. Introduction

Let V (x) be a real-valued function satisfying |V (x)| ≤ C〈x〉−δ for some δ > 2,
where as usual 〈x〉 = (1 + |x|2)1/2. Then it is well known that the Schrödinger
operator H = −∆ + V on the Hilbert space H = L2(Rm), m ≥ 1, is selfadjoint
with domain D(H) = H2(Rm), the Sobolev space of order 2, and C∞0 (Rm) is a
core. The spectrum σ(H) of H consists of an absolutely continuous part [0,∞), and
at most a finite number of non-positive eigenvalues {λj} of finite multiplicities. The
singular continuous spectrum and positive eigenvalues are absent from σ(H). We
denote the point, the continuous, and the absolutely continuous subspaces for H by
Hp, Hc, and Hac, respectively, and the orthogonal projections onto the respective
subspaces by Pp, Pc and Pac. We have Hac = Hc and Pac = Pc. H0 = −∆ is the
free Schrödinger operator. The wave operators W± are defined by the strong limits
in H:

W± = s-lim
t→±∞

eitHe−itH0

exist and are complete in the sense that ImageW± = Hac. They satisfy the so called
intertwining property, and the continuous part of H is unitarily equivalent to H0

via W±: For Borel functions f on R, we have

f(H)Pac(H) = W±f(H0)W
∗
±. (1.1)

It follows that the mapping properties of f(H)Pac(H) may be deduced from those
of f(H0), once the corresponding properties of W± are known.

The mapping properties of W± have been studied for some time, and the fol-
lowing results have been proved under various smoothness and decay at infinity
assumptions on V , see [14, 15, 16, 13, 1, 3, 18, 5]. We say that 0 is a resonance
of H , if there is a solution ϕ(x) of (−∆ + V (x))ϕ(x) = 0, such that |ϕ(x)| ≤
Cmin{1, 〈x〉2−m}, but ϕ 6∈ H, and that H is of generic type, if 0 is neither an
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2 ARNE JENSEN AND KENJI YAJIMA

eigenvalue nor a resonance of H , otherwise H is said to be of exceptional type.
Note that there is no zero resonance, if m ≥ 5.

(a) If H is of generic type, the W± are bounded in Lp(Rm) for all 1 ≤ p ≤ ∞,
if m ≥ 3, and for all 1 < p <∞, if m = 1 or m = 2.

(b) If H is of exceptional type, the W± are bounded in Lp(Rm) for all p between
m
2 and m

m−2 , if m ≥ 5 or m = 3, and for all 1 < p <∞, if m = 1.

Moreover, when H is of exceptional type, the W± are not bounded in Lp(Rm), if
p > m/2 and m ≥ 5, or if p > 3 and m = 3. This can be deduced from the results
on the decay in time property of the propagator e−itHPac in the weighted L2 spaces
[11, 7], or in Lp spaces [4, 17]. We believe the same is true for p’s on the other side
of the interval given in (b), viz. 1 ≤ p ≤ m/(m − 2) if m ≥ 5 and 1 ≤ p ≤ 3/2 if
m = 3, though the proof is missing.

In the case when m = 2 or m = 4, and if 0 is a resonance of H , then the results
of [11] and [7] mentioned above imply that the W± are not bounded in Lp(Rm)
for p > 2 and, though proof is missing, we believe that this is the case for all p’s
except p = 2. In this paper we show, however, when m = 4, if 0 is a pure eigenvalue
of H , and not a resonance, the W± are bounded in Lp(R4) for 4/3 < p < 4.

Theorem 1.1. Let |V (x)| + |∇V (x)| ≤ C〈x〉−δ
for some δ > 8. Suppose that

0 is an eigenvalue of H , but not a resonance. Then the W± extend to bounded
operators in the Sobolev spaces W k,p(R4) for any 0 ≤ k ≤ 2 and 4/3 < p < 4:

‖W±u‖W k,p ≤ Cp‖u‖W k,p , u ∈W k,p(R4) ∩ L2(R4). (1.2)

Again, the results [11, 7] imply that the W± are unbounded in Lp for p > 4
under the assumptions in the theorem, and we believe that this is the case also for
1 ≤ p < 4/3, though we do not have proofs.

When f(λ) = e−itλ, (1.1) and (1.2) imply the so called Lp-Lq estimates for the
propagator of the corresponding time dependent Schrödinger equations. The norm
‖u‖Lp(Rm) is often abbreviated as ‖u‖p.

Theorem 1.2. Let V be as in Theorem 1.1. Then for any p and q such that
4/3 < q ≤ 2 ≤ p < 4, and such that 1/p+ 1/q = 1,

‖e−itHPcu‖p ≤ Cp|t|
4
p
−2‖u‖q, (1.3)

for a constant Cp depending only on p.

For four dimensional Schrödinger operators H of generic type the estimate (1.3)
has been proved for all 1 ≤ q ≤ 2 ≤ p ≤ ∞ with 1/p + 1/q = 1, via the Lp-
boundedness of the wave operators ([15]), however, for H of exceptional type, this
is a new result.

The intertwining property (1.1) and the boundedness results (1.2) may be applied
to various other functions f(H)Pc and can provide useful estimates. We shall not
pursue this direction here and proceed directly to the proof of Theorem 1.1. We
prove Theorem 1.1 only for W−, which we denote by W for brevity. We shall mainly
discuss the Lp boundedness, since the extension to Sobolev spaces is immediate, as
in the last section of [18].

We write Hγ = L2(Rm, 〈x〉2γ
dx) for the weighted L2 spaces, R(z) = (H − z)−1

and R0(z) = (H0 − z)−1 for the resolvents. We parametrize z ∈ C \ [0,∞) by
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z = λ2 with λ ∈ C
+ = {z ∈ C : Im z > 0} and define G(λ) = R(λ2) and G0(λ) =

R0(λ
2) for λ ∈ C

+. They are B(H)-valued meromorphic functions of λ ∈ C
+, and

the limiting absorption principle asserts that G(λ) and G0(λ), when considered
as functions with values in B(Hσ ,H−σ), σ > 1

2 , have continuous extentions to

C
+
\ {0}, C

+
= {z : Im z ≥ 0} being the closure of C

+.
The proof of the theorem is based on the stationary representation of wave

operators, which expresses W via boundary values of the resolvents, see [9, 10]:

Wu = u−
1

πi

∫∞
0

G(λ)V
(

G0(λ)−G0(−λ)
)

uλdλ, (1.4)

where the integral
∫∞
0 · · · dλ should be understood as the strong limit of

∫∞
ε · · · dλ

in L2(R4) as ε ↓ 0. As in [18], we decompose W into the high and the low energy
parts,

W = W> +W< ≡WΨ(H0)
2 +WΦ(H0)

2,

by using cut off functions Φ(λ) and Ψ(λ), such that

Φ(λ2)2 + Ψ(λ2)2 ≡ 1, Φ(λ2) = 1 near λ = 0, Φ(λ2) = 0 for |λ| > λ0,

for a small constant λ0 > 0 to be specified below.
Singularities at zero energy are irrelevant to the high energy behavior of the

resolvent, and the following theorem has been proved in [18, Section 3.3], also for
dimension four. We define the Fourier transform Fu(ξ) = û(ξ) by

Fu(ξ) =
1

(2π)2

∫
R4

e−ixξu(x)dx.

Proposition 1.3. Let V satisfy

F(〈x〉2σ
V ) ∈ L

3
2 (R4) for some σ > 2

3 , (1.5)

and, in addition, |V (x)| ≤ C〈x〉−δ
for some δ > 6. Let Ψ(λ) ∈ C∞(R) be such

that Ψ(λ2) = 0 for |λ| < λ0 for some λ0. Then W> is bounded in Lp(R4) for all
1 ≤ p ≤ ∞

Since ‖û‖ 3
2
≤ C‖u‖H1(R4), (1.5) is satisfied by V of Theorem 1.1, and W> is

bounded in Lp(R4) for all 1 ≤ p ≤ ∞. Thus we only have to study the low energy
part W< = WΦ(H0)

2. By using the intertwining property, we may write W< in the
following form:

Φ(H)Φ(H0)−
1

πi

∫∞
0

Φ(H)G(λ)V
(

G0(λ)−G0(−λ)
)

Φ(H0)Φ̃(λ)λdλ,

where Φ̃ ∈ C∞0 (R) satisfies Φ(λ2)Φ̃(λ) = Φ(λ2). It is obvious that Φ(H0) is a
convolution with a function in S(R4), and it is well known (see [15]) that the
integral kernel of Φ(H) is bounded by CN 〈x − y〉−N for any N . Hence Φ(H) and
Φ(H0) are bounded in Lp(R4) for all 1 ≤ p ≤ ∞, and we only need to deal with
the operator defined by the integral

W̃ =

∫∞
0

Φ(H)G(λ)V
(

G0(λ) −G0(−λ)
)

Φ(H0)Φ̃(λ)λdλ

=

∫∞
0

Φ(H)G0(λ)V (1 +G0(λ)V )−1
(

G0(λ)−G0(−λ)
)

Φ(H0)Φ̃(λ)λdλ.
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2. Preliminaries

We collect here some well known results, which will be used in the following
sections. We define operators Ω1,Ω2, . . . by

Ωnu =
1

πi

∫∞
0

(G0(λ)V )n
(

G0(λ)−G0(−λ)
)

uλdλ ,

such that we have at least formally that W = 1 − Ω1 + Ω2 − · · · . The following
lemma is proved for any dimension m ≥ 3. We let m∗ = m−1

m−2 .

Lemma 2.1 [14]. Let σ > 1/m∗, k = 0, 1, . . ., and 1 ≤ p ≤ ∞. Then there exists
a constant Ck > 0, which is independent of p, such that

‖Ω1u‖W k,p ≤ Ck

∑

|α|≤k

‖F(〈x〉σ∂αV )‖Lm∗(Rm)‖u‖W k,p , (2.1)

‖Ωnu‖W k,p ≤ Cn
k

(

∑

|α|≤k

‖F(〈x〉2σ∂αV )‖Lm∗ (Rm)

)n

‖u‖W k,p , n = 2, . . . .

Since ‖f̂‖Lm
∗ (Rm) ≤ C‖f‖Hγ(Rm), if γ > m(m−3)

2(m−1) , (2.1) implies

‖Ω1u‖
L

3
2 (R4)

≤ C‖〈x〉σV ‖H1(R4)‖u‖Lp(R4). (2.2)

Since the integral operator may be written in the form

Ku(x) =

∫
K(x, y)u(y)dy =

∫
K(x, x− y)u(x− y)dy =

∫
Ky(x)τyu(x)dy,

whereKy(x) is multiplication byK(x, x−y), and τy is translation by y, the estimate
(2.2) implies the following result, see [15].

Corollary 2.2. Let K be an integral operator with kernel K(x, y) satisfying

‖K‖Fσ
≡

∫
R4

‖〈x〉σK(x, x− y)‖H1(R4
x)dy <∞ (2.3)

for some σ > 2/3. Then the operator Ω(K) defined by

Ω(K)u =
1

πi

∫∞
0

G0(λ)K
(

G0(λ)−G0(−λ)
)

uλdλ

is bounded in Lp(R4) for all 1 ≤ p ≤ ∞. Moreover,

‖Ω(K)‖B(Lp) ≤ C‖K‖Fσ
, 1 ≤ p ≤∞,

where the constant C is independent of p.

Definition 2.3. We say that an operator-valued function E(λ) defined for
λ ∈ (0, λ0), and acting on functions on R

4, is moderate, if the following condition
is satisfied for a sufficiently small ε > 0, and some integer N : For all integers α, β, γ,
with 0 ≤ α+β+γ ≤ 3, the function λ 7→ 〈x〉2+β+ε

E(α)(λ)〈x〉2+γ+ε
is B(H)-valued

continuous on (0, λ0) and satisfies

‖〈x〉2+β+εE(α)(λ)〈x〉2+γ+ε‖B(H) ≤ C|λ|2−α〈logλ〉N . (2.4)
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Definition 2.4. We say that the integral kernel K(x, y) is admissible, if

sup
x

∫
R4

|K(x, y)|dy + sup
y

∫
R4

|K(x, y)|dx <∞. (2.5)

It is a well known fact, due to Schur, that integral operators with admissible
kernels are bounded in Lp for any 1 ≤ p ≤∞.

Lemma 2.5. Suppose that the operator-valued function E(λ) defined on (0, λ0)
is moderate, Φ(λ2) ∈ C∞0 (R) is supported in (−λ0, λ0), and Φ̃ ∈ C∞0 (R) satisfies
Φ(λ2)Φ̃(λ) = Φ(λ2). Then the operator defined by

Ωu =

∫∞
0

Φ(H)G0(λ)E(λ)
(

G0(λ)−G0(−λ)
)

Φ(H0)Φ̃(λ)uλdλ

has an admissible integral kernel.

Proof. Write Φ(x, y) and Φ0(x, y) for the integral kernels of Φ(H) and Φ(H0),
respectively, and define Ω±(x, y) by

Ω±(x, y) =

∫∞
0

λ〈E(λ)G0(±λ)Φ0(·, y), G0(−λ)Φ(·, x)〉Φ̃(λ)dλ. (2.6)

Then Lemma 4.3 of [5] implies that Ω±(x, y) are continuous functions, and that
the integral kernel of Ω is given by Ω+(x, y)− Ω−(x, y). We define

G0l(λ, ·, y) = e−iλ|y|G0(λ)Φ0(·, y), G0r(λ, ·, x) = e−iλ|x|G0(λ)Φ(·, x), (2.7)

F±(λ, x, y) = λ〈E(λ)G0l(±λ, ·, y), G0r(λ, ·, x)〉Φ̃(λ), (2.8)

and we write (2.6) in the form

Ω±(x, y) =

∫∞
0

eiλ(|x|±|y|)F±(λ, x, y)dλ. (2.9)

We use the following lemma, which is Lemma 4.4 of [5]. It holds for all m ≥ 4.
We recall from [5] that, for a Banach space-valued function, f ∈ Cβ

∗ (R), β ≥ 0 an
integer, means that f is of class Cβ−1 on R, of class Cβ outside 0 and it satisfies
‖f (β)(λ)‖ ≤ C〈log λ〉N for constants C > 0 and N > 0, λ 6= 0. Here f (β) is the β-th
derivative of f .

Lemma 2.6. Let γ > 1
2 , let β ≥ 0 be an integer, and let x, y ∈ R

m. Then we
have the following results.
(1) As H-valued functions of λ, 〈·〉−β−γG0l(λ, ·, y) and 〈·〉−β−γG0r(λ, ·, x) are of
class Cβ(R) for 0 ≤ β ≤ m − 3, of class Cβ

∗ (R) for β = m − 2, and of class
Cβ(R \ {0}) for any β ≥ m− 1.

(2) For 0 ≤ β ≤ m−3, G
(β)
0l (λ, z, y) is continuous with respect to λ ≥ 0 and satisfies

the estimate

|G
(β)
0l (0, z, y)| ≤ C

∑

β1+β2=β

〈z〉β1

〈z − y〉m−2−β2
. (2.10)

(3) Let 0 < λ0 < 1/2. For any 0 ≤ β and ε > 0, we have

‖〈·〉−β−ε−m
2 G

(β)
0l (λ, ·, y)‖ ≤ Cλmin{0, m−3

2
−β}〈y〉−

m−1

2 , 0 < |λ| < λ0. (2.11)

(4) With obvious modifications G0r(λ, z, x) satisfies (2.11) and (2.10).
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We continue the proof of Lemma 2.5. Define Ẽ(λ) = λE(λ). It is obvious that
Ẽ(λ) satisfies (2.4) with C|λ|3−|α|〈logλ〉N in place of C|λ|2−|α|〈logλ〉N on the right.
We have

|〈Ẽ(α)(λ)G
(β)
0l (±λ, ·, y), G

(γ)
0r (λ, ·, x)〉| ≤ ‖〈x〉γ+ε+2

Ẽ(α)(λ)〈x〉β+ε+2‖B(H)

× ‖〈·〉−β−ε−2G
(β)
0l (±λ, ·, y)‖ ‖〈·〉−γ−ε−2G

(γ)
0r (λ, ·, x)‖.

It follows by virtue of Lemma 2.6 that F±(λ, x, y) are of class C3 with respect to λ
on (0, λ0), and they satisfies

|F
(j)
± (λ, x, y)| ≤ Cλ3−j(logλ)N 〈x〉−

3
2 〈y〉−

3
2 , j = 0, 1, 2,

|F
(3)
± (λ, x, y)| ≤ C〈logλ〉N 〈x〉−

3
2 〈y〉−

3
2 .

It follows that |Ω±(x, y)| ≤ C〈x〉−
3
2 〈y〉−

3
2 and for |x| 6= |y|, we have by integration

by parts with respect to λ that

|Ω±(x, y)| =

∣

∣

∣

∣

1

{i(|x| ± |y|)}3

∫∞
0

eiλ(|x|±|y|)F
(3)
± (λ, x, y)dλ

∣

∣

∣

∣

≤
C〈x〉−

3
2 〈y〉−

3
2

||x| ± |y||3
.

Hence |Ω±(x, y)| ≤ C〈x〉−
3
2 〈y〉−

3
2 〈|x| ± |y|〉−3 and the Ω±(x, y) are admissible

integral kernels.

3. Low energy asymptotics

We write D0 = G0(0) and, for 0 < s < δ, define

N = {u ∈ H−s : (1 +D0V )u = 0}.

It is well known that D0V is a compact operator in Hs, the space N is finite
dimensional, and independent of s for 0 < s < δ (assuming at least δ > 2), see
for example [7]. −(V u, u) defines an inner product of N , such that if {ϕj : j =
1, . . . , d} is an orthonormal basis of N with respect to this inner product, then Q =
−
∑d

j=1 |ϕj〉〈V ϕj | is the spectral projection of D0V associated with the eigenvalue
−1. All ϕ ∈ N satisfy the Schrödinger equation −∆ϕ + V ϕ = 0 in the sense of
distributions, and ϕ ∈ L2(R4), if and only if∫

V (x)ϕ(x)dx = 0, (3.1)

and in this case actually

|ϕ(x)| + 〈x〉|∇ϕ(x)| ≤ C〈x〉−3
. (3.2)

Assumption 3.1. For any ϕ ∈ N (3.1) is satisfied, and N coincides with the
eigenspace of H for the eigenvalue zero.

Thus, in the terminology of [7], we are assuming that 0 is an exceptional point of
the second kind for H . We define Q = 1−Q, such that Q(1 +D0V )Q is invertible
in QH−s, 0 < s < δ. We write

K0 = [Q(1 +D0V )Q]−1. (3.3)
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We can also view K0 as an operator on H−s. In that case this operator is denoted
by K.

We let ψ1, . . . , ψd be an orthonormal basis of N with respect to the ordinary
inner product in H and

P0 =
d
∑

j=1

|ψj〉〈ψj |

is the orthogonal projection. We use the notation

ηj = V ψj , j = 1, . . . , d, (3.4)

in the following Lemma.

Lemma 3.2. Let |V (x)| ≤ C〈x〉−δ
for some δ > 8. Suppose that Assumption

3.1 is satisfied. Then there exists λ0, such that for 0 < λ < λ0 we have as operators
in B(H−s,Hδ−s), with s satisfying 1

2 < s < δ − 1
2 ,

V (1 +G0(λ)V )−1 =
V P0V

λ2
− (logλ)L1 + L0 + L−1 +R(λ), (3.5)

with operators L0, L1, L−1, and an operator-valued function R(λ) that satisfy the
following properties:

(1) The operator L1 is of finite rank, and for suitable constants ajk we have

L1 =
d
∑

j,k=1

ajk |ηj〉〈ηk|.

(2) The operator L0 − V has an integral kernel L(x, y), which satisfies (2.3) for
some σ > 2/3.

(3) The operator L−1 is of finite rank, and, with suitable constants bjk, and with

functions ξ1, . . . , ξd, which satisfy 〈x〉δ−2−εξj(x) ∈ H1(R4) for any ε > 0,
we have

L−1 =

d
∑

j,k=1

bjk |ηj〉〈ηk |+
d
∑

j,k=1

(|ηj〉〈ξk |+ |ξj〉〈ηk |).

(4) R(λ) is moderate on the interval 0 < λ < λ0, see Definition 2.3.

The proof of Lemma 3.2 is long and will be given in a series of lemmas. The
assumption δ > 8 is used only in the proof of Lemma 3.20 and the other results
hold under the weaker assumption δ > 7.

3.1. Preliminaries

We use the following elementary lemma from linear algebra.

Lemma 3.3. Let X = X0+̇X1 be a direct sum decomposition of a vector space
X . Suppose that a linear operator L in X is written in the form

L =

(

L00 L01

L10 L11

)



8 ARNE JENSEN AND KENJI YAJIMA

in this decomposition, and that L00 is invertible. Set C = L11 − L10L
−1
00 L01. Then

L is invertible, if and only if C is invertible. In this case

L−1 =

(

L−1
00 + L−1

00 L01C
−1L10L

−1
00 −L−1

00 L01C
−1

−C−1L10L
−1
00 C−1

)

. (3.6)

We write M(λ) = 1+G0(λ)V . Using Q and Q, we decompose H−γ = QH−γ+̇N
as a direct sum. With respect to this decomposition we write

M(λ) =

(

QM(λ)Q QM(λ)Q

QM(λ)Q QM(λ)Q

)

≡

(

L00(λ) L01(λ)

L10(λ) L11(λ)

)

, (3.7)

where the right side is the definition.
We define the operator-valued function ρ(λ) for λ ∈ R by

ρ(λ)u(ω) = û(λω) =
1

(2π)2

∫
R4

e−iλx·ωu(x)dx, ω ∈ Σ.

Here Σ denotes the unit sphere in R
4. The Sobolev embedding theorem implies

that ρ(λ) is a B(H2+σ+ε(R
4), L2(Σ))-valued function of class Cσ for any σ, ε > 0.

Furthermore, if 0 ≤ σ < 2, then λ
3
2 ρ(λ) is of class Cσ as a B(Hσ+ 1

2
+ε(R

4), L2(Σ))-
valued function, see [10]. We define for λ ∈ R

A(λ)u(x) = ρ(λ)∗ρ(λ)u(x) =
1

(2π)4

∫
Σ

∫
R4

eiλω(x−y)u(y)dydω. (3.8)

We have A(−λ) = A(λ), and G0(λ) may be expressed in terms of A(λ):

G0(λ) = D0 + λ2

∫∞
0

µA(µ)

µ2 − λ2
dµ, λ ∈ C

+. (3.9)

The smoothness properties of A(λ) are studied in [5]. We state some of the results
from that paper in the case m = 4. Let D1, D2, and D3 be the closed domains
defined by

D1 = {(k, `) : k, ` ≥ 0, k + ` ≤ 3, ` ≤ k},

D2 = {(k, `) : k, ` ≥ 0, k ≤
3

2
, ` ≥ k},

D3 = {(k, `) : k, ` ≥ 0, k + ` ≥ 3,
3

2
≤ k ≤ 3}.

They have disjoint interiors, and D1 ∪D2 ∪D3 = {(k, `) : 0 ≤ k ≤ 3, 0 ≤ `}. Define
the function σ0(k, `) for 0 ≤ k ≤ 3 and 0 ≤ ` by

σ0(k, `) =











k+`+1
2 , (k, `) ∈ D1,

`+ 1
2 , (k, `) ∈ D2,

k + `− 1, (k, `) ∈ D3.

(3.10)

The function σ0(k, `) is continuous, separately increasing with respect to k and `
and, on lines k + ` = c with fixed c, decreases with k. In the following lemma and
below we use the notation (a)− for any real number a′ < a.

Lemma 3.4. Let ` ≥ 0 be an integer and let 0 ≤ k ≤ 3. Let σ0 = σ0(k, `) be as
above and σ > σ0. Then λ3−kA(`)(λ) is a B(Hσ ,H−σ)-valued function of λ ∈ R of
class C(σ−σ0)− .
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Corollary 3.5. Let σ > 1/2. As a B(Hσ ,H−σ)-valued function of λ ∈ [0,∞)

(1) λ3A(λ) is of class Cj , if σ > j + 1
2 ,

(2) λ2A(λ) is of class C0, if σ > 1, and of class Cj , if 1 ≤ j < σ − 1
2 .

(3) ‖〈x〉−σ
λjA(j)(λ)〈x〉−σ‖ ≤ C, for σ > 2, j = 0, 1, and for σ > j+ 1

2 , j = 2, 3.

Corollary 3.5 (2) has a slight improvement, see Lemma 2.4 of [5].

Lemma 3.6. Let 1
2 < σ, τ < 3

2 be such that σ+τ > 2, and define ρ0 = τ+σ−2.
Then as a B(Hσ ,H−τ )-valued function, λ2A(λ) is of class Cρ for any ρ < ρ0 in R,
and of class C(min{σ− 1

2
,τ− 1

2
})− .

The following result is Proposition 2.6(2) from [5], in the case of dimension 4.

Proposition 3.7. There exists an operator-valued function F (λ) with the same
smoothness properties as A(λ), as stated in Lemma 3.4, Corollary 3.5 and Lemma
3.6, such that for λ > 0,

G0(λ) = D0 + λ2
(

F̃ (λ)− log |λ|A(λ)
)

, (3.11)

where F̃ (λ) = F (λ) + iπ
2 A(λ).

We also use the following elementary lemma. Here Cs
0∗(R), 0 < s ≤ 1, denotes

functions of Hölder class Cs, vanishing at zero.

Lemma 3.8. Suppose f(x) is of class Cs
0∗(R), 0 < s ≤ 1, then f(x) log(x) is of

class C
(s)−
0∗ (R).

3.2. Estimates for L00(λ)
−1

Since K0 = [Q(1 +D0V )Q]−1 exists in B(QH−γ), 0 < γ < δ, and since λ2F̃ (λ)
satisfies Corollary 3.5(2), we can take λ0 sufficiently small, such that both

N(λ) ≡ L00(λ)
−1 and X(λ) ≡ [Q(1 +D0V + λ2F̃ (λ)V )Q]−1

exist for 0 ≤ λ < λ0, and are continuous B(QH−γ)-valued functions, for 1
2 < γ <

δ − 1
2 . In what follows we sometimes omit the variable λand the operator Q, if no

confusion is to be feared.

Lemma 3.9. Let 1
2 < τ, σ < δ − 1

2 and 0 ≤ j < min{σ − 1
2 , τ −

1
2}. Then the

following results hold.

(1) X(λ)−Q is a B(H−δ+σ ,H−τ )-valued function of class Cj on [0, λ0).
(2) N(λ) − Q is a B(H−δ+σ ,H−τ )-valued function of class Cj on (0, λ0). For

j = 0, 1, N(λ)−Q is of class Cj on [0, λ0). For j = 2, 3, we have

‖〈x〉−τN (j)(λ)〈x〉δ−σ‖ ≤

{

C〈logλ〉2, j = 2,

C|λ|−1, j = 3.
(3.12)

Proof. By virtue of Corollary 3.5, the B(H−σ)-valued function X(λ) is contin-
uous on [0,∞). If we write

X(λ) = Q−Q
(

D0 + λ2F̃ (λ)
)

V QX(λ) = Q+X1(λ), (3.13)
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then X1(λ) is B(H−σ ,H−τ )-valued continuous. We compute the derivative X (j)(λ)
formally. The result is (omitting several Q factors) a linear combination of

X(λ)(λ2F̃ (λ))(j1)V X(λ) . . . (λ2F̃ (λ))(ja)V X(λ), (3.14)

where (j1, . . . , ja) is such that j1 + · · · + ja = j and j1, . . . , ja ≥ 1. Let σ0 = τ ,
σa+1 = δ − σ, and choose σk > jk + 1

2 , k = 1, . . . , a, sufficiently close to jk + 1
2 .

Then, since j = j1 + · · · + ja < min{σ − 1
2 , τ −

1
2} < δ − 1, we may assume that

σk + σk+1 < δ, k = 1, . . . , a, and σ1 < σ0. We write (3.14) in the form

X(λ)〈x〉σ1 · 〈x〉−σ1(λ2F̃ (λ))(j1)〈x〉−σ1 · 〈x〉σ1V X(λ)〈x〉σ2

× 〈x〉−σ2(λ2F̃ (λ))(j2)〈x〉−σ2 · 〈x〉σ3V X(λ)〈x〉σ3 · · ·

· · · × 〈x〉−σa(λ2F̃ (λ))(ja)〈x〉−σa · 〈x〉σaV X(λ)

Then the factors

〈x〉−σk (λ2F̃ (λ))(jk)〈x〉−σk , k = 1, . . . , a,

and

〈x〉σkV X(λ)〈x〉σk+1 , k = 0, . . . , a,

are B(H)-valued continuous functions of λ ∈ [0,∞). Thus the operator-valued
function (3.14) is B(H−δ+σ ,H−τ )-valued continuous, and the proof of the statement
(1) is completed.

To prove part (2) we first observe that the operatorN(λ) is obtained by replacing
F̃ (λ) in X(λ) with F̃ (λ)− log|λ|A(λ). Since these operators have the same smooth-
ness and mapping properties away from a neighborhood of zero, the proof above
implies that N(λ)−Q is of class Cj outside 0. The analogue of (3.13) for N(λ)−Q
and Lemma 3.8 imply that it is continuous up to 0. When j = 1, 2, 3, we then
differentiateN(λ)−Q j times, as above, and write it as a linear combination of terms
of the structure (3.14), with X(λ) and F̃ (λ) replaced byN(λ) and F̃ (λ)−logλA(λ),
respectively. By elementary computations we have

(λ2 logλ)′ = 2λ logλ+ λ, (λ2 logλ)′′ = 2 logλ+ 3, (λ2 logλ)′′′ = 2λ−1.

Thus factoring out all logarithmic terms (and λ−1, when jk = 3), which appear
from (λ2(F̃ (λ) − logλA(λ)))(jk ), k = 1, . . . , a, and estimating as above, we obtain
(3.12). That N(λ) − Q is C1 on [0, λ0), if j = 1, follows since 〈x〉−σk (λ2F̃ (λ) −
λ2 logλA(λ))′〈x〉−σk is B(H)-continuous up to 0, due to Lemma 3.8.

Lemma 3.10. Let Y (λ) be either one of

N(λ)−X(λ), X(λ)−K, N(λ)−K.

Then the operator-valued function V Y (λ) is moderate, see Definition 2.3.

Proof. It suffices to prove the lemma for the first two operators. Since the proofs
are similar, we prove the lemma only for N(λ) − X(λ). The resolvent equation
implies that

V Y (λ) = V N(λ)(λ2 logλ)A(λ)V X(λ).

It follows by choosing ε > 0 such that σ = δ − 5− ε > 2 that

‖〈x〉5+ε
V Y (λ)〈x〉5+ε‖ ≤ λ2|log λ|‖〈x〉5+ε

V N(λ)〈x〉σ‖
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· ‖〈x〉−σ
A(λ)〈x〉−σ‖ · ‖〈x〉σV X(λ)〈x〉5+ε‖ ≤ Cλ2|logλ|, (3.15)

and (2.4) is satisfied, if α = 0 and 0 ≤ β + γ ≤ 3. We differentiate α-times V Y (λ)
using Leibniz’ rule. The result is a linear combination of the terms

V N (j1)(λ)(λ2 logλ)(j2)A(j3)(λ)V X(j4)(λ), j1 + · · ·+ j4 = α, 0 ≤ j1, . . . , j4.

We show that for 1 ≤ α+ β + γ ≤ 3

Qαβγ = 〈x〉2+β+ε
V N (j1)(λ){(λ2 logλ)(j2)λ−j3}λj3A(j3)(λ)V X(j4)(λ)〈x〉2+γ+ε

satisfies ‖Qαβγ‖B(H) ≤ C|λ|2−|α|〈log λ〉N for some N . We have

|(λ2 logλ)(j2)λ−j3 | ≤ Cλ2−(j2+j3)〈logλ〉, λ ≤ λ0.

(i) Let j1 = j4 = 0 and j2 + j3 = α.

‖〈x〉2+β+εV N(λ)〈x〉δ−(2+β+ε)‖ ≤ C, (3.16)

‖〈x〉δ−2−γ−ε
V X(λ)〈x〉2+γ+ε‖ ≤ C (3.17)

and, since max{2, j3 + 1
2} < min{δ − 2− β, δ − 2− γ}

‖〈x〉−δ+2+β+ε
λj3A(j3)(λ)〈x〉−δ+2+γ+ε‖ ≤ C

by virtue of Corollary 3.5 (3). Thus, the desired estimate holds this case.
(ii) Next consider the case j1 ≥ 1 and j4 ≥ 1. Then j2 + j3 ≤ 1. Choose ε > 0, σ1

and σ4 such that

δ − (2 + β + ε) > j1 + 1
2 , j1 + 1

2 < σ1 < δ −max{2, j3 + 1
2}, (3.18)

δ − (2 + γ + ε) > j4 + 1
2 , j4 + 1

2 < σ4 < δ −max{2, j3 + 1
2}. (3.19)

Such a choice is clearly possible and, then, by virtue of Lemma 3.9,

‖〈x〉2+β+ε
V N (j1)(λ)〈x〉δ−σ1‖ ≤ C

{

〈logλ〉2 j1 = 2,

|λ|−1, j1 = 3,
(3.20)

‖〈x〉δ−σ4V X(j4)(λ)〈x〉2+γ+ε‖ ≤ C, (3.21)

and by virtue of Corollary 3.5(3),

‖〈x〉−δ+σ1λj3A(j3)(λ)〈x〉−δ+σ4‖ ≤ C.

Thus the desired estimate holds also this case.
(iii) Let j1 ≥ 1 and j4 = 0. We choose ε > 0 and σ1 as in (3.18) so that (3.20) is
satisfies. We also have (3.17). Choosing ε > 0 smaller if necessary so that max{2, j3+
1
2} < δ − 2− γ − ε, we obtain that

‖〈x〉−δ+σ1λj3A(j3)(λ)〈x〉−δ+2+γ+ε‖ ≤ C

Hence the desired estimate holds also this case.
(iv) The case j1 = 0 and j4 ≥ 1 may be discussed in a way similar to the previous
case (iii). We omit the details.

3.3. The behavior of C−1(λ)

We next study C(λ) = L11(λ)−L10(λ)N(λ)L01(λ). Recall that all ϕ ∈ N satisfy
V ϕ ∈ Hδ+1−ε for any ε > 0, and that F(V ϕ)(0) = 0. It follows that for σ > 3 we
have

A(0)V Q = QA(0) = 0, 〈x〉−σ
A′(0)〈x〉−σ

= 〈x〉−σ
F ′(0)〈x〉−σ

= 0. (3.22)
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ρ(0)V Q = 0, Qρ∗(0) = 0, ρ∗(0)ρ′(0) = 0. (3.23)

The identities for the derivatives hold, since A(λ) and F (λ) are even functions of
λ, and since ρ′(0)u(ω) is an odd function of ω ∈ Σ.

Lemma 3.11. Let ε > 0, and let α̃ = max{2, α}, for 0 ≤ α ≤ 3. Then there
exists a constant C, such that, for ϕ ∈ N ,

‖〈x〉−(2+α̃+ε)
A(α)(λ)V ϕ‖H ≤ C|λ|max{2−α,0}, (3.24)

|〈V ϕ|A(α)(λ)〈x〉−(2+α̃+ε)
u〉| ≤ C|λ|max{2−α,0}‖u‖. (3.25)

These estimates (3.24) and (3.25) remain true if A(λ) is replaced by F̃ (λ)− F̃ (0).

Proof. By virtue of (3.22), we have

A(λ)V ϕ = (A(λ) −A(0)− λA′(0))V ϕ = λ2

∫1

0

(1− θ)A′′(λθ)V ϕdθ,

A′(λ)V ϕ = (A′(λ) −A′(0))V ϕ = λ

∫1

0

A′′(λθ)V ϕdθ.

Since ‖〈x〉−2−α−ε
A(α)(λ)〈x〉−2−α−ε‖B(H) ≤ C, (3.24) follows. A duality argument

implies the other result. The proof for F̃ (λ) − F̃ (0) is similar.

We define A2(λ) and F̃2(λ) by

λ2A2(λ) = A(λ) −A(0)− λA′(0), λ2F̃2(λ) = F̃ (λ) − F̃ (0)− λF̃ ′(0).

By virtue of Lemma 3.4, QA2(λ)V Q and QF̃2(λ)V Q are B(N )-valued C4, since
δ + 1 > 8. We may write

L11(λ) = λ2Q(F̃ (0) + λ2F̃2(λ) − λ2 logλA2(λ))V Q,

L01(λ) = λ2Q(F̃ (λ) − logλA(λ))V Q,

L10(λ) = λ2Q(F̃ (λ) − logλA(λ))V Q.

(3.26)

It is well known (see [7] or [5]) that

QF̃ (0)V Q =

∫∞
0

QA(µ)V Q

µ
dµ = Q(−∆)−2V Q, (3.27)

Q(−∆)−2V Q is invertible in N ,

(Q(−∆)−2V Q)−1 = P0V, P0V Q = P0V, and V QP0 = V P0.

We define E2(λ) and E3(λ) by

E2(λ) = Q(logλA2(λ)− F̃2(λ))V Q+E3(λ), (3.28)

E3(λ) = Q(F̃ (λ)− logλA(λ))V QN(λ)Q(F̃ (λ) − logλA(λ))V Q. (3.29)

They are B(N )-valued continuous, and C(λ) may be written in the form

C(λ) = λ2(Q(−∆)−2V Q)
(

1− λ2P0V E2(λ)
)

. (3.30)

It follows for small 0 < λ < λ0 that C(λ) is invertible in N and

C(λ)−1 = λ−2
(

1− λ2P0V E2(λ)
)−1

P0V

=
P0V

λ2
+ P0V E2(λ)P0V
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+ λ2(P0V E2(λ))
2
(

1− λ2P0V E2(λ)
)−1

P0V. (3.31)

Lemma 3.12. Let K = QK0Q. We have

E3(λ) = Q(F̃ (λ) − logλA(λ))V K(F̃ (λ) − logλA(λ))V Q+R1(λ), (3.32)

where R1(λ) is such that V P0V R1(λ) is moderate.

Proof. Let Y (λ) = N(λ)−K0 and write Y (λ) again for QY (λ)Q. It suffices to
show that

V P0V (F̃ (λ) − logλA(λ))V Y (λ)(F̃ (λ) − logλA(λ))V Q.

is moderate. We expand this and, out of various terms thus produced, we prove
that

(logλ)2V P0V A(λ)V Y (λ)A(λ)V Q

is moderate. That other terms are moderate may be proved in a similar fashion. Let
α+β+γ ≤ 3, α = j1+j2+j3 and let ε > 0 be sufficiently small. Then 〈x〉2+β+ε

V P0

and Q〈x〉2+γ+ε are bounded in H, and Lemma 3.4 implies V A(j1)(λ)〈x〉−(2+j1+ε)

and 〈x〉−(2+j3+ε)A(j3)(λ)V are continuous on R as B(H)-valued functions. Since

‖〈x〉2+j1+ε
V Y (j2)(λ)〈x〉2+j3+ε‖ ≤ C|λ|2−j2 〈logλ〉j2

by virtue of Lemma 3.10, the lemma follows.

Lemma 3.13. Let F0 = QF (0)V KF (0)V Q. Then

E3(λ) = F0 +R2(λ), (3.33)

where R2(λ) is such that V P0V R2(λ) is moderate.

Proof. By Lemma 3.12 it suffices to prove that

V P0V {(F̃ (λ)− logλA(λ))V K(F̃ (λ)− log λA(λ)) − F (0)V KF (0)}V Q

is moderate. Note that F (0) may be replaced by F̃ (0), due to (3.22). We expand
this expression

V P0V (F̃ (λ)− F̃ (0))V KF̃ (λ)V Q+ V P0V F̃ (0)V K(F̃ (λ)− F̃ (0))V Q

− (log λ)V P0V F̃ (λ)V KA(λ)V Q− (logλ)V P0V A(λ)V KF̃ (λ)V Q

+ (log λ)2P0V A(λ)V KQA(λ)V Q.

We only prove that (logλ)V P0V F̃ (λ)V KA(λ)V Q is moderate, since the proof for
other terms is similar. As in the proof of the previous lemma, 〈x〉2+β+ε

V P0 and
Q〈x〉2+γ+ε

are bounded in H, and it suffices to show for 0 ≤ α ≤ 3 that

‖[(logλ)P0V F̃ (λ)V KA(λ)V Q](α)‖ ≤ C|λ|2−α〈logλ〉.

Differentiate using Leibniz’s formula. We estimate for 0 ≤ α = j1 + j2 + j3 ≤ 3 the
norm

R = ‖(logλ)(j1)P0V F̃
(j2)(λ)V KA(j3)(λ)V Q‖.

Consider first j3 = α = 3. Then, since δ − 2− ε > 5 + ε for small ε > 0,

R ≤ C|logλ|‖P0V 〈x〉
−2−ε‖ · ‖〈x〉−2−ε

F̃ (λ)〈x〉−2−ε‖
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· ‖〈x〉2+ε
V K〈x〉5+ε‖ · ‖〈x〉−5−ε

A(3)(λ)V Q‖ ≤ C|logλ|. (3.34)

Next let 0 ≤ j3 ≤ 2. We have ‖〈x〉−4−ε
A(j3)(λ)V Q‖ ≤ C|λ|2−j3 as a consequence

of (3.24). Thus

R ≤ C|λ|−j1〈log λ〉‖〈x〉−2−j2−ε
F̃ (j2)(λ)〈x〉−2−j2−ε‖ · ‖〈x〉2+ε+j2V K〈x〉3+ε‖

· ‖〈x〉−4−ε
A(j3)(λ)V Q‖ ≤ C|λ|2−j3−j1〈logλ〉 ≤ C|λ|2−α〈logλ〉

for |λ| ≤ 1. This completes the proof.

Lemma 3.14. We have
(

logλA2(λ) − F̃2(λ)
)

V Q = 1
2

(

logλA′′(0)− F̃ ′′(0)
)

V Q+R3(λ),

where R3(λ) is such that V P0V R3(λ) is moderate.

Proof. It suffices to show that for 0 ≤ α ≤ 3 we have

‖P0V (A2(λ)−
1
2A

′′(0))(α)V ϕ‖ ≤ C|λ|2−α, (3.35)

‖P0V (F̃2(λ) −
1
2 F̃

′′(0))(α)V ϕ‖ ≤ C|λ|2−α, (3.36)

when ϕ ∈ N . We only prove (3.35). We have V ϕ ∈ H8−ε. We have for α = 2, 3,

‖〈x〉−(4+α+ε)
A(2+α)(λ)〈x〉−(4+α+ε)‖ ≤ C for any ε > 0, and (3.35) follows. Since

A(λ) is even, and A′′′(0)V ϕ = 0, we have

(

A2(λ)−
1
2A

′′(0)
)

V ϕ =

∫1

0

(1− θ)
(

A′′(λθ) −A′′(0)− λθA′′′(0)
)

V ϕdθ.

Now the estimates

‖〈x〉−6−ε(A′′(λθ) −A′′(0)− λθA′′′(0)
)

〈x〉−6−ε‖ ≤ C|λθ|2,

‖〈x〉−6−ε(
A′′′(λθ) −A′′′(0)

)

〈x〉−6−ε‖ ≤ C|λθ|,

imply (3.35) for α = 0, and for α = 1, respectively.

Combining Lemma 3.12 ∼ Lemma 3.14, we obtain the following lemma.

Lemma 3.15. We have

E2(λ) = QF (0)V KF (0)V Q+ 1
2Q
(

logλA′′(0)− F̃ ′′(0)
)

V Q+R4(λ), (3.37)

where R4(λ) is such that V P0V R4(λ) is moderate.

Lemma 3.16. Let R5(λ) = λ2(P0V E2(λ))
2
(

1 − λ2P0V E2(λ)
)−1

P0V . Then
V R5(λ) is moderate.

Before giving the proof we introduce the following definition.

Definition 3.17. We say a function p(λ) defined on (0, λ0), λ0 < 1, is scalar-
moderate (or, for brevity, s-moderate), if it satisfies

|∂α
λ p(λ)| ≤ C|λ|2−α〈logλ〉N , 0 ≤ α ≤ 3, (3.38)

for some N . Here the N may depend on the function.
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Proof. Note that finite sums and products of s-moderate functions are again
s-moderate. Since R4(λ) in (3.37) may be replaced by QR4(λ)Q, we have

P0V E2(λ) =
∑

djk(λ)|ϕj 〉〈V ϕk|, djk(λ) = ajk + (logλ)bjk + cjk(λ),

with s-moderate cjk(λ). Let ejk(λ) = λ2djk(λ). Then these functions are s-moderate,
and

λ2V (P0V E2(λ))
2 =

∑

fjk(λ)|V ϕj〉〈V ϕk|,

with s-moderate functions fjk(λ). Since V R
(α)
5 (λ) is a linear combination of terms

of the form

f
(α1)
j1k1

(λ)e
(α2)
j2k2

(λ) . . . e
(αa)
jaka

(λ)|V ϕj1 〉〈V ϕk1
|(1− λ2P0V E2(λ))

−1|ϕj2〉〈V ϕk2
|

. . . |ϕja
〉〈V ϕka

|(1− λ2P0V E2(λ))
−1|ϕ`〉〈V ϕ`|

with α = α1 + · · · + αa, and since sums and products of s-moderate functions are
again s-moderate, the Lemma follows.

Combining Lemma 3.15 and Lemma 3.16 with (3.31), we obtain the following
lemma.

Lemma 3.18. There exists λ0, 0 < λ0 < 1, such that for λ ∈ (0, λ0), C(λ) is
invertible in N , and C(λ)−1 may be written in the form

P0V

λ2
+ L̃−1 + (log λ)L̃1 +

d
∑

j,k=1

cjk(λ)|ϕj〉〈V ϕk|, (3.39)

where the cjk(λ) are s-moderate functions, and L̃−1 and L̃1 are given by

L̃−1 = P0V
(

F (0)V KF (0)− 1
2 F̃

′′(0)
)

V P0V,

L̃1 = 1
2P0V A

′′(0)V P0V.

3.4. Other entries in M−1(λ)

We now fix the constant λ0 > 0 as in Lemma 3.18. We write Cr(λ) for C(λ)−1−
λ−2P0V . We have

Cr(λ) =

d
∑

j,k=1

(

ajk + (logλ)bjk + cjk(λ)
)

|ϕj〉〈V ϕk|, (3.40)

where the ajk , bjk are constants, and the cjk(λ) are s-moderate functions.

Lemma 3.19. Both V N(λ)L01(λ)Cr(λ) and V Cr(λ)L10(λ)N(λ) are moderate
operator-valued functions.

Proof. We prove the lemma for V N(λ)L01(λ)Cr(λ). The proof for the other
operator is similar. We substitute (3.40) for Cr(λ). Then V N(λ)L01(λ)Cr(λ) is a
linear combination of operator-valued functions of the form

A = pjk(λ)V N(λ)F (λ)|V ϕj〉〈V ϕk|,

B = p̃jk(λ)V N(λ)A(λ)|V ϕj〉〈V ϕk|,
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where pjk(λ) and p̃jk(λ) are s-moderate functions and we have omitted harmless Q
in front of A(λ) and F (λ). We write A = C1 + C2 by inserting N(λ) = Q + Z(λ)
on the right in A. For 0 ≤ α+ β + γ ≤ 3,

〈x〉2+β+ε
V QF (α)(λ)|V ϕj〉〈V ϕk|〈x〉

2+γ+ε

= 〈x〉2+β+ε
V Q〈x〉2+α+ε · 〈x〉−(2+α+ε)

F (α)(λ)|V ϕj〉〈V ϕk|〈x〉
2+γ+ε

is bounded, since δ > 7 implies 〈x〉2+β+εV Q〈x〉2+α+ε ∈ B(H). Hence C1 is moder-
ate. To prove that C2 is also moderate, we prove that

V Z(λ)F (λ)|V ϕj〉〈V ϕk|

is moderate. If α = j1 + j2 and α + β + γ ≤ 3, then j1 + 1
2 < min{δ − (2 + β +

ε), δ − (2 + j2 + ε)}, and Lemma 3.9 implies that

‖〈x〉2+β+ε
V Z(j1)(λ)〈x〉2+j2+ε‖ ≤ C|λ|min{2−j1,0}.

Since ‖〈x〉−(2+j2+ε)
F (j2)(λ)|V ϕj〉〈V ϕk|〈x〉

2+γ+ε‖B(H) ≤ C, the estimate above
implies that V Z(λ)F (λ)|V ϕj〉〈V ϕk| is moderate. Thus A has been shown to be
moderate.

We then consider

λ−2N(λ)L01(λ)P0V = N(λ)
(

F̃ (λ) − logλA(λ)
)

V P0V,

λ−2P0V L10(λ)N(λ) = P0V
(

F̃ (λ)− logλA(λ)
)

V N(λ)

To prove the next lemma we remark that (3.9), (3.11) and (3.27) imply that

J(λ) =
(

F̃ (λ) − logλA(λ) − F (0)
)

V P0

is the boundary value from the upper half plane of
∫∞
0

(µA(µ)V P0

µ2 − λ2
−
A(µ)V P0

µ

)

dµ

=
λ2

2

(

∫∞
0

A(µ)V P0

(µ− λ)µ2
dµ+

∫∞
0

A(µ)V P0

(µ+ λ)µ2
dµ
)

. (3.41)

We define ρ1(λ) and ρ2(λ) by

ρ(λ)− ρ(0) = λ

∫1

0

ρ′(λθ)dθ = λρ1(λ),

ρ(λ) − ρ(0)− λρ′(0) = λ2

∫1

0

(1− θ)ρ′′(λθ)dθ = λ2ρ2(λ)

and, using (3.23), for ϕ ∈ N write

A(µ)V ϕ = µ2
(

ρ(µ)∗ρ2(µ) + ρ1(µ)∗ρ′(0)
)

V ϕ.

Now ρ2(µ)V ϕ is a L2(Σ)-valued function of class Cδ−3−ε, and 〈x〉−3−σ−ε
ρ1(µ)∗ is

a B(L2(Σ),H)-valued function of λ ∈ [0,∞) of class Cσ . It follows from the proof
of Proposition 3.7 (see [5]) that J(λ) may be written in the form

J(λ) = λ2
(

J1(λ)− logλJ2(λ)
)

with J1(λ) and J2(λ) such that 〈x〉−(3+σ+ε)
J1(λ) and 〈x〉−(3+σ+ε)

J2(λ) are B(N ,H)-
valued functions of class Cσ on [0, λ0) as long as σ < δ − 3. Thus, as was in the
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proof of Lemma 3.19, we see that, because δ > 8,

V N(λ)
(

F̃ (λ)− logλA(λ) − F (0)
)

V P0V

and

V P0V
(

F̃ (λ)− logλA(λ) − F (0)
)

V N(λ)

are moderate.

Lemma 3.20. We have the following equations:

N(λ)L01(λ)C(λ)−1 = KF (0)V P0V +E8(λ)V P0V, (3.42)

C(λ)−1L10(λ)N(λ) = P0V F (0)V K + P0V E9(λ), (3.43)

where V E8(λ)V P0V and V P0V E9(λ) are moderate.

Proof. By Lemma 3.19 and the argument above, it suffices to show that V
(

N(λ)−
K
)

F (0)V P0V and V P0V F (0)V
(

N(λ) −K
)

are moderate. But this follows imme-
diately from Lemma 3.10.

Lemma 3.21. The operator-valued function

V N(λ)L01(λ)C(λ)−1L10(λ)N(λ)

is moderate.

Proof. Using equation (3.43), we may write the operator in the form

λ2V N(λ)
(

F̃ (λ)− logλA(λ)
)(

V P0V F (0)V K + V P0V E9(λ)
)

.

An argument similar to the one above shows that it is moderate.

3.5. Completion of the proof of Lemma 3.2

We combine Lemma 3.10, Lemma 3.18, Lemma 3.20, and Lemma 3.21 by means
of Lemma 3.3. The result is that

(1 +G0(λ)V )−1 =
P0V

λ2
+ L̃−1 + (logλ)L̃1 +K

−KF (0)V P0V − P0V F (0)V K +Rr(λ), (3.44)

where V Rr(λ) is moderate. We define R(λ) = V Rr(λ) and

L1 = V L̃1(λ) = 1
2V P0V A

′′(0)V P0V,

L0 = V K,

L−1 = V
(

L̃−1 −KF (0)V P0V − P0V F (0)V K
)

.

Then statements (1), (3), and (4) in Lemma 3.2 follow, if we define ajk and bjk by

ajk = 1
2 〈V ψj , A

′′(0)V ψk〉,

bjk = 〈V ψj ,
(

F (0)V KF (0)− 1
2F

′′(0)
)

V ψk〉,

and the functions ξj by

ξj(x) = (V KF (0)V ψj)(x), j = 1, . . . , d.
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We remark that 〈x〉δ−2−ε
ξj ∈ H1(R4) because 1+D0V is invertible also inH1

−σ(R4) =
〈x〉σH1(R4) for any 0 < σ < δ

We now prove statement (2). Recall that K = QK0Q, considered as an operator
in H−s. Define T = QD0V Q, and consider it as an operator on H−s. Since QH−s

is D0V -invariant, QQ = 0, and D0V Q = −Q, we have

(D0V )n = Tn + (−1)nQ, n = 1, 2, . . . , (3.45)

such that K0+̇Q = (1 + T )−1 = 1 − T + T 2 − T 3 + T 2(1 + T )−1T 2. Thus K =
(1 + T )−1 −Q, and then

L0 − V = V (K − 1) = −V
[

Q+ T − T 2 + T 3 − T 2(1 + T )−1T 2
]

= −4V Q+
3
∑

j=1

V (−1)j(D0V )j

+ V
(

(D0V )2 −Q
)

(1 + T )−1
(

(D0V )2 −Q
)

. (3.46)

The integral kernel k0(x, y) of Q is given by

k0(x, y) = −
d
∑

j=1

V (y)ϕj(x)ϕj(y),

and the integral kernel of −4V Q, V (x)k0(x, y), satisfies the condition (2.3) for some
σ > 2/3, since ϕ ∈ N satisfies (3.2).

The operator D0V has the integral kernel

k1(x, y) =
1

(2π)2
V (y)

|x− y|2

and, as ‖〈x〉σV (x)V (x−y)‖H1 ≤ 〈y〉−δ+σ , the integral kernel of V D0V , V (x)k1(x, y),
also satisfies the property (2.3) for some σ > 2/3.

The integral kernels of (D0V )2 and (D0V )3 are given, respectively, by k2(x, y)V (y)
and k3(x, y)V (y), where

k2(x, y) =
1

(2π)4

∫
R4

V (z)dz

|x− z|2|z − y|2
,

k3(x, y) =
1

(2π)6

∫∫
R8

V (z1)V (z2)dz1dz2
|x− z1|2|z1 − z2|2|z2 − y|2

.

The kernel of T 2(1 + T )−1T 2 is given by k4(x, y) =

3
∑

j=0

k4,j(x, y), where

k4,0(x, y) = 〈k2(x, ·)V (·), (1 + T )−1k2(·, y)V (y)〉, (3.47)

k4,1(x, y) and k4,2(x, y) are obtained from (3.47) by replacing k2(x, ·)V (·) by−k0(x, ·)
and k2(·, y)V (y) by −k0(·, y) respectively, and k4,3(x, y) is obtained by performing
both replacements.

Lemma 3.22. The functions k2(x, y) and k3(x, y) satisfy

|k2(x, y)| ≤ C
〈[log γx,y]−〉

〈x〉2〈y〉2
, γx,y =

|x− y|
√

〈x〉〈y〉
, (3.48)

|k3(x, y)| ≤ C〈x〉−2〈y〉−2
, (3.49)
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where [a]− = max{−a, 0}, and their derivatives satisfy

|∇xk2(x, y)| ≤
C〈x− y〉

〈x〉3〈y〉2|x− y|
, |∇yk2(x, y)| ≤

C〈x− y〉

〈x〉2〈y〉3|x− y|
, (3.50)

|∇xk3(x, y)| ≤
C

〈x〉3〈y〉2
, |∇yk3(x, y)| ≤

C

〈x〉2〈y〉3
. (3.51)

Proof. Since kj(x, y) = kj(y, x), j = 2, 3, we may assume that |y| ≤ |x|. We first
prove (3.48). Let |x| ≥ 10. We have

|k2(x, y)| ≤
(

∫
|x−z|≥ |x|

4

+

∫
|x−z|< |x|

4

) |V (z)|dz

|x− z|2|z − y|2
≡ k21(x, y) + k22(x, y).

It is obvious that have

k21(x, y) ≤
C

〈x〉2

∫
R4

|V (z)|dz

|z − y|2
≤

C

〈x〉2〈y〉2

If |z − x| ≤ |x|
4 , then |z| ≥ 3|x|

4 , and k22(x, y) is bounded by

k22(x, y) ≤

∫
|z−x|≤

|x|
4

C〈x〉−δ
dz

|z − x|2|z − y|2
≤

∫
|w|≤

|x|
4

C〈x〉−δ
dw

|w|2|w − (x− y)|2

≤
C

〈x〉δ

∫
|ζ|≤ 1

4

dζ

|ζ|2|ζ − a|2
, a =

x− y

|x|
. (3.52)

If |a| > 1
2 , viz. if |x− y| ≥ 1

2 |x|, it follows that

k22(x, y) ≤ C〈x〉−δ ≤ C〈x〉−2〈y〉−2
.

If |a| < 1
2 , then 1

2 <
|y|
|x| ≤ 1, hence |y| ≥ 5, and

∫
|ζ|≤ 1

4

dζ

|ζ|2|ζ − a|2
=

∫
|ζ|≤ 1

4|a|

dζ

|ζ|2|ζ − â|2
≤ C〈[log |a|]−〉, â =

a

|a|
.

Since 1
10 < |a|/γx,y < 10, we obtain (3.48) for |x| ≥ 10. Next, let |y| ≤ |x| ≤ 10.

Then

|k2(x, y)| ≤ C +

∫
|z|≤20

Cdz

|z − x|2|z − y|2
≤ C +

∫
|w|≤30

Cdw

|w|2|w − (x− y)|2
.

If we write b = x− y and b̂ = b/|b|, then the integral may be estimated by∫
|w|≤30/|b|

dw

|w|2|w − b̂|2
≤ C〈[log |b|]−〉,

and (3.48) is satisfied also when |x| ≤ 10. By differentiation,

∇xk2(x, y) = C

∫
R4

(x− z)V (z)dz

|x− z|4|z − y|2
,

∇yk2(x, y) = C

∫
R4

(y − z)V (z)V (y)dz

|x− z|2|z − y|4
,

and an estimate somewhat simpler than the one for k2(x, y) yields (3.50). We omit
the details.
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We break up the integral for k3(x, y) as follows

k3(x, y) =

(∫
1
2
< |x|

|z|
≤2

+

∫
|x|
|z|
6∈[ 1

2
,2]

)

k2(x, z)V (z)

|z − y|2
dz = k31(x, y) + k32(x, y).

If |x|
|z| 6∈ [ 12 , 2], then |γx,z| ≥ C > 0. Thus (3.48) implies

|k32(x, y)| ≤ C

∫
R4

|V (z)|

〈x〉2〈z〉2|z − y|2
dz ≤

C

〈x〉2〈y〉2
. (3.53)

If 2−1 ≤ |x|
|z| ≤ 2, and if |x| < 5, then |z| < 10 and |γx,z| ≤ C〈log |z−x|〉. Hence, for

|x| ≤ 5,

|k31(x, y)| ≤

∫
|z|<10

C〈log |z − x|〉

|z − y|2
dz ≤

C

〈y〉2
. (3.54)

If |x| > 5, then on the domain of integration of k31(x, y),

|log γx,z| ≤ C
(

1 + [log|z − x|]− + log|z|+ log|x|
)

.

Then for any ε > 0,

|k31(x, y)| ≤
Cε

〈x〉4−ε

∫
R4

|V (z)|dz

|z − y|2

+
Cε

〈x〉4

∫
|x−z|<1

|V (z)||log|z − x||dz

|z − y|2
≤

C

〈x〉2〈y〉2
. (3.55)

Combining (3.53), (3.54), and (3.55), we obtain (3.49). The proof of (3.51) for the
derivatives is similar, and we omit it.

We continue the the proof of Lemma 3.2. Lemma 3.22 clearly implies that
V (x)k2(x, y)V (y) and V (x)k3(x, y)V (y) satisfy the property (2.3) for some σ > 2/3.
Applying the estimates (3.48) and (3.50), and the fact that (1 + T )−1 ∈ B(L2

−s)
for s > 1/2, it is easy to see that V (x)k4(x, y)V (y) also satisfies the property (2.3)
for some σ > 2/3. This completes the proof of Lemma 3.2.

4. Low energy estimate

In this section we show that the operator W̃ defined by∫∞
0

Φ(H)G0(λ)V (1 +G0(λ)V )−1
(

G0(λ) −G0(−λ)
)

Φ(H0)Φ̃(λ)λdλ (4.1)

is bounded in Lp(R4), if 3/4 < p < 4. We take λ0 > 0 as in Lemma 3.2 and
substitute (3.5) for V (1 +G0(λ)V )−1 in (4.1). This yields

W̃ = Ws −W1 +W0 +W−1 +Wr,

where Ws,W1,W0,W−1, and Wr, respectively, are the terms obtained from (4.1),
when replacing V (1 + G0(λ)V )−1 by PV0/λ

2, (log λ)L1, L0, L−1, and R(λ),
respectively.

Lemma 4.1. The operators W0,W−1, and Wr are bounded in Lp(R4) for all
1 ≤ p ≤ ∞.
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Proof. The integral kernels of L0−V and L1 satisfy the estimate (2.3) for some
σ > 2/3 by Lemma 3.2(2) and (3). Hence Lemma 2.1 and Corollary 2.2 imply that
W0 and W−1 are bounded in Lp(R4) for all 1 ≤ p ≤ ∞. The same holds for Wr,
because R(λ) is moderate by Lemma 3.2(4), see Lemma 2.5.

Next we study the operator

Ws = Φ(H)
(

∫∞
0

G0(λ)V P0V
(

G0(λ) −G0(−λ)
)

Φ̃(λ)λ−1dλ
)

Φ(H0).

By computing both sides using the Parseval identity, we have

〈u,
(

G0(λ)−G0(−λ)
)

h(λ)v〉 = 〈u,
(

G0(λ)−G0(−λ)
)

h(|D|)v〉 (4.2)

for u, v ∈ S(R4) and λ > 0, where h(|D|) is the Fourier multiplier given by

h(|D|)u(x) =
1

(2π)2

∫
R4

eixξh(|ξ|)û(ξ)dξ.

In what follows we ignore Φ(H) and Φ(H0) and denote Φ̃(λ) by Φ(λ):

Ws =

d
∑

j=1

∫∞
0

G0(λ)(V ψj ⊗ V ψj)
(

G0(λ) −G0(−λ)
)

Φ(λ)λ−1dλ

=

d
∑

j=1

∫∞
0

G0(λ)(V ψj ⊗ |D|
−1V ψj)

(

G0(λ)−G0(−λ)
)

Φ(λ)dλ

=

d
∑

j=1

Wsj .

We recall that G0(λ) is the convolution with

G0(λ, x) =
Ceiλ|x|

|x|2

∫∞
0

e−tt
1
2 (t− 2iλ|x|)

1
2 dt, (4.3)

where the branch of the square root is such that z
1
2 > 0, when z > 0. For a function

u on R
4, we define

M(r, u) =
1

|Σ|

∫
Σ

u(rω)dω, r ∈ R.

It is an even function of r ∈ R. The following lemma is Lemma 5.3 from [5].

Lemma 4.2. Let f ∈ L1(R4) be real-valued, and let u ∈ S(R4). Then

〈f, (G0(λ) −G0(−λ))u〉

= C

∫∞
0

e−tt
1
2

(

∫
R

e−iλr(t+ 2iλr)
1
2 rM(r, f ∗ ǔ)dr

)

dt, (4.4)

where ǔ(x) = u(−x) and Re(t+ 2iλr)
1
2 > 0 for t > 0 and λ ∈ R.

Thus, if we define Mj(r) = M(r, |D|−1V ψj ∗ ǔ) and

(Kju)(ρ) =

∫∞
0

eiλρΦ(λ)
{

∫∞
0

∫∞
0

e−(t+s)t
1
2 s

1
2

× (s− 2iλρ)
1
2

(

∫
R

e−iλr(t+ 2iλr)
1
2 rMj(r)dr

)

dtds
}

dλ, (4.5)
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we have as in lemma 5.4 of [5] that

Wsju(x) = C

∫
R4

V (y)ψj(y)(Kju)(|x− y|)

|x− y|2
dy (4.6)

We remark that the integrand of (4.5) is integrable with respect to the variables
t, s, r, λ, and that the order of the integrations may be freely changed.

In what follows we omit the index j, and we prove Ws ∈ B(Lp(R4)), whenever
4/3 < p < 4. We use the following two lemmas. The first one may be found in [12].

Lemma 4.3. (1) The function |r|a on R is an (A)p weight, if and only if −1 <
a < p− 1. The Hilbert transform H̃, and the Hardy-Littlewood maximal operator
M, are bounded in Lp(R, w(r)dr) for (A)p weights w(r).
(2) Let a function h(x) on R

m have a spherically symmetric decreasing integrable
majorant, then

|(h ∗ g)(x)| ≤ CMg(x), x ∈ R
m

for a constant depending only on h.

Lemma 4.4. (1) The function (|D|−1V ψ)(x) is of C2 class, and for large x we
have

∣

∣

∣
(|D|−1V ψ)(x) −

4
∑

j=1

cjxj

|x|5

∣

∣

∣
≤ C〈x〉−5

.

(2) The convolution operator with (|D|−1V ψ)(x) is bounded in Lp(R4) for any
1 < p <∞.

Proof. We have

|D|−1V ψ(x) = C

∫
R4

V (y)ψ(y)

|x− y|3
dy.

Since

|V (x)ψ(x)| + 〈x〉|∇(V ψ)(x)| ≤ C〈x〉−δ−3

by (3.2), and since
∫
V (y)ψ(y) = 0 by Assumption 3.1, (1) follows immediately.

Statement (2) is a consequence of (1) and the Calderón-Zygmund theory.

In definition (4.5) we substitute

(s− 2iλρ)
1
2 (t+ 2iλr)

1
2

= s
1
2 t

1
2 + ((s− 2iλρ)

1
2 − s

1
2 )t

1
2 + (s− 2iλρ)

1
2 ((t+ 2iλr)

1
2 − t

1
2 )

and write Sj(λ) for the function produced by the j-th summand, such that K(ρ) =
S1(ρ) + S2(ρ) + S3(ρ). We then let Ws = Z1 + Z2 + Z3 be the corresponding
decomposition of Ws.

Lemma 4.5. Let 4/3 < p < 4. Then Z1 is bounded in Lp(R4).

Proof. Integrating out with respect to t and s, we obtain

S1(ρ) =

∫∞
0

eiλρΦ(λ)
{

∫∞
0

∫∞
0

e−(t+s)ts
(

∫
R

e−iλrrM(r)dr
)

dtds
}

dλ
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=

∫∞
0

eiλρΦ(λ)
(

∫
R

e−iλrrM(r)dr
)

dλ = H(Φ̌ ∗ (rM(r)))(ρ) (4.7)

where H = c(1 + H̃)/2 with H̃ the Hilbert transform and c a constant.
First consider 4/3 < p < 2. Then |r|3−2p is an (A)p weight, and by Lemma 4.3

we have, with f(x) = (|D|−1V ψ)(x), that

‖Z1u‖p ≤ C‖V ψ‖1

(

∫∞
0

ρ3−2p|S1(ρ)|
pdρ
)

1
p

≤ C‖V ψ‖1

(

∫
R

r3−p|M(r)|pdr
)

1
p

≤ C‖V ψ‖1

(

∫
R4

|(f ∗ u)(x)|p

|x|p
dx
)

1
p

.

The last integral may be split into the parts |x| ≤ 1 and |x| ≥ 1 and estimated by

C‖V ψ‖1

(

‖|x|−p‖
1
p

L1(|x|<1)‖f ∗ u‖∞ + ‖f ∗ u‖p

)

≤ C‖u‖p,

where in the last step we estimated ‖f ∗ u‖p ≤ C‖u‖p by using Lemma 4.4(2) and
‖f ∗ u‖∞ ≤ ‖f‖p′‖u‖p, by Hölder’s inequality, where p′ = p/p− 1.

Next consider 2 < p < 4. We take 4
3 < q < 2 such that 1

q −
1
p < 1

4 and then r

such that 3
4 < 1

r = 1 −
(

1
q −

1
p

)

< 1. Using Young’s inequality and the weighted

inequality we get

‖Z1u‖p ≤ C‖V ψ‖r

(

∫∞
0

ρq|S1(ρ)|
3−2qdρ

)
1
q

≤ C‖V ψ‖1

(

∫
R

r3−q |M(r)|qdr
)

1
q

≤ C‖V ψ‖1

(

∫
R4

|(f ∗ u)(x)|q

|x|q
dx
)

1
q

.

Let θ = p/q and θ′ = p/(p− q), such that qθ′ > 4 by the choice of q, and estimate
the right hand side by

C
(

‖|x|−q‖
1
q

L1(|x|<1)‖f ∗ u‖∞ + ‖|x|−1‖Lqθ′ (|x|>1)‖f ∗ u‖p

)

≤ C‖u‖p.

Thus ‖Z1u‖p ≤ C‖u‖p also for 2 < p < 4, and the lemma follows by interpolation.

To deal with Z2u and Z3u, we need to estimate S2(ρ) and S3(ρ). We write them
in the following form:

Sj(ρ) = Cj

∫
R

Tj(ρ, r)rM(r)dr, j = 2, 3,

where T2(ρ, r) and T3(ρ, r) are given by

T2(ρ, r) =

∫∞
0

e−ss
1
2

(

∫∞
0

eiλ(ρ−r)Φ(λ)
(

(s− 2iλρ)
1
2 − s

1
2

)

dλ
)

ds (4.8)

and

T3(ρ, r) =

∫∞
0

∫∞
0

e−(t+s)t
1
2 s

1
2×

×
(

∫∞
0

eiλ(ρ−r)Φ(λ)(s− 2iλρ)
1
2

(

(t+ 2iλr)
1
2 − t

1
2

)

dλ
)

dt ds. (4.9)
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Lemma 4.6. There exist constants C2 and C3 such that

|T2(r, ρ)| ≤
C2ρ

〈ρ− r〉2
, (4.10)

|T3(r, ρ)| ≤
C3(〈ρ〉+ 〈r〉)

〈ρ− r〉2
. (4.11)

Proof. First we estimate T2(ρ, r). Since Re(s− 2iλρ)
1
2 > 0 for s > 0, we have

|(s− 2iλρ)
1
2 − s

1
2 | ≤

2λρ

|(s− 2iλρ)
1
2 + s

1
2 |
≤

2λρ

s
1
2

, (4.12)

and then |T2(ρ, ρ)| ≤ C2ρ. Therefore (4.10) holds for |ρ− r| ≤ 1. When |ρ− r| > 1,
we apply integration by parts twice to the inner integral in (4.8). The boundary
term yields the term

i

(ρ− r)2

∫∞
0

e−sρds =
iρ

(ρ− r)2
,

and the other terms yield

−1

(ρ− r)2

∫∞
0

eiλ(ρ−r)Φ′′(λ)
(

∫∞
0

e−ss
1
2 ((s− 2iλρ)

1
2 − s

1
2 )ds

)

dλ

+
−2

(ρ− r)2

∫∞
0

eiλ(ρ−r)Φ′(λ)
(

∫∞
0

−ie−ss
1
2 ρ

(s− 2iλρ)
1
2

ds
)

dλ

+
−1

(ρ− r)2

∫∞
0

eiλ(ρ−r)Φ(λ)
(

∫∞
0

e−ss
1
2 ρ2

(s− 2iλρ)
3
2

ds
)

dλ.

The first two terms are bounded in modulus by Cρ/|ρ − r|2 due to (4.12) and
|(s− 2iλρ)

1
2 | ≥ s

1
2 . Let

`(µ) =

∫∞
0

e−ss
1
2

(s+ µ)
3
2

ds. (4.13)

Fubini’s theorem implies that ` is integrable, and then the third term above is
bounded by

Cρ2

(ρ− r)2

∫∞
0

|Φ(λ)`(λρ)|dλ ≤
Cρ2

(ρ− r)2

∫∞
0

|`(λρ)|dλ ≤
Cρ2

(ρ− r)2
.

Thus (4.10) is satisfied. We next prove (4.11). For |ρ− r| < 1 we have

|T3(ρ, r)| ≤

∫∞
0

∫∞
0

e−(t+s)t
1
2 s

1
2×

×
(

∫∞
0

|Φ(λ)|(s
1
2 + ρ

1
2 )(t

1
2 + r

1
2 )dλ

)

dt ds ≤ C〈ρ〉
1
2 〈r〉

1
2 ,

and (4.11) is satisfies, when |ρ− r| < 1. When |ρ− r| ≥ 1, we apply integration by
parts twice to the inner integral in (4.9). Then T3(ρ, r) is the sum of

ir

(ρ− r)2

∫∞
0

∫∞
0

e−(t+s)sdt ds =
ir

(ρ− r)2
,

which comes from the boundary term, and −(ρ− r)−2 times the sum

∑

j=1

T3,j(ρ, r) ≡
3
∑

j=1

∫∞
0

∫∞
0

e−(t+s)t
1
2 s

1
2 Jj(t, s, r, ρ)dt ds, (4.14)
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where the Jj(t, s, r, ρ) are given by

J1 =

∫∞
0

eiλ(ρ−r)Φ′′(λ)(s− 2iλρ)
1
2 ((t+ 2iλr)

1
2 − t

1
2 )dλ,

J2 = 2

∫∞
0

eiλ(ρ−r)Φ′(λ)
(

(s− 2iλρ)
1
2 ((t+ 2iλr)

1
2 − t

1
2 )
)′
dλ,

J3 =

∫∞
0

eiλ(ρ−r)Φ(λ)
(

(s− 2iλρ)
1
2 ((t+ 2iλr)

1
2 − t

1
2 )
)′′
dλ.

It is obvious that |J1| ≤ C(s
1
2 + ρ

1
2 )(t

1
2 + r

1
2 ) and

|T3,1(r, ρ)| ≤ C〈r〉
1
2 〈ρ〉

1
2 .

The derivative
(

(s− 2iλρ)
1
2 ((t+ 2iλr)

1
2 − t

1
2 )
)′

is computed and estimated on the
support of Φ′ as follows:
∣

∣

∣

−iρ

(s− 2iλρ)
1
2

((t+ 2iλr)
1
2 − t

1
2 ) + (s− 2iλρ)

1
2

ir

(t+ 2iλr)
1
2

∣

∣

∣

≤ C
( ρ

(s+ ρ)
1
2

(t+ r)
1
2 + (s+ ρ)

1
2

r

(t+ r)
1
2

)

≤ C(ρ
1
2 (t+ r)

1
2 + (s+ ρ)

1
2 r

1
2 ).

Thus we again obtain

|T3,2(r, ρ)| ≤ 〈r〉
1
2 〈ρ〉

1
2 .

Finally, we compute
(

(s− 2iλρ)
1
2 ((t+ 2iλr)

1
2 − t

1
2 )
)′′

. The result is

(sr + ρt)2

(s− 2iλρ)
3
2 (t+ 2iλr)

3
2

−
ρ2t

1
2

(s− 2iλρ)
3
2

,

which is bounded in modulus by a constant times

J̃ =
s2r2 + ρ2t2

(s+ λρ)
3
2 (t+ λr)

3
2

+
ρ2t

1
2

(s+ λρ)
3
2

≤
s

1
2 r2

(t+ λr)
3
2

+
ρ2t

1
2

(s+ λρ)
3
2

.

If we integrate with respect to t, s first, we have∫∞
0

∫∞
0

e−(t+s)t
1
2 s

1
2 J̃(t, s, λ, r, ρ)dt ds

≤ r2
∫∞
0

e−t t
1
2 dt

(t+ λr)
3
2

+ ρ2

∫∞
0

e−s s
1
2 ds

(s+ λρ)
3
2

= r2`(λr) + ρ2`(λρ), (4.15)

where ` is defined by (4.13) and is integrable, as was seen previously. It follows that
|T3,3(r, ρ)| ≤ C(r + ρ), and the proof of the lemma is completed.

Lemma 4.7. Let 4/3 < p < 4. Then Z2 and Z3 are bounded in Lp(R4).

Proof. Due to the estimates (4.10) and (4.11) it suffices to show that

Zu(x) =

∫
R4

|V (y)ψ(y)|S(|x − y|)

|x− y|2
dy

satisfies ‖Zu‖p ≤ Cp‖u‖p, where M(r) = M(r, f ∗ ǔ), f(x) = (|D|−1V ψ)(x), and

S(ρ) =

∫
R

A(r, ρ)|rM(r)|dr, A(r, ρ) =
〈ρ〉+ 〈r〉

〈ρ− r〉2
. (4.16)
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We decompose Zu(x) into two terms:
(

∫
|y|≤1

+

∫
|y|≥1

) |V (x)ψ(x − y)|S(|y|)

|y|2
dy ≡ Z(1)u(x) + Z(2)u(x),

and estimate ‖Z(1)u‖p first. As A(r, ρ) ≤ C〈r〉−1 for 0 ≤ ρ < 1, we have

|S(ρ)| ≤

∫
R

〈r〉−1|rM(r)|dr ≤ C

∫
R4

|f ∗ ǔ(x)|

〈x〉|x|2
dx. (4.17)

Let q = p/p− 1. We estimate the right hand side of (4.17) by

C

{

‖〈x〉−1|x|−2‖q‖f ∗ ǔ‖p ≤ C‖u‖p, when 2 < p < 4,

‖〈x〉−1|x|−2‖p‖f ∗ ǔ‖q ≤ C‖f‖r‖u‖p, when 4/3 < p < 2,

where 0 < 1
r = 1 +

(

1
q −

1
p

)

< 1. It follows that for any 4/3 < p < 4, p 6= 2,

‖Z(1)u‖p ≤ ‖V ψ‖p

∫
|y|≤1

S(|y|)

|y|2
dy = C

∫1

0

ρS(ρ)dρ ≤ C‖u‖p,

and by interpolation for p = 2 as well.
We next estimate ‖Z(2)u‖p, first for 4/3 < p < 2. Take ε > 0 such that

0 < ε <
3p− 4

2
,

which implies that |r|3−2p and |r|3−(2−ε)p both are one dimensional (A)p weights.
Since 〈r − ρ〉 ≤ 〈r〉 + 〈ρ〉, we have

A(r, ρ) =
〈ρ〉+ 〈r〉

〈ρ− r〉2
≤

2〈r〉

〈r − ρ〉2
+

1

〈ρ− r〉
≡ B(r, ρ).

It follows that

A(r, ρ) ≤ Aε(r, ρ)B1−ε(r, ρ) ≤ C
( 〈r〉 + 〈r〉1−ε〈ρ〉ε

〈r − ρ〉2
+
〈r〉ε + 〈ρ〉ε

〈r − ρ〉1+ε

)

,

and if we use this estimate, we have

|S(ρ)| ≤ CM(〈r〉rM)(ρ) + C〈ρ〉εM(〈r〉1−ε
rM)(ρ).

Then the weighted inequality for the maximal functions implies

‖Z(2)u‖p ≤ ‖V ψ‖1

(

∫∞
1

ρ3−2p|S(ρ)|pdρ
)

1
p

≤ C
(

∫∞
0

ρ3−p〈ρ〉p|M(ρ)|pdρ
)

1
p

+
(

∫∞
0

ρ3−(1+ε)p〈ρ〉(1−ε)p|M(ρ)|pdρ
)

1
p

≤ C
(

∫
|x|<1

|(f ∗ ǔ)(x)|p

|x|p

)
1
p

+ C‖f ∗ ǔ‖p ≤ C(‖f‖q‖u‖p + ‖u‖p), (4.18)

where q is the dual exponent of p.
We next let 2 < p < 4 and take ε > 0, such that ε < (4 − p)/4, which implies

that |r|3−p and |r|3−(1+ε)p both are (A)p weights. We then estimate

A(r, ρ) ≤
2〈ρ〉

〈r − ρ〉2
+

1

〈r − ρ〉
= B̃(r, ρ),

and therefore

A(r, ρ) ≤ Aε(r, ρ)B̃1−ε(r, ρ) ≤ C
(〈ρ〉+ 〈r〉ε〈ρ〉1−ε

〈r − ρ〉2
+
〈r〉ε + 〈ρ〉ε

〈r − ρ〉1+ε

)

.
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If A(r, ρ) in (4.16) is estimated by this right hand side, we have

|S(ρ)| ≤ C〈ρ〉M(rM)(ρ) + C〈ρ〉1−εM(r〈r〉ε)(ρ).

We then proceed as before. Since 3− p and 3− (1 + ε)p both are (A)p weights,

‖Z(2)u‖p ≤ ‖V ψ‖1

(

∫∞
1

ρ3−2p|S(ρ)|pdρ
)

1
p

≤ C
(

∫∞
0

ρ3|M(ρ)|pdρ
)

1
p

+ C
(

∫∞
0

ρ3−εp〈ρ〉εp|M(ρ)|pdρ
)

1
p

≤ C‖f ∗ u‖p + C
(

∫
|x|<1

|(f ∗ ǔ)(x)|p

|x|pε
dx
)

1
p

≤ C(‖u‖p + ‖f‖q‖u‖p). (4.19)

This completes the proof.

Lemma 4.8. The operator W1 is bounded in Lp(R4) for all 4/3 < p < 4.

Proof. Due to (4.2) W1 is a linear combination of terms of the form

Φ(H)

∫∞
0

G0(λ)(V ψj) ⊗
(

Φ(H0)|D| log |D|V ψk

)(

G0(λ) − G0(−λ)
)

Φ(λ)dλ.

This is identical to Wsj , if Φ(H0)|D| log |D|V ψk is replaced by |D|−1V ψj . Since
F(V ψk)(0) = 0, it is easy to see that f(x) = Φ(H0)|D| log |D|V ψk(x) is integrable
on R

4. Thus we may proceed as in the proof for Ws by applying the obvious Lp

boundedness of convolution operators with integrable functions, instead of applying
Lemma 4.4(2), and show that W1 is bounded in Lp for 4/3 < p < 4. We may safely
omit the details.
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