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ABSTRACT 
The unique properties of terahertz (THz) spectroscopy shows a great potential for security and defense applications such as 
safe screening of persons and objects. However, a successful implementation of THz screening systems requires a 
development of reliable and efficient identification algorithms. Dimensionality reduction (DR) methods aim to reduce the 
dimensionality of the multivariate data and are therefore commonly used as a preprocessing step for classification algorithms 
and as an analytical tool allowing data visualization. In this paper, we compare the use of unsupervised and supervised DR 
methods for analysis and classification of THz reflection spectra based on their most widespread linear representatives, 
namely Principal Component Analysis and Linear Discriminant Analysis, respectively. To this end, both methods were 
applied to more than 5000 THz reflection spectra acquired from six active materials mixed at three different concentrations 
with polyethylene and measured at various humidity conditions. While considering scenarios with different level of 
complexity, we found that supervised approach provide better results because it enables efficient grouping despite intra-
class variability. Furthermore, we showed that manipulating labels introduced into the supervised DR algorithm allows 
conditioning the data for a desired classification task such as security screening. Presented classification results show that 
simple machine learning algorithms are sufficient for highly accurate classification (>98.6%) of THz spectra, which will be 
suitable for many real-life applications of THz spectroscopy based on material identification.  
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1 INTRODUCTION  
Terahertz (THz) spectroscopy exhibit a unique potential for security and defense applications [1–6], which, along with 
wireless communication [7–10] and quality control applications [6,11–14], has been the main stimuli for a rapid development 
of  THz technology during the past decades. Many hazardous substances including pure and military-grade explosives [1–
4,15,16], illicit drugs [1,2,17,18], and toxic gasses [19–21] possess distinctive spectral fingerprints in the THz region 
allowing their identification. Furthermore, THz radiation penetrates most nonpolar dielectric covering materials such as 
paper, cardboard, plastic and textiles (e.g. cotton and polyester) with only moderate absorption losses enabling identification 
of concealed objects [4,22–24]. Finally, THz radiation is nonionizing. Therefore, at reasonable intensities, it is considered 
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safe for scanning persons and objects [5,24]. This exceptional set of features makes it possible to implement a nondestructive 
and noninvasive THz security screening, which can be used to improve safety in public places such as airports and subway 
stations [25–27] and monitor the content of mails and parcels [4,5,28,29]. 

Despite being overshadowed by the more popular pulsed time-domain technology, THz continuous-wave (CW) frequency-
domain spectroscopy (FDS) offers numerous advantages desired in security screening applications. Spectral selectivity 
associated with this technology enables measurements within water transmission windows. This limits water absorption 
losses that are unavoidable for broadband time-domain systems. Consequently, CW technology has a potential for 
measurements at stand-off distances. Furthermore, a high spectral resolution of FDS makes it suitable for detection of gasses, 
which usually have very narrow absorption lines [19,30,31]. Modern THz CW spectrometers based on photomixing 
technology and highly reliable distributed feedback 1.5 µm lasers offer a wide range of frequency tuning and high signal-
to-noise ratio even at relatively short exposure times [32–34]. In comparison to time-domain systems that require 
femtosecond lasers and delay lines, CW spectrometers are cheaper and more robust. Furthermore, their compact size and 
low weight allows development of portable systems, which can be mounted on vehicles or drones enabling a myriad of new 
applications [35,36].  

Nevertheless, a successful implementation of THz screening systems requires a development of reliable and efficient 
identification algorithms. A variety of machine learning techniques has been fostered for classification of THz spectra. This 
includes Bayesian models [37,38], artificial neural networks [39–41], support vector machines [42–44] and random forests 
[37,39,43]. Dimensionality reduction (DR) methods play an important role in that process [37,43,45–49]. They transform 
the data into a lower dimensional space, while preserving most of the relevant information. This allows lowering the 
computational requirements of the machine learning algorithm and increasing the speed of learning. Therefore, DR is 
commonly used as a preprocessing step for classification [37,43–50]. Furthermore, DR often allows visualization of the data, 
which is an important analytical tool that facilitate the interpretation of the data. 

In this work, we compare the use of unsupervised and supervised DR methods in the analysis of THz spectra. To this end, 
we used Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA), which are the most commonly-
used linear representatives of each approach, respectively [51,52]. We analyzed spectra of six compounds, measured in a 
reflection configuration using a THz CW FDS. While analyzing the spectra, we focused on two main applications of DR, 
namely data visualization and preprocessing the data for classification. To test the visualization ability of the featured 
methods, we have reduced the dimensionality of the data to at most three dimensions. Furthermore, we have classified the 
DR-processed data using three different classifiers, namely: k-Nearest Neighbors (k-NN), Bayesian classifier and support 
vector machines (SVM). We have considered four different scenarios with different levels of complexity. In section 3.1, we 
have focused on samples with only a single concentration of each active material. In section 3.2, we have analyzed spectra 
of the samples that contain three different concentrations of the active material (80%, 50% and 20%). Section 3.3 investigates 
an impact of atmospheric conditions, namely water vapor absorption. For that purpose, we analyzed THz spectra measured 
under controlled humidity conditions at a relative humidity of 90%, 50% and 10%. Finally, we considered a real-life example 
related to THz security screening (in section 3.4). For that purpose, we arbitrarily divided the samples according to the threat 
they pose. This included RDX that is an active component in several military explosives [3]. This approach allowed us to 
test, whether the DR methods are able to properly condition the data for this specific classification task.  

This paper explains differences between the use of unsupervised and supervised DR methods in the analysis of THz spectra. 
It shows that DR methods are a useful tool that allows the visualization of multidimensional spectra and that they are able 
to ensure high classification accuracy when used even with simple classification algorithms. Our results are highly relevant 
for applications that rely on the classification or identification of THz spectra such as security screening.  

 

2 EXPERIMENTAL DETAILS AND METHODS 

2.1 Sample fabrication 

We selected six compounds with discernible spectral features in the THz regime, namely: Galactitol, L- Tartaric Acid (L-
TA), 4-Aminobenzoic acid (PABA), Hexogen (RDX), Theophylline and α-Lactose monohydrate. All the materials were 
purchased from Sigma Aldrich except of L-TA that was purchased from MERCK and RDX that was supplied by the courtesy 
of Danish Ministry of Defence Acquisition and Logistics Organisation. We mixed each of the materials with polyethylene 
(PE) powder, which functions as a binder [53], at weight percentages of 80%, 50% and 20% of the active material, 
respectively. Since PE does not have any features in the observed spectral range, it does not affect the measured spectrum 
other than providing a constant background [54]. To facilitate easy handling of the samples, the mixtures were subsequently 
compressed into cylindrical pellets with a diameter of 25 mm and weight of 7 g using a hydraulic press. The applied pressure 
was approximately 4 tons. To prevent interference arising between the front and the back-surface reflections, we fabricated 
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an inset to the hydraulic press that made the back surface at an angle of 15° relative to the front surface. As a result, we 
produced truncated cylindrical samples as shown in the inset of Fig. 1. After pressing the samples, no additional surface 
treatment such as polishing was performed. We fabricated two samples for each material composition and two additional 
samples of a pure PE. Table 1 provides an overview of all samples used in this study. Due to the relatively large crystal size 
of Galactitol and L-TA, we were unable to fabricate satisfactory pellets, especially for the compositions with a high content 
of the active material. The samples were brittle and had a tendency to break when removed from the press. Furthermore, 
their surface was rough, following the crystal size, which promoted light scattering. Therefore, before mixing with PE, 
Galactitol and L-TA were ground into a fine powder using mortar and pestle.   

Table 1 Overview of the samples used in our studies. Each filled circle represents a single sample with a given concentration of the 
active material. 

Material 
Weight percentage of the active material 

20% 50% 80% 100% 

Galactitol ● ● ● ● ● ●  

Lactose ● ● ● ● ● ●  

L-TA ● ● ● ● ● ●  

PABA ● ● ● ● ● ●  

RDX ● ● ● ● ● ●  

Theophylline ● ● ● ● ● ●  

PE    ● ● 

 

2.2 Terahertz setup and measurements 

We characterized the samples by means of THz-FDS using the reflection setup shown in Fig. 1. The setup is based on a 
TeraScan 1550 system (Toptica Photonics), which operates in a coherent detection scheme. A combined output of two 
tunable distributed-feedback diode lasers creates a heterodyne (beat pattern), which illuminates two InGaAs photomixers 
(emitter and receiver, respectively) modulating their conductivity. Applying a bias voltage to the emitter induces 
a photocurrent oscillating at the difference frequency of the lasers, which is then outcoupled into free space by an integrated 
antenna. The emitted THz radiation covers the spectral range from 0.09 to 1.19 THz. A 1″ diameter off-axis parabolic mirror 
collimates the THz beam, which is then reflected towards the sample at an angle of approximately 11° and focused onto the 
sample’s surface by a TPX lens. A symmetrical optical system collects the reflected THz signal and focuses it onto the 
receiver. The total optical path length of the THz beam is approximately 1 m. The detected THz signal superimposed with 
the optical beat induces a photocurrent in the receiver. The photocurrent is amplified by a lock-in amplifier, recorded by the 
DLC smart controller for the TeraScan system and analyzed by a computer.  

First, we performed measurements under ambient conditions. Each sample were measured 80 times over the entire spectral 
range using a frequency step of 80 MHz and 3 ms integration time. Using these parameters, the time per scan was around 
45 s. A computer-controlled two-axis translation stage moved the sample after each measurement to a random position 
within a 7 x 7 mm scanning area with a step resolution of 0.5 mm. Every 20 measurements, we replaced the sample with an 
aluminum mirror and recorded its spectrum as a reference.. Subsequently, we performed measurements under controlled 
humidity conditions. For this purpose, a custom-built humidity chamber enclosing the terahertz setup was purged with either 
dry or water vapor saturated nitrogen depending on, whether the intended humidity was lower or higher than the ambient 
air. Based on a relative humidity readout from a DHT22 sensor, a custom-built humidity controller manages a solenoid 
valve, which opens and closes the nitrogen flow. A fan installed next to the nitrogen inlet ensures a uniform humidity 
distribution inside the chamber. The applied methodology allowed us to keep the relative humidity (RH) at the intended 
level with a stability better than ±0.3 percent points. We measured each sample 20 times at the RH of 90%, 50% and 10%, 
respectively using the same parameters as before. Due to a long purging time, the samples were measured in groups of two 
with a single reference measurement at RH of 50% used for both samples. Despite a good performance of our humidity 
controller, we observed a small variation in the intensity of water absorption peaks. We attribute this to changes in the room 
temperature, which were approximately ±0.7 °C during the measurements.  
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Fig. 1 Schematic drawing of the terahertz reflection setup. The inset of the figure shows a typical truncated cylindrical sample used in 
the experiments. 

2.3 Data processing 

In the CW coherent detection scheme, the photocurrent, 𝐼 , depends on the THz electric field amplitude, 𝐸 , and the 
phase shift, ∆𝜑, between the THz wave and the optical beat via 𝐼  ∝ 𝐸 cos(∆𝜑 = 2𝜋∆𝐿𝑣/𝑐) [55–57]. The phase 
difference depends, in turn, on the frequency of the THz signal, ν, and the optical path difference ∆𝐿 = 𝐿 + 𝐿 − 𝐿 , 
where  𝐿  is THz beam path, and  𝐿  and 𝐿  are optical beat paths to emitter and receiver, respectively. For setups with a 
fixed path length difference, which is the case here, it is possible to separate the magnitude and phase of the detected THz 
signal by analyzing an interference pattern (fringes) in the frequency scan [55–58]. To achieve this, we employed a well-
known approach of finding fringe extrema, where the THz amplitude is directly proportional to the absolute value of the 
photocurrent and the THz phase is a multiple of π. This approach neglects all other measurement points. Consequently, the 
spacing between adjacent extrema defines the effective measurement resolution, which for our setup was around 0.9 GHz. 
To eliminate the possible offset in the photocurrent, instead of treating the extrema separately, the photocurrent was obtained 
from two adjacent extrema and used at the average frequency. The coherent detection scheme allows extraction of the phase 
information, but in this study, we used only the amplitude of the THz field. Therefore, the methodology presented in this 
paper can be also applied to THz systems using non-coherent detection. To compensate for spectral shifts of fringe extrema, 
the data was interpolated onto integer GHz frequencies. Finally, we determined the reflection coefficient of the sample by 
dividing the THz spectrum with the corresponding reference spectrum. Due to the standing wave patterns and lack of spectral 
features in the low frequency regime, we only used the data in the spectral range from 0.3 to 1.15 THz.  

We recorded 3040 terahertz reflection spectra of six compounds with three different weight percentages of the active material 
under ambient conditions. Four out of these 3040 measurements were excluded due to processing issues and not analyzed 
further. These spectra are used in sections 3.1, 3.2 and 3,4. Additionally, we collected 2280 spectra under controlled humidity 
conditions, which are analyzed in section 3.3. A dataset of this size constitutes a good basis for developing various machine 
learning classifiers, which is an important step towards a real-time identification of illegal substances, e.g. explosives or 
drugs, using terahertz spectroscopy. Before publishing online, the data will be available upon request from the corresponding 
author. 

The datasets were arranged in 𝑛 x 𝑑 matrices, where 𝑛 is the number of observations (measurements, also referred to as data 
points) and 𝑑 is the number of features (dimensions). Before DR, the dataset under consideration was randomly divided into 
a training set and a test set at ratio of 4:1 using stratified random sampling. Furthermore, the features were standardized so 
that they had a zero mean and a variance equal to unity, which is crucial for a correct operation of the PCA algorithm [59,60]. 
All presented algorithms (feature standardization, DR and classification) were only trained on the training set, and the test 
set was used solely for the final evaluation. We performed the data processing and implemented all DR and classification 
algorithms used in this study in MATLAB (MathWorks, version R2018a). 



5 
 

2.4 Dimensionality reduction 

As the name suggests, dimensionality reduction algorithms aim to lower the dimensionality of the multivariate data, while 
maintaining most of the information it contains [61–63]. They can be divided into two categories, namely: feature selection 
and feature extraction. In machine learning, the term ‘feature’ refers to an individual measurable property of the observed 
object or phenomenon [64]. In our case, features correspond to discrete frequencies in THz spectra. Feature selection 
methods strive to select a subset of features that contain the most relevant information (for a desired task) while eliminating 
redundant, noisy, and irrelevant features. Common approaches for feature selection include filters such as Relief and 
Information Gain, and wrappers, which utilize a preselected machine learning model to evaluate relevance of considered 
features [61–63]. Additionally, some machine learning algorithms, such as random forests and models based on LASSO 
regularization, have an embedded feature selection step [61–63]. Feature extraction methods construct a new feature space 
with reduced dimensionality, where new features are obtained as a combination of the original features. In this work, we 
focus on two well-known linear feature extraction methods Principal Component Analysis and Linear Discriminant Analysis, 
which represent unsupervised and supervised approach, respectively [51,52]. Therefore, when referring to dimensionality 
reduction, we explicitly refer to feature extraction.  

Principal Component Analysis is a widespread multivariate analysis and dimensionality reduction method, which has found 
application in various fields including image processing, pattern recognition and chemometrics [47,49,62,65,66]. As an 
unsupervised method, PCA does not process class membership information (labels); therefore, its outcome depends only on 
the hidden patterns in the data. It transforms original features into a set of new uncorrelated (orthogonal) features, called 
principal components, designed to maximize the variance of the data. This should lead to separation of observations having 
different properties (i.e., belonging to different classes). In practice, the variance maximization is achieved by 
eigendecomposition of the data’s covariance matrix (or correlation matrix [59]). The obtained eigenvectors are ordered by 
the amount of explained variance, which is proportional to their eigenvalues, so that the first principal component represent 
the highest variability. Dimensionality reduction is obtained by selecting a limited number of most relevant principal 
components. In many cases, projecting the initial data onto a relatively small number of principal components is able to 
explain the vast majority of the variance. This allows for a significant reduction in dimensionality [45,67,68]. 

Linear Discriminant Analysis is a commonly used dimensionality reduction technique, which utilizes a supervised approach. 
In comparison to unsupervised methods, using class membership information offers a range of new possibilities for 
formulating transformation criteria. LDA seek a transformation that maximize the distance between classes, while 
minimizing the scatter within each class [69]. This should provide a large inter-class spacing and small intra-class separation 
in the new reduced feature space. Satisfying these criteria requires calculating between-class 𝑆  and within-class 𝑆  scatter 
matrices defined as: 

𝑆 =
1

𝑛
𝑥 − 𝑐( ) 𝑥 − 𝑐( )

∈

 

𝑆 =
1

𝑛
𝑛 𝑐( ) − 𝑐 𝑐( ) − 𝑐  

where 𝑥 is a vector representing a specific observation, 𝑐 is a global centroid and 𝑐( ) is a centroid of 𝑗-th class, 𝑛 and 𝑚 are 
the number of observations and classes, respectively. Alternatively, a total scatter matrix 𝑆  calculated as  

𝑆 =
1

𝑛
(𝑥 − 𝑐)(𝑥 − 𝑐) = 𝑆 + 𝑆  

can be used instead of 𝑆 .It has been shown that these two approaches yield equivalent solution [52,70,71]. In this work, we 
used second approach (calculating 𝑆 ). The desired optimization task is then reduced to eigendecomposition of 𝑆 𝑆   (or 
𝑆 𝑆 ) [52,69]. Since the rank of the 𝑆  matrix is limited to 𝑚 − 1 (𝑆  is the sum of 𝑚 matrices of rank 1), the obtained 
solution contains at most 𝑚 − 1 independent eigenvectors that are associated with non-zero eigenvalues [51,71]. 
Consequently, LDA can project the data onto at most 𝑚 − 1 dimensions. Since in most cases the number of original features 
is larger than the number of considered classes, this property alone imposes a reduced dimensionality of the new feature 
space. However, it is also possible to select a smaller number of most relevant features to further reduce the dimensionality. 
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2.5 Machine learning - classification algorithms 

The Bayes classifier is a probabilistic classification model that utilizes Bayes’ theorem [51,72,73]. According to the Bayes’ 
formula, a posterior probability 𝑝(𝐶 |𝑥), which is the probability that the observation with value 𝑥 belongs to the 𝑖-th class, 
can be calculated as 

𝑝(𝐶 |𝑥) =
𝑝(𝑥|𝐶 ) 𝑝(𝐶 ) 

𝑝(𝑥) = ∑ 𝑝(𝑥|𝐶 ) 𝑝(𝐶 )
                                posterior =

likelihood × prior

evidence
 

where 𝑝(𝐶 ) is called the prior and it is the probability that the observation, regardless of its value, belongs to the class 𝑖, 
and the likelihood 𝑝(𝑥|𝐶 ) is a probability that the member of the 𝑖-th class take an observation value 𝑥. The expression in 
the denominator 𝑝(𝑥), called the evidence, is a marginal probability that the observation 𝑥 occurs. The evidence is merely 
a normalization factor, which ensures that the posteriors sum up to one, and can be neglected. The prior and the class 
likelihood are estimated from the training data and used for computing the class-specific posterior probability. Finally, the 
Bayesian classifier assigns the observation to the class with the highest posterior probability. In our work, we assumed 
a multivariate normal (Gaussian) distribution of the class likelihood function. This limited the likelihood estimation to 
finding the two unknown parameters of the multivariate Gaussian namely, the mean vector and the covariance matrix. 
Henceforth, we refer to the method as the Gaussian Bayes classifier.  

k-Nearest Neighbors is a simple, yet effective, non-parametric classification algorithm. Despite being considered a machine 
learning algorithm, k-NN has no model learning (training) phase (a so-called lazy learning algorithm) [74,75]. Instead, the 
algorithm stores all training data and classify a new observation based on its similarity to the training instances. Here, 
similarity is expressed in terms of the geometrical distance, such as the Euclidean, Minkowski, Manhattan or Chebyshev 
distance, between the data points [75,76]. The algorithm assigns the new observation to the class possessed by the majority 
of the 𝑘 closest data points called nearest neighbors. The choice of 𝑘, the number of considered nearest neighbors, is crucial 
as it allows for controlling the algorithm’s behavior. For small 𝑘 the decision boundaries are more flexible, but the algorithm 
becomes prone to outliers, while higher 𝑘 results in more robust boundaries [77,78]. In this study, we used the Euclidean 
distance as a similarity metric in the k-NN algorithm. For each considered case, we used 𝑘 comparable to the number of 
training examples in the smallest class (𝑘 = 125 in chapters 3.1 and 3.2, 𝑘 = 95 in chapter 3.3 and 𝑘 = 383 in chapter 3.4, as 
indicated in the corresponding classification accuracy tables). This approach should provide a good estimate of intra-class 
distribution and separation between classes. 

Support Vector Machine was introduced by Vapnik in 1995 and has been one of the most widely used classification 
algorithms ever since [79]. The algorithm is based on the maximal margin classification concept. It searches for a hyperplane, 
ℎ(𝑥) = 𝑥 𝛽 + 𝛽 = 0, that separates the observations belonging to two classes and has the largest value of the minimum 
geometrical distance to class representatives – the margin 𝑀. The classification of new observations is based on which side 
of the hyperplane they are on. The maximal margin hyperplane is found by solving the following optimization problem [80–
82]:  

max
, ,‖ ‖

𝑀 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜     𝑦 (𝑥 𝛽 + 𝛽 ) ≥ 𝑀,     𝑖 = 1, … , 𝑛, 

where 𝛽 and 𝛽  are parameters of the optimal hyperplane, 𝑦 ∈ {−1, 1} are labels associated with two considered classes and 
𝑛 is the number of observations. The maximal margin classifier offers the solution with 𝑀 > 0 only when the classes are 
linearly separable. For non-linearly separable data, the algorithm utilizes a soft margin approach. It allows some data points 
to violate the margin or even be on the opposite side of the hyperplane in exchange for imposing a penalty, called the slack 
variable 𝜉 , on the objective function. The optimization problem then becomes:  

max
, ,‖ ‖

𝑀 

𝑦 (𝑥 𝛽 + 𝛽 ) ≥ 𝑀(1 − 𝜉 ),     𝜉 ≥ 0,     𝜉 ≤ 𝐶,      𝑖 = 1, … , 𝑛, 

where 𝐶 is a non-negative tuning parameter that controls the balance between the margin width and the slack (the bias-
variance trade-off). In practice, finding an optimal hyperplane only requires the consideration of a small number of 
observations that lie on or violate the margin (so called support vectors). Since the hyperplane has a dimensionality of 𝑑 −
1, where 𝑑 is the dimensionality of the input data, the obtained decision boundary is linear. However, SVM can also create 
non-linear decision boundaries. This is achieved by mapping the data into higher-dimensional space using non-linear kernel 
functions. In this study, we used SVMs with a linear kernel. Originally, SVMs were defined for a binary classification 
problem. In order to perform multiclass classification, we adopted a one-versus-one approach in which a separate SVM is 
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constructed for each pair of classes [80]. The final classification is a majority decision of all  pairwise SVM classifiers. 
To determine the optimal value of 𝐶, we performed a 10-fold cross-validation on the training set. 

  

3 RESULTS AND DISCUSSION 

3.1 Samples with single concentration of active materials 

Some publications on material identification using THz spectroscopy consider samples with only a single concentration of 
active materials within each material class [40,83]. Therefore, we first compared the performance of DR methods in this 
simple scenario. To this end, we used the samples with the highest content of the active material (80%), which exhibit the 
most pronounced spectral features, and two samples of pure PE. As shown in Fig. 2, all six active materials have distinctive 
spectral features in the measured frequency range, while PE is inert and exhibits an almost featureless spectrum. Since THz 
spectroscopy measurements were performed in a reflection configuration, the spectra depend on the refractive index of the 
materials [84] having smooth and relatively broad features. Consequently, there is significant spectral overlap among 
materials and the spectral features cover almost the entire frequency range. Two prominent absorption lines of atmospheric 
water vapor, located at around 1100 and 1115 GHz, respectively [4], reduce the signal measured from the sample (but not 
the reference) to the level comparable to the noise floor. This leads to the formation of two narrow, noisy peaks. By excluding 
the noisy data in the range 1086-1119 GHz (blue line in Fig. 2), we obtained 1117 spectra containing 817 discrete frequencies 
(dimensions / features), which we divided into training and test sets (4:1) and used for evaluation of the DR methods. 

 

Fig. 2 THz reflection spectra of the samples with 80% of the active material and samples of pure PE. The central lines represent the 
mean of 160 measurements performed on two different samples, while the error bars (outer lines) represent a standard deviation of the 

measured spectra. For clarity, each consecutive spectrum, except PE, has been shifted upwards by 0.1. The blue line represents a 
spectral region excluded from simulations due to significant water absorption-related noise.  

We used PCA and LDA algorithms to reduce dimensionality of the THz spectra. To numerically verify the performance of 
the DR methods in terms of grouping and separating different materials, we classified the data using three different 
classifiers, namely a Gaussian Bayes classifier, a k-NN and an SVM. Table 2 summarizes the obtained classification 
accuracies. As shown in Fig. 3, projecting the spectra onto a two-dimensional space provides good separation between 
materials in the training set (filled circles). For PCA (Fig. 3a), there is a small overlap between Lactose, Theophylline and 
Galactitol, while the other materials are well separated. Classification of PCA-processed data with the SVM and the Bayes 
classifier yielded similar training classification accuracies of 0.9888 and 0.9843, respectively. The k-NN algorithm showed 
slightly lower performance of 0.9742. As expected, all misclassification cases originate from confusing two of the 
overlapping materials. For LDA (Fig. 3b), all the materials seem to be spatially separated. Although Theophylline is located 
close to L-TA, there is no overlap between these materials. The performed classification confirms that observation as all 
classifiers yielded a perfect accuracy on the training set. 
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Fig. 3 THz reflection spectra (shown in Fig. 2) projected onto a two-dimensional feature space using two DR methods a) PCA and b) 
LDA. Filled circles correspond to the training set, while empty squares to the test set. 

Subsequently, we performed DR on the test set (empty squares in Fig. 3) using the trained PCA and LDA algorithms to 
verify their performance on unseen data, a so-called generalization. For PCA (Fig. 3a), the test set overlap distinctly well 
with the training set and each cluster corresponding to different materials show similar distribution for both datasets. 
Furthermore, the obtained test classification accuracies are comparable to these obtained on the training set, which proves a 
good generalization of the PCA algorithm. However, as shown in Fig. 3b, LDA does not generalize as well as PCA. Data 
points corresponding to the specific material are more scattered in the test set than it is the case for the training set. Classifying 
the LDA-processed test data, we obtained a relatively poor classification accuracy of around 0.9509 and 0.9464 for Bayes 
classifier and k-NN, and for SVM, respectively. Most cases of misclassification arose from confusing Theophylline and L-
TA due to the increased dispersion of the test data. The observed lack of generalization together with a perfect performance 
on the training set suggests overfitting of the LDA algorithm [85,86]. It has been reported that LDA is prone to overfitting 
if the dimensionality of the data is comparable to the size of the training set [87–89] (poorly-posed problem), which applies 
to the considered case (817 features and 893 training spectra). The eigenvectors obtained during the training confirms that 
the algorithm follows the noise instead of patterns (spectral features) in the data (See Fig. S1 in the supplementary material). 
Consequently, the algorithm performs poorly on the unseen data, which exhibit a different noise pattern. 

Table 2 Classification accuracy of DR-processed THz spectra. Only the samples with 80% of active material and samples of pure PE 
have been considered.  

 PCA LDA RLDA 

 Train Test Train Test Train Test 

Bayes 0.9843 0.9955 1.0000 0.9509 1.0000 1.0000 

125-NN 0.9742 0.9732 1.0000 0.9509 0.9966 1.0000 

SVM 0.9888 0.9732 1.0000 0.9464 1.0000 1.0000 

 

Overfitting is a well-known problem in machine learning and is closely related to the bias / variance trade-off, where the 
trained model exhibits a high variance [51,85]. Increasing the size of the training set constrains the variability of the model 
and thus prevents overfitting. However, performing a great number of additional measurements is usually time-consuming 
and costly, and in some applications, it can be impractical or even impossible. Another approach is to reduce the number of 
parameters to train. It can be achieved by feature selection methods, which eliminate redundant features and those that 
contain the least amount of information [61]. However, feature selection is a complex task and sometimes may remove 
essential features leading to inferior performance of the algorithm [88]. Regularization is a simple, yet effective, solution to 
the overfitting problem. It has been implemented in many machine learning algorithms [51,81,85]. It allows constraining the 
variance by imposing a penalty on complex models. In LDA, the simplest form of regularization is implemented by adding 
a regularization parameter 𝜆 to the diagonal elements of the total scatter matrix 𝑆  following the formula: 𝑆 = 𝑆 + 𝜆𝐼, 
where 𝜆 > 0 and I is the identity matrix [52,69,71]. However, more sophisticated forms of regularization have also been 
proposed [52,71,86,90]. Choosing 𝜆 is crucial for a correct operation of regularized LDA (RLDA) because it directly controls 



9 
 

the balance between bias and variance of the model (See Fig. S2 in the supplementary information). To estimate an optimal 
value of 𝜆, we performed 10-fold stratified cross validation on the training set [81,87,91]. Using the classification accuracy 
of the Gaussian Bayes classifier as a validation criterion, we found the optimal value of 𝜆 to be 0.5. Finally, we trained the 
RLDA algorithm on the entire training set using the previously estimated optimal value of 𝜆 and applied the trained model 
to the test set. 
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Fig. 4 THz reflection spectra (shown in Fig. 2) projected onto a two-dimensional feature space using RLDA. Filled circles correspond to 
the training set, while empty squares to the test set. 

As shown in Fig. 4, RLDA provides significantly better generalization than the classical LDA algorithm, while maintaining 
a perfect separation between materials. There is a perfect alignment between the training and test data and material-specific 
clusters show similar distribution in both datasets. The SVM and the Bayes classifier had no problems with the RLDA-
processed data yielding a unity accuracy on both training and test set. The k-NN also achieved a perfect test accuracy but 
misclassified a few training examples yielding a training accuracy of 0.9966. Our results shows that RLDA slightly 
outperforms PCA in terms of preprocessing data for classification purposes. However, reducing the dimensions of the data 
from 817 to two is very strict. Projecting the THz spectra onto three- instead of two-dimensional space allows obtaining a 
perfect separation of materials also for PCA as confirmed by the Gaussian Bayes classifier and SVM (k-NN misclassified a 
few training examples resulting in a training accuracy of 0.9955). In comparison to PCA, RLDA provides more efficient 
spatial grouping of the materials. For PCA, data points corresponding to RDX are scattered and forms two separate clusters 
(a similar behavior can be observed for L-TA). We found that two nominally identical samples of RDX exhibit slightly 
different spectra, which we attribute to non-uniform distribution of the active material. Since PCA is an unsupervised 
method, it considers only the patterns in the data. Therefore, spectral differences between RDX samples result in spatial 
separation in the reduced feature space. In case of RLDA, the provided class membership information, which is a key 
property of supervised learning methods, enables efficient grouping of data despite the spectral differences. A poor grouping 
ability of unsupervised DR methods may have a negative impact on the performance of some classification algorithms.  

 

3.2 Samples with various concentrations of active materials 

Subsequently, we considered a more realistic scenario, where the samples contain various concentrations of the active 
material to be identify. To this end, we characterized the samples with three different concentrations 80%, 50% and 20%, 
respectively. Additionally, we used two samples of pure PE to test, whether the samples with low active material content 
and therefore high PE content, can be distinguished from the background. Fig. 5 shows the spectra of all types of samples 
used in this study. Since the samples are mixtures of the active material and PE, the obtained reflection coefficient is an 
intermediate value between the spectra of the two components. As the concentration of the active material decreases, the 
material-specific spectral features become less pronounced. Furthermore, for materials having a significantly higher 
refractive index than PE e.g., PABA and Theophylline, the reflection coefficient drops over the entire spectral range with 
decreasing concentration. Here, we investigate if the increased variability of the data associated with material concentration 
affects the performance of the DR algorithms. 
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Fig. 5 THz reflection spectra of all samples used in this study. The central lines represent the mean of 160 measurements performed on 
two different samples, while the error bars (outer lines) represent the standard deviation of the measured spectra. For clarity, each 

consecutive spectrum, except PE, has been shifted upwards by 0.1. The blue line represents a spectral region excluded from simulations 
due to significant water absorption-related noise. 

While performing DR we used the same methodology as before. First, PCA and LDA algorithms were trained on the training 
set containing 80% (2428) of the THz spectra. Then, we applied them to the remaining 20% (608) of the spectra, which 
constitute a test set. Since the aim was to identify the sample by the contained active material regardless of its concentration, 
the class labels used for the supervised DR contain only the information about the type of the material, while neglecting its 
concentration. In contrast to the simple scenario considered previously, the DR algorithms were unable to provide good 
separation between the materials using only two most significant features. Therefore, we projected the data onto three-
dimensional space. As an unsupervised method, PCA considers only the patterns in the input data, or more precisely, its 
variance. Therefore, we expect that an additional variability related to material concentration is going to be transferred into 
a lower-dimensional space as we observed for RDX in the previous section. As shown in Fig. 6a and Fig. 7, PCA processing 
arranged the data into a shape resembling a conical surface. At the vertex of the cone, there are data points corresponding to 
the pure PE, which is a component of all the samples. The data corresponding to samples with a low content of active 
material, and hence with a high content of PE, is located close to the pure PE and distributed around the cone’s symmetry 
axis depending on the contained active material (Fig. 7). In this configuration, faint spectral features of the samples with low 
active material content correspond to a small spatial separation between samples. As the concentration of the active material 
increases, the data points are projected further from the vertex. Consequently, the data corresponding to each material is 
divided into clusters, which correspond to different material concentrations. The materials that exhibit larger concentration-
related spectral changes (globally, over the entire spectra) e.g., RDX or PABA (see Fig. 5), are more scattered in the reduced 
feature space. Therefore, the spatial separation between the samples with high active material content, which have more 
pronounced spectral features, becomes larger. In other words, the greater spectral differences between the samples the larger 
separation in the reduced feature space. This intuitive explanation of variance can become useful in data analysis; however, 
in terms of data visualization the clarity offered by PCA is rather poor. A comparable distribution of test and training data 
in Fig. 6a and Fig. 7 indicates that, as in the previous case, PCA provides a good generalization on unseen data. Subsequently, 
we classified the PCA-processed data depending on the active material contained in the sample (Table 3). The classification 
accuracies obtained on the training set ranged from 0.8871 for the Bayes classifier to 0.9090 for the k-NN. For test set, the 
classifiers yielded accuracies ranging from 0.8914 to 0.9145 for Bayes classifier and k-NN, respectively. Test results similar 
or, in that case, better than these obtained on the training set prove a good generalization of PCA. However, the 
concentration-related separation of data within the material class disturbs the operation of heavily biased classifiers used in 
this study. This, in turns, results in relatively poor classification accuracy.  
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Fig. 6 THz reflection spectra of samples with various concentrations of active material (shown in Fig. 5) projected onto a three-
dimensional feature space using two DR methods a) PCA and d) LDA.  

The objective of LDA is to maximize the inter-class distance and minimize the scatter within each class. Fig. 6b shows that 
the algorithm does it very well. LDA not only provides a great separation between materials, but also a superior intra-class 
grouping than PCA. The class membership information, introduced into a supervised algorithm by labels, enables efficient 
grouping of data associated with the same active material despite having an additional variability related to the concentration. 
However, the distribution of the data in the lower-dimensional subspace is not as intuitive and easy to interpret as we 
observed for PCA. In comparison with the simple scenario presented in the previous section, LDA shows better 
generalization. Since we used more THz spectra for training, (2428 compared to 893 used previously) the noise is effectively 
averaged out and the algorithm better learns the pattern in the data. As a result, the test set shows a similar distribution 
compared to the training set. As shown in Table 3, all classifiers achieved a high accuracy of 0.9975 for the LDA-processed 
training data. For the test set, the obtained classification accuracies were 0.9868 and 0.9885 for the Bayes classifier and the 
SVM, and the k-NN, respectively. An inferior test performance of both classifiers may suggest that despite an increased 
amount of data the algorithm slightly overfits the data. It has been suggested that for the optimal performance, machine 
learning algorithms requires at least ten times as many training examples as the number of features [92], while in our case 
this ratio is only around three. Nevertheless, LDA clearly outperforms PCA in terms of preprocessing the data for 
classification, as the efficient grouping mechanism offered by the supervised approach results in significantly better 
performance.  
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Galactitol 20% RDX 20% PABA 20%
Galactitol 50% RDX 50% PABA 50%
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PE
 

Fig. 7 PCA-processed THz spectra from Fig. 6 projected (for clarity) onto two-dimensional planes and labeled with respect to the active 
material and its concentration. 

 

Table 3 Classification accuracy of DR-processed THz spectra for the samples with various concentrations of active materials. 

 PCA LDA 

 Training Test Training Test 

Bayes 0.8871 0.8914 0.9975 0.9868 

125-NN 0.9090 0.9145 0.9975 0.9885 

SVM 0.8937 0.9046 0.9975 0.9868 

 

3.3 Samples with various concentrations of active materials under various (controlled) humidity conditions 

Absorption of the atmospheric water vapor is a well-known problem in the THz technology. In section 3.1, we observed that 
strong water absorption lines located around 1100 GHz and 1115 GHz almost completely attenuated the THz signal, 
preventing any useful measurements in the adjacent spectral range (Fig. 2 and Fig. 5). For weaker absorption lines that allow 
resolving the remaining THz signal, the reference measurement was able to efficiently remove the spectral features related 
to atmospheric water vapor (Fig. S3 in supplementary materials). However, in many potential out-of-the-lab applications 
e.g., stand-off identification of hazardous substances, obtaining a precise reference is difficult or even impossible to achieve. 
Consequently, the THz spectra may possess additional spectral features related to water absorption. To verify their impact 
on the performance of DR algorithms, we characterized all samples at three different RH levels of 90%, 50% and 10%, 
respectively. The reference measurements were performed at RH of 50%. The obtained THz spectra have three narrow peaks 
corresponding to the water absorption lines located at around 557 GHz, 753 GHz and 988 GHz (See Fig. S3 in the 
supplementary materials). The peaks are positive for measurements performed at RH 10% and negative for RH 90%. At RH 
50%, the peaks do not occur as they were removed by the reference.  
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Fig. 8 Three-dimensional projections of THz spectra obtained by a) PCA and b) LDA. The THz spectra of samples with various 
concentrations of active materials were measured under various humidity conditions.  

Using an unaltered methodology, we applied DR algorithms to project the THz spectra onto a three-dimensional subspace. 
As shown in Fig. 8a, PCA arranged the data into three distinctive clusters that correspond to RH level during the 
measurements. Each RH-related cluster contains smaller clusters corresponding to the active material contained in the 
sample and its concentration. We conclude that the additional variability related to the water absorption has an effect similar 
to the material concentration in section 3.2 and leads to further separation (grouping) of data in the principal components 
space. This had a significant impact on classification results of PCA-processed data, presented in Table 4. The k-NN 
algorithm, which showed the best performance, provided an accuracy of only around 0.70 and 0.69 for training and test set, 
respectively. In turn, training and test accuracies obtained with SVM were as low as 0.6321 and 0.6053. Fig. 8b shows that 
despite the additional variability, LDA provides an excellent separation between materials and great intra-class grouping. 
Classification results of the LDA-threated data summarized in Table 4 proves a superior performance of the supervised 
method. All classification algorithms yielded a unity accuracy on the training set and a test accuracy better than 0.986. The 
obtained results are similar to these from the previous section showing that the additional variance originating from the water 
absorption does not adversely affect LDA performance. 

Table 4 Classification accuracy of DR-processed THz spectra for the samples with various concentrations of active materials measured 
under various humidity conditions. 

 PCA LDA 

 Training Test Training Test 

Bayes 0.6612 0.6316 1.0000 0.9868 

95-NN 0.7007 0.6908 1.0000 0.9912 

SVM 0.6321 0.6053 1.0000 0.9868 

 

3.4 Manipulating class label in supervised methods 

Our results from previous sections show that due to using class membership information, supervised DR methods provide 
better separation of the materials and superior grouping in comparison to their unsupervised counterparts. However, class 
labels offer another important functionality. As an additional input parameter, they provide better control over the 
classification algorithm. To demonstrate this, we considered an example related to security screening, which is a potential 
application of THz spectroscopy. For security screening, it is not necessary to identify an exact material composition of the 
investigated object. Instead, it is more relevant to recognize whether the object pose any threat, specify a type and magnitude 
of the threat and determine the proper course of action in response. Therefore, we re-labeled the spectra used in section 3.2 
based on the type of hazard that the corresponding samples represent. RDX is a common explosive compound that has been 
used in numerous bomb plots including terrorist attacks. It is widely used as a stand-alone explosive but also as a part of 
explosive mixtures such as Composition C-4, Torpex and Semtex H [3]. Due to posing an imminent threat to multiple 
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persons, detection of RDX require immediate actions. Therefore, we labeled RDX as ‘Danger’. Theophylline is a 
pharmaceutical compound used to treat respiratory diseases such as asthma. It has a narrow therapeutic range and is toxic if 
ingested at higher doses. Nevertheless, in comparison to RDX, the threat it constitutes is minor and does not require such 
drastic measures. Consequently, Theophylline was assigned with a ‘Warning’ label. The rest of investigated materials 
(Galactitol, Lactose, L-TA, PABA and PE) does not pose any hazard; hence, they were labeled as ‘Safe’. 
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Fig. 9 THz reflection spectra projected onto a two-dimensional feature space using LDA. The labels used in supervised DR correspond 
to the hazard represented by the samples. Filled circles correspond to the training set, while empty squares to the test set. 

Subsequently, we used the spectra with new labels to train the LDA algorithm. Since we divided the data into three classes, 
LDA can project the data onto a two-dimensional subspace at most. Despite this limitation, LDA provides a perfect 
separation between newly established classes and an efficient intra-class grouping, as shown in Fig. 9. Furthermore, LDA 
shows a good generalization on the test data. As expected, none of the classifiers had any problems with LDA-processed 
data, yielding unity accuracy on both training and test set. This shows that by altering the class labels, it is possible to project 
the data into different groups that are more suitable for the desired application.  For comparison, we classified PCA-processed 
data using new class labels. Since the output of unsupervised methods does not depend on the class labels, we refer to the 
results from the section 3.2 (PC1-PC2 plane in Fig. 7). Obtained classification results, summarized in Table 5, show that 
PCA was not up to the task. Bayes classifier and k-NN correctly predicted only around 0.77 and 0.75 of test data, 
respectively. On the other hand, SVM yielded a higher, but still far from satisfactory, test classification accuracy of 
approximately 0.83. 

Table 5 Classification accuracy of DR-processed THz spectra for the samples with various concentrations of active materials, labeled 
according the type of hazard they represent. 

 PCA LDA 

 Training Test Training Test 

Bayes 0.7648 0.7747 1.0000 1.0000 

383-NN 0.7467 0.7500 1.0000 1.0000 

SVM 0.8361 0.8322 1.0000 1.0000 

 

4 CONCLUSIONS  
In summary, we compared the use of Principal Component Analysis and Linear Discriminant Analysis – two linear methods 
that represent an unsupervised and a supervised approach, respectively, for analysis of THz CW reflection spectra. We 
focused on two common applications of dimensionality reduction, namely data visualization and preprocessing the data for 
classification. In the simple scenario, where we considered only samples with a single concentration of active materials, both 
approaches were able to compress 817-dimensional spectra down to a two-dimensional subspace, while providing good 
discrimination between materials.  
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However, as we increased the complexity of the data by using samples with various concentrations of active materials, the 
performance of the unsupervised approach decreased significantly. We observed a formation of separate clusters for samples 
having different active material concentrations in PCA-processed data. The same effect was observed while evaluating 
measurements performed under various humidity conditions. Since the unsupervised methods depend only on the patterns 
in the data, the additional intra-class variance is transferred into the reduced lower-dimensional space. This may have a 
negative impact on the classification accuracy, especially for highly biased classifiers as those used in this study. On the 
other hand, using class membership information (labels) allowed LDA to effectively group the samples with the same active 
material despite differences in concentration and RH. As a result, LDA provides better visualization clarity and higher 
classification accuracy. Therefore, if the considered application provides the labels, we strongly recommend using 
supervised methods, as the use of unsupervised methods in this case involves neglecting information. Furthermore, using 
THz security screening as an example, we demonstrated that manipulating the labels allows tuning the output of the 
algorithm for the desired classification task. 

Despite showing a better performance and more flexibility than PCA, LDA has some drawbacks that need to be considered. 
When the number of observations is comparable to the number of features, a so-called poorly-posed problem, LDA tends to 
overfit the data. This can result in a significant drop in classification accuracy. Therefore, LDA requires more measurements 
than its unsupervised counterpart does, which in some applications may be an obstacle. We demonstrated that regularization 
is an effective solution for the overfitting problem; however, tuning the regularization parameter requires an additional user 
intervention. Since LDA aims to maximize the distance between classes and minimize the intra-class scatter, the distribution 
of the data in the lower-dimensional subspace is not as intuitive as it is the case in PCA, which aims to maximize the variance.   

Furthermore, our experiments show that simple algorithms (linear dimensionality reduction and basic classifiers such as 
Bayesian classifier and k-NN) are sufficient for visualization and classification of THz reflection spectra. In all presented 
scenarios, the obtained classification accuracy was better than 98.6% using LDA. However, we recognize that in more 
complex cases, such as measurements through covering materials and diffused reflection measurements, which are relevant 
for implementation of THz screening systems, the use of more sophisticated algorithms, e.g. neural networks, may be 
beneficial. 
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