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Abstract 5G cellular networks will heavily rely on the use of techniques that
increase the spectral efficiency (SE) to meet the stringent capacity require-
ments of the envisioned services. To this end, the use of coordinated multi-
point (CoMP) as an enabler of underlay spectrum sharing promises substantial
SE gains. In this work, we propose novel low-complexity coordinated resource
allocation methods based on standard linear precoding schemes that not only
maximize the sum-SE and protect the primary users from harmful interfer-
ence, but they also satisfy the quality-of-service (QoS) demands of the mobile
users. Furthermore, we devise coordinated caching strategies that create joint
transmission (JT) opportunities, thus overcoming the mobile backhaul / fron-
thaul throughput and latency constraints associated with the application of
this CoMP variant. Additionally, we present a family of caching schemes that
outperform significantly the “de facto standard” least recently used (LRU)
technique in terms of the achieved cache hit rate while presenting smaller
computational complexity. Numerical simulations indicate that the proposed
resource allocation methods perform close to their interference-unconstrained
counterparts, illustrate that the considered caching strategies facilitate JT,
highlight the performance gains of the presented caching schemes over LRU,
and shed light on the effect of various parameters on the performance.
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1 Introduction

1.1 Background

The sub-6 GHz spectrum will play a key role in the upcoming 5G cellular net-
works, as a means to provide the required levels of radio coverage and mobility
support [1]. This spectral segment, though, is highly congested [2]. Therefore,
the mobile network operators (MNO) will rely on network densification, which
enables higher frequency re-use across the service area, as well as on the uti-
lization of techniques that mitigate the inter-cell interference (ICI) and / or
increase the spectral efficiency (SE) [1, 2], in order to meet the stringent re-
quirements of the envisioned services in terms of downlink capacity [3].

Coordinated multi-point (CoMP) constitutes an example, wherein neigh-
boring base stations (BS) cooperate with each other to coordinate their re-
source allocation policies [4,5]. Typically, inter-BS cooperation is limited within
clusters to reduce the corresponding overhead. Spectrum sharing is another
example, where MNOs access the licensed spectrum of incumbents either by
detecting (e.g., via spectrum sensing) and subsequently exploiting idle chan-
nels (interweave model) or by maintaining (e.g., via power control) the power
of the co-channel interference (CCI) that is received by the incumbents below
a predefined threshold (underlay model) [6, 7]. In principle, the latter model
presents higher SE gains than the former one (e.g., see [8]).

1.2 Motivation and Related Work

The aforementioned spectrum sharing paradigms have been met with skepti-
cism by the community, because of their inability to provide quality-of-service
(QoS) guarantees to the end users. Licensed shared access (LSA) and its en-
hancements are database-assisted orthogonal spectrum sharing methods that
address this issue [9–11]. However, the capacity target of the next-generation
cellular networks demands more aggressive re-use of the spectral resources.
CoMP can serve as an enabler of underlay spectrum sharing, thus further
improving the sum-SE, whilst satisfying the QoS demands of the end users,
thanks to its advanced interference management and resource allocation fea-
tures. Surprisingly enough, though, the relevant works consider the maximiza-
tion of the sum-SE under a QoS-agnostic context [4,12,13]. Furthermore, these
studies consider the use of simple standard linear precoding schemes only in
special cases [4].

Moreover, although serving jointly the scheduled users is commonly more
efficient than serving disjoint groups of users in a coordinated manner, the lat-
ter coordinated beamforming (CBF) variant is applied much more frequently
than the former joint transmission (JT) variant. This is because CoMP-JT,
in contrast to CoMP-CBF, requires also the sharing of user data among the
cooperating BSs in addition to channel state information (CSI) and control
information, thus imposing a heavy burden on the mobile transport network
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in terms of throughput and latency requirements [4]. Mobile edge caching,
wherein servers that have been installed at the network edge (e.g., at the
cell sites) store frequently requested content to serve future user requests lo-
cally, thus reducing the latency and the network traffic [14–16], provides a
workaround to this problem. More specifically, the redundancy of the stored
content across the cache servers creates JT opportunities while completely
eliminating the need for user data exchanges [17]. Nevertheless, most studies
consider uncoordinated transmissions when cache-aided CoMP-JT cannot take
place [18, 19]. This approach is highly suboptimal from a sum-SE maximiza-
tion and interference management perspective and does not suit the underlay
spectrum sharing context under consideration.

The caching algorithm that runs on a cache server determines which con-
tent will enter or get evicted from the local storage, so that the performance
is optimized w.r.t. a given metric. The main performance measure is the cache
hit rate, i.e., the fraction of user requests that are served by the cache. Least re-
cently used (LRU) constitutes the most commonly employed caching scheme,
due to its simple software implementation, constant O(1) update effort per
request, and ability of adapting to the temporal dynamics of the access pat-
tern. On the other hand, this caching strategy is highly inefficient. Several
alternatives that significantly outperform LRU while preserving its beneficial
characteristics have been studied in the literature [14,15,20], but not under a
cache-aided CoMP-JT context.

1.3 Contributions

In this work, we aspire to fill the above-mentioned gaps in the literature. More
specifically, we propose QoS-aware and QoS-agnostic coordinated interference-
constrained power allocation methods for CoMP-CBF, considering both strict
and relaxed interference power thresholds (IPT), as well as a coordinated
interference-constrained equal power allocation strategy for CoMP-JT. These
techniques are based on the use of standard linear precoding schemes and
therefore can be easily adopted by commercial networks. In addition, we devise
coordinated caching strategies that create JT opportunities and present simple
caching schemes with O(1) update effort per request that achieve higher cache
hit rate than LRU. The performance of the considered resource allocation and
caching methods is evaluated via an extensive set of numerical simulations,
where CoMP-CBF is utilized when cache-aided CoMP-JT cannot take place.

1.4 Organization and Mathematical Notation

The paper is organized as follows: In Section 2 the system setup is presented,
while Section 3 introduces the system model. The proposed resource allocation
techniques and their implementation algorithms are given in Section 4, whereas
the caching strategies are described in Section 5. The simulation results are
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discussed in Section 6. Finally, Section 7 provides a summary of this work and
presents our conclusions.

Mathematical Notation: C and R denote the set of complex and real num-
bers, respectively, while R+ denotes the set of non-negative reals. a ∈ C is
a complex-valued scalar. a ∈ Cn represents a n-dimensional column vector
with complex-valued elements. |a| denotes the magnitude (absolute value)
of a complex-valued (real-valued) scalar a, whereas ‖a‖ stands for the Eu-
clidean norm of a. A ∈ Cn×m represents a n × m matrix A with complex-
valued entries. (A)∗j = a∗j denotes the j-th column of A. A−1, AT , A†,

and A# := A†
(
AA†

)−1
denote the inverse, transpose, Hermitian transpose,

and Moore-Penrose pseudo-inverse, respectively, of A. A = diag (a1, . . . , an)
denotes a n × n diagonal matrix A whose entries on the main diagonal are
(A)ii = ai, while A = blkdiag (A1, . . . ,An) represents a block diagonal ma-
trix with blocks Ai on the main diagonal (i = 1, . . . , n). In and 0n denote
the n×n identity matrix and the n-dimensional null vector, respectively. E [·]
denotes the expectation operator. a ∼ CN

(
µ, σ2

)
represents a circularly sym-

metric complex Gaussian (CSCG) variable a with mean value µ and variance
σ2, while a ∼ CN

(
µ, σ2In

)
represents a CSCG vector a whose mean value

vector and correlation matrix are µ and σ2In, respectively. Finally, S is a set
and a+ := max(0, a) for a ∈ R.

2 System Setup

We consider an underlay spectrum sharing setup wherein the secondary system
(SS) is a cellular network and the primary system (PS) is a single-input single-
output (SISO) link. The SS is comprised by M cells. In each cell, a BS with
N antennas and K active single-antenna mobile stations (MS) are located.
Thus, there are M BSs, NT = MN transmit antennas, and KT = MK MSs
or receive antennas in the cellular network. In CoMP-JT each BS serves all
the KT MSs, whereas in CoMP-CBF it serves only the K MSs of its own cell.
Also, each BS is equipped with a cache of storage capacity C � F files, where
F is the size of the content catalog. We assume files of equal size.

The m-th BS is denoted as BSm and the k-th MS in the m-th cell is denoted
as MSkm (m ∈M = {1, . . . ,M} and k ∈ K = {1, . . . ,K}). Similarly, the m-th
cache server is denoted as Cm. On the other hand, the transmitter and the
receiver of the PS are denoted simply as TXPS and RXPS, respectively.

In this work, we assume that: all cells belong to a single cooperation cluster;
the BSs serve their users on a single time-frequency resource; the cellular
network utilizes universal frequency re-use; the resource allocation decisions
in each cluster (e.g., precoding and power allocation) are taken by a master
BS / central unit based on global (cluster-wise) CSI [4]; the mobile transport
network is ideal; the nodes have perfect knowledge of the relevant channels;
RXPS informs the master BS about its IPT; and the transmitted symbols
and BF vectors are normalized to unit power. Moreover, we consider quasi-
static frequency-flat standard i.i.d. Rayleigh fading channels; i.i.d. zero-mean
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additive white Gaussian noise (AWGN) with unit variance; and i.i.d. Zipf
distributed user requests to the files of the catalog [14,21,22].

Fig. 1 illustrates the system setup, omitting the cache servers for simplicity.
We distinguish between intra-system CCI, which consists of intra-cell multi-
user interference (MUI) and ICI components, and forward / reverse inter-
system (FIS / RIS) CCI, as shown in this figure.

3 System Model

The channel between MSkm and BSj is denoted as hjkm ∼ CN (0N , IN ), while
the BF vector, transmission power, and transmitted data symbol associated
with this link are denoted as wj

mk ∈ CN , P jmk ∈ R+, and sjmk ∼ CN (0, 1),
respectively (k ∈ K; m, j ∈ M). Similarly, the channel between RXPS and
TXPS is denoted as g ∼ CN (0, 1), while the transmission power and trans-
mitted data symbol associated with this link are denoted as P ∈ R+ and
d ∼ CN (0, 1), respectively. On the other hand, the interfering channels between
MSkm and TXPS and between RXPS and BSj are denoted as hkm ∼ CN (0, 1)
and gj ∼ CN (0N , IN ), respectively. Finally, the AWGN at MSkm and RXPS

is denoted as nkm ∼ CN (0, 1) and z ∼ CN (0, 1), respectively.

3.1 Coordinated Beamforming

System Model Assuming the application of CoMP-CBF, the complex base-
band representation of the received signal at MSkm at a given time sample,
ykm ∈ C, is:

ykm =

M∑
j=1

K∑
l=1

(
hjkm

)†
vjjl + hkm

√
Pd+ nkm, (1)

where vjjl ∈ CN is expressed as:

vjjl = wj
jl

√
P jjls

j
jl, j ∈M, l ∈ K. (2)

In Eq. (1) we have omitted the time index, for convenience. Also, we have im-
plicitly assumed that k ∈ K and m ∈M. We follow these practices throughout
the manuscript. The first term at the right-hand-side (RHS) of Eq. (1) can be
decomposed into the sum of a data component, an intra-cell MUI component,
and an ICI component as follows:

y̆km = (hmkm)
†
vmmk +

K∑
i=1
i 6=k

(hmkm)
†
vmmi +

M∑
j=1
j 6=m

K∑
l=1

(
hjkm

)†
vjjl. (3)

The remaining terms at the RHS of Eq. (1) represent, from left to right, the
RIS CCI and the AWGN at MSkm.
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Fig. 1: System setup, notation, and types of interference.

The complex baseband representation of the received signal at RXPS, y ∈
C, is given by:

y = g
√
Pd+

M∑
m=1

K∑
k=1

(gm)
†
vmmk + z. (4)

The first term at the RHS of Eq. (4) is the data component, the next one is
the FIS CCI component, and the last one is the AWGN at RXPS.

SINR, Data Rate, and Sum-Rate The signal-to-interference-plus-noise-ratio
(SINR) of MSkm, γkm ∈ R, is given by:

γkm =
|vmmk|

2

K∑
i=1
i 6=k

|vmmi|
2

+
M∑
j=1
j 6=m

K∑
l=1

∣∣∣vjjl∣∣∣2 + Ikm

, (5)

where

|vmmk|
2

=
∣∣∣(hmkm)

†
wm
mk

∣∣∣2 Pmmk (6)

and
Ikm = |hkm|2 P + 1. (7)

The nominator in Eq. (5) corresponds to the power of the data signal com-
ponent that is received at MSkm. Ikm is the sum of the powers of the RIS
CCI and the AWGN at MSkm. The remaining terms at the denominator of
Eq. (5) represent, from left to right, the power of the intra-cell MUI and ICI
components that are received at MSkm.

If we assume that the transmitted symbols are drawn by a zero-mean com-
plex Gaussian distribution, then the data rate of this user, Rkm ∈ R+, is given
by the Shannon formula:

Rkm = log2 (1 + γkm) . (8)
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Finally, the sum-rate (SR) of the cellular network per unit of spectral
bandwidth (i.e., the sum-SE), R ∈ R+, is given by:

R =

M∑
m=1

K∑
k=1

Rkm. (9)

Composite Block Matrix Representation The composite system model of the
SS in block matrix form, ignoring the RIS CCI for convenience, is given by:

ySS = HW (PSS)
1/2

s + n. (10)

where ySS =
[
y11 · · · yKM

]T
, s =

[
s11 · · · sMK

]T
, and n =

[
n11 · · · nKM

]T
are the received symbols vector, transmitted symbols vector, and AWGN vec-
tor, respectively.

The composite channel matrix in Eq. (10) is:

H =

H1

...
HM

 , (11)

where

Hm =


(
h1
1m

)† · · · (hM1m)†
...

. . .
...(

h1
Km

)† · · · (hMKm)†
 . (12)

That is, Hm holds the channels of the K users in the m-th cell with the M
BSs. More specifically, the k-th row holds the channels of the k-th user in the
m-th cell MSkm with BS1, . . . ,BSM .

The precoding matrix in Eq. (10) is:

W =
[
W1 · · ·WM

]
, (13)

where

Wm =

w
1
m1 · · · w1

mK
...

. . .
...

wM
m1 · · · wM

mK

 . (14)

That is, Wm holds the BF vectors of the M BSs for the users in the m-th cell.
More specifically, the k-th column holds the BF vectors of BS1, . . . ,BSM for
the k-th user in the m-th cell MSkm.

The power allocation (PA) matrix in Eq. (10) is:

PSS = blkdiag (P1, . . . ,PM ) , (15)

where
Pm = diag (Pmm1, . . . , P

m
mK) . (16)

That is, Pm holds the powers allocated by BSm to itsK users MS1m, . . . ,MSKm.
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3.2 Joint Transmission

Similar to the CoMP-CBF case, the complex baseband representation of the
received signal at MSkm when CoMP-JT is applied is given by:

ykm =

M∑
j=1

M∑
l=1

K∑
i=1

(
hjkm

)†
vjli + hkm

√
Pd+ nkm. (17)

The first term at the RHS of Eq. (17) can be decomposed into the sum of
a data component, an intra-cell MUI component, and an ICI component as
follows:

y̆km =

M∑
j=1

(
hjkm

)†
vjmk +

M∑
j=1

K∑
i=1
i 6=k

(
hjkm

)†
vjmi +

M∑
j=1

M∑
l=1
l 6=m

K∑
i=1

(
hjkm

)†
vjli. (18)

The complex baseband representation of the received signal at RXPS is
given by:

y = g
√
Pd+

M∑
m=1

M∑
l=1

K∑
k=1

(gm)
†
vmlk + z. (19)

The SINR expression and composite block matrix system model for the
CoMP-JT case can be easily derived by these equations and are omitted here.
In the following sections, we will assume that CoMP-CBF is applied, unless it
is explicitly stated otherwise.

4 Resource Allocation Methods and Algorithms

4.1 Transmission Constraints

Each transmission from a BS to one of its K users has non-negative power:

Pmmk ≥ 0. (20)

Furthermore, the transmissions within the SS are subject to a sum-power
constraint (SPC) per BS, i.e., each BS is allowed to serve its K users with a
total power that does not exceed a maximum value PT :

K∑
k=1

Pmmk ≤ PT . (21)

In addition, the operation of the SS is subject to an interference power con-
straint (IPC), i.e., the total power of the FIS CCI component that is received
at RXPS should not exceed an IPT PI . By defining:

αmmk =
∣∣∣(gm)

†
wm
mk

∣∣∣2 , (22)
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we can express the IPC as follows:

M∑
m=1

K∑
k=1

αmmkP
m
mk ≤ PI . (23)

In many cases, we should ensure that the data rate of MSkm is at least
equal to a minimum value R̃km > 0. This QoS constraint is expressed as:

Rkm ≥ R̃km, (24)

or, in view of Eq. (8), w.r.t. the minimum required SINR γ̃km:

γkm ≥ γ̃km. (25)

4.2 General Optimization Problems

Problem P1.A refers to the joint determination of the BF vectors and al-
located powers that maximize the SR under the constraints of Section 4.1:

max.
wm

mk, P
m
mk

m∈M, k∈K

R =

M∑
m=1

K∑
k=1

log2 (1 + λmmkP
m
mk) (26a)

s.t.

K∑
k=1

Pmmk ≤ PT , m ∈M, (26b)

M∑
m=1

K∑
k=1

αmmkP
m
mk ≤ PI , (26c)

Pmmk ≥ P̃mmk, k ∈ K, m ∈M, (26d)

where λmmk = γkm/P
m
mk and the per-user QoS constraints in Eq. (26d) are

derived from Eq. (25) by substituting γkm = λmmkP
m
mk and γ̃km = λmmkP̃

m
mk,

with P̃mmk denoting the minimum power that should be allocated to MSkm.

By setting P̃mmk = 0, the per-user QoS constraints in Eq. (26d) are converted
into the non-negative allocated power per-user constraints of Eq. (20) and the
resulting optimization problem is referred to as P1.B. If, in addition, we omit
the IPC of Eq. (26c), we obtain P1.C. Note that these optimization prob-
lems are non-convex, due to the inter-user coupling through the interference
components at the denominator of the SINR term in the expression of the SR.
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4.3 Relaxed Optimization Problems based on Zero-Forcing Precoding

Let us assume the application of coordinated zero-forcing (ZF) precoding at
the SS in a spectrum-sharing-agnostic manner, i.e., by ignoring the inter-
system CCI terms. The ZF precoding matrix W(ZF) is obtained as follows [4]:

F(ZF) = H# = H†
(
HH†

)−1
. (27a)

W(ZF) =

(
F(ZF)

)
∗j∥∥∥(F(ZF)
)
∗j

∥∥∥ , j = 1, . . . ,KT . (27b)

ZF eliminates the intra-system CCI within the cellular network (i.e., the
intra-cell MUI and the ICI). That is,

K∑
i=1
i6=k

(hmkm)
†

(vmmi)
(ZF)

+

M∑
j=1
j 6=m

K∑
i=1

(
hjkm

)† (
vjji

)(ZF)
= 0. (28)

Thus, the SINR of MSkm becomes:

γkm =

∣∣∣(hmkm)
†

(wm
mk)

(ZF)
∣∣∣2 Pmmk

|hkm|2 P + 1
. (29)

After the application of ZF precoding, P1.A-P1.C are converted into the
corresponding convex PA tasks P2.A-P2.C, since the coupled interference
terms have been removed from the objective function.

4.4 Solutions to the Relaxed Optimization Problems and Algorithms

The solutions to the aforementioned PA tasks are presented in the following
theorem [23].

Theorem 1 The solution to P2.A is given by the coordinated QoS-aware
interference-constrained PA (CQA-ICPA) scheme:

Pmmk =

(
1

ln 2 (νm + µαmmk)
− 1

λmmk
− P̃mmk

)+

+ P̃mmk, (30)

where νm and µ are Lagrange multipliers associated with the SPCs and the
IPC, respectively.

Similarly, the solution to P2.B is the coordinated ICPA (C-ICPA) scheme
that is obtained from Eq. (30) by setting P̃mmk = 0 :

Pmmk =

(
1

ln 2 (νm + µαmmk)
− 1

λkm

)+

. (31)
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These solutions are obtained by taking the Lagrangian form of the corre-
sponding optimization problems and applying the Karush-Kuhn-Tucker (KKT)
conditions [24]. The iterative algorithm that calculates the Lagrange multipli-
ers and implements these solutions is presented in Algorithm 1. The algorithm,
whose accuracy is controlled by the parameter δµ > 0, makes use of the bisec-
tion method to update the value of µ in each iteration based on whether the
IPC is met or not. Note that when the IPC is inactive, µ = 0 and the algorithm
reduces to the corresponding interference-unconstrained PA (IUPA) solution,
that is, to CQA-IUPA or to C-IUPA. The latter is the solution to P2.C and
corresponds to the standard coordinated water-filling (WF) PA scheme for a
stand-alone CoMP-CBF cellular setup [4].

4.5 Solutions for Alternative Linear Precoding Schemes

Maximum ratio transmission (MRT) is an egoistic precoding strategy that
matches the BF vector of each user to its channel vector, in order to maximize
the receive signal-to-noise-ratio (SNR) [4]:

(w̃m
mk)

(MRT)
= hmkm; (wm

mk)
(MRT)

=
(w̃m

mk)
(MRT)∥∥∥(w̃m

mk)
(MRT)

∥∥∥ . (32)

In contrast to the altrouistic ZF precoding scheme, MRT performs well in the
noise-limited low-SNR regime, since it focuses the radiated power towards the
intended users, but its capacity floors in the interference-limited high-SNR
regime, due to the uncoordinated CCI.

Regularized ZF (RZF), on the other hand, is an extension of ZF precoding
that maximizes the SINR at each user, in order to improve the performance
in the low-SNR regime. That is, we have for j = 1, . . . ,KT [4]:

F(RZF) = H†
(

1

KT
IKT

+ HH†
)−1

; W(RZF) =

(
F(RZF)

)
∗j∥∥∥(F(RZF)
)
∗j

∥∥∥ . (33)

Although these precoding techniques do not eliminate the intra-system
CCI within the SS, we can apply heuristically the PA solutions derived in
Section 4.4 for ZF precoding [4].

4.6 Suboptimal Power Allocation Methods

A simple suboptimal PA method for both the CoMP-CBF and CoMP-JT cases
would be to allocate equal power to the users, taking though into account the
SPCs and the IPC, as shown in Proposition 1.
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Algorithm 1 CQA-ICPA and C-ICPA Algorithm for CBF

1: procedure CQA-ICPA(λmmk, α
m
mk, PT , PI , P̃

m
mk)

2: Initialize: µmin, µmax

3: while |µmax − µmin| > δµ do
4: µ = (µmin + µmax) /2
5: if (ICPA) then
6: Set: P̃mmk = 0
7: end if
8: for m = 1 to M do
9: Find min (νm), νm ≥ 0 :∑K

k=1

((
1

ln 2(νm+µαm
mk)
− 1
λm
mk
− P̃mmk

)+

+ P̃mmk

)
≤ PT

10: end for
11: Compute Pmmk according to Eq. (30) (CQA-ICPA) or Eq. (31) (ICPA)

12: if
∑M
m=1

∑K
k=1 α

m
mkP

m
mk ≥ PI then

13: µmin = µ
14: else
15: µmax = µ
16: end if
17: end while
18: Output: Pmmk, m ∈M; k ∈ K
19: end procedure

Proposition 1 The coordinated interference-constrained equal PA (C-ICEPA)
scheme allocates the following power to each user:

Pc =


min

PT

K , PI
M∑

m=1

K∑
k=1

αm
mk

 (CoMP-CBF)

min

 PT

MK ,
PI

M∑
j=1

M∑
m=1

K∑
k=1

αj
mk

 (CoMP-JT)

. (34)

Note that when the IPC is inactive, C-ICEPA is reduced to conventional C-
IUEPA, i.e., Pc = PT /K for CoMP-CBF or Pc = PT /MK for CoMP-JT.

4.7 Projected ZF Precoding

The composite FIS CCI channel g ∈ CNT is defined as:

g =
[
g1 · · · gM

]
. (35)

Let us define:

ĝ =
g†

‖g‖
. (36)

The projection of the composite channel matrix H into the null space of ĝ
is given by:

Ĥ = H
(
INT
− ĝ (ĝ)

†
)
. (37)
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When the IPT is hard, we can compute the ZF precoders based on Ĥ and
then apply conventional C-IUPA or CQA-IUPA, instead of computing them
based on H and applying C-ICPA or CQA-ICPA, respectively. This method is
called projected ZF (P-ZF) precoding with C-IUPA / CQA-IUPA and ensures
that the FIS CCI is completely eliminated.

5 Coordinated Caching

5.1 Zipf’s Law

Several measurements of the patterns of requests for content on the Internet
revealed that the user behavior is governed by Zipf’s law, so that a small subset
of popular objects (e.g., videos, files, web site pages, etc.) attracts the main
portion of the user requests. In particular, a Zipf distribution associated with
a finite set F of F objects Or attributes request probabilities p(r) to these
objects corresponding to their popularity rank r = 1, . . . , F , with p(1) ≥ · · · ≥
p(F ), according to the following relation:

p(r) = Ar−β =
r−β∑F
r=1 r

−β
, A, β > 0, (38a)

F∑
r=1

p(r) = 1⇒ A = p(1) =
1∑F

r=1 r
−β
, (38b)

where A is a normalization constant and β is a shaping factor that determines
the skewness of the distribution. Typically, β ∈ {0.5, 1} [21, 22,25,26].

The high concentration of user requests to a small number of popular
objects implies that even relatively small caches can be quite efficient, in terms
of the achieved cache hit rate, provided that the applied caching strategy stores
the most popular objects in the cache.

5.2 Content Popularity Dynamics

In Section 5.1, we have implicitly assumed a stream of i.i.d. requests to the
objects, so that a request refers to an object Or with a constant probability
p(r). Under this independent reference model (IRM) [27], the optimum hit
rate of a cache with storage capacity sufficient to hold C � F objects equals
the sum of the access probabilities of the top C objects in terms of popularity
ranking, i.e., hCopt =

∑C
r=1 p(r).

In practice, though, the popularity of the objects changes over time and
new objects enter the content catalog. Nevertheless, the popularity dynamics is
in general relatively low (i.e., rank changes take place in the time scale of hours
or days and affect only a small subset of the objects each time [21, 26]). For
such slowly varying pattern, the hit rates achieved by caches that serve a large
user population and handle hundreds of thousands of requests per day are close
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to the ones computed under IRM conditions for Zipf distributed requests [20].
Thus, Eq. (38) represents in most cases a simple, yet valid approximation of
content access patterns.

Therefore, we can approach the optimum hit rate in practice if we hold in
the cache the most popular objects over long timeframes [14, 15, 20]. On the
other hand, a practical caching scheme should be able to react to the popularity
changes observed in realistic scenarios by replacing formerly popular cached
objects with new ones that became “hot” in a recent timeframe, in order to
avoid the pollution of the cache storage by outdated objects.

5.3 Caching Schemes

A caching scheme assigns values to the objects either explicitly according to
a score function or implicitly via a ranking method, in order to determine
which objects to store in or drop from the local storage. It is typically imple-
mented in software as some type of list of stored objects. The computational
complexity of the cache storage lookup, cache update, and object insertion /
replacement operations is of major importance in practical implementations.
Several caching schemes whose goal is to maximize the cache hit rate have
been studied in the literature.

LRU and LFU Least recently used (LRU) ranks the objects according to their
time-of-last-access and stores in a cache of size C the C most recently refer-
enced objects, sorted in decreasing request recency order. LRU is the most
widely adopted caching scheme due to its simple implementation, constant
O(1) effort per request for putting the requested object on the top of the
cache stack, and ability to adapt to the access pattern dynamics, since it pro-
motes the caching of recently “active” objects [14]. On the other hand, this
caching scheme is highly inefficient, as it has been shown analytically as well as
through numerical simulations and trace-based measurement studies, because
it does not take into account object popularity in the caching and replace-
ment decisions. In fact, the absence of request count statistics leads often to
the pollution of LRU caches by objects that are referenced only once, which
degrades the caching efficiency [14,15,20]. Moreover, LRU presents a high rate
of loading objects into the cache, since in each cache miss the requested ob-
ject is transferred to the cache storage. The frequent downloading of external
objects increases the processing load, the latency, and the network traffic.

Least frequently used (LFU), on the other hand, counts the number of past
requests to each object and holds in a cache of size C the C most frequently
referenced objects, sorted in decreasing request frequency order. Typically,
LRU is used as a tie-breaker between objects of the same value. LFU achieves
the optimum hit rate under IRM conditions, since its request count statistics
converge over time and reflect the popularity ranking of the objects. Also, LFU
allows the caching of requested objects only when their request count is higher
than (or at least equal to) the request count of the least frequently referenced
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cached object, thus reducing the loading rate of external objects into the cache.
However, this caching strategy is rarely used in practical applications, since its
unlimited request statistics leads to pollution of the cache by currently irrele-
vant objects that are maintained in the local storage over long timeframes due
to their high request count and influece the caching and replacement decisions.
Yet, LFU serves as a benchmark under the IRM. Another reason why LFU
has not been preferred in practice is because the conventional implementation
of this caching scheme presents an O(C) insertion, replacement, and update
complexity for maintaining a perfectly sorted (w.r.t. the request count of the
objects) cache list of size C. Nevertheless, we should note that there have been
proposed also implementations of LFU with O(1) effort per request (which,
however, require at least twice the time needed by LRU to perform a cache
update) [28].

Design Criteria Several alternatives to these standard caching methods have
been proposed in the literature. Our focus is on caching schemes that meet
the following criteria [20]:

1. They have simple implementation and present constant O(1) effort per
request.

2. They approach the optimum LFU hit rate under IRM conditions.
3. They react to the dynamically changing popularity of the objects.
4. They implement some admission control and replacement policy that re-

duces the rate of loading external objects into the cache.
5. They provide the flexibility to consider other performance metrics than the

cache hit rate.

Typically, such caching strategies inspect access statistics of past requests
to extract information about the frequency and recency of requests to objects.

WLFU and WLFU-NE Window LFU (WLFU) [14] restricts the LFU princi-
ple in a sliding window (SW) of W requests, which acts as an aging mechanism
that prevents cache pollution with objects of decreasing relevance. The window
size determines the reach of the statistics in the past and, thus, represents a
single adaptation parameter for balancing the impact of request frequency and
recency information on caching and replacement decisions. WLFU resembles
LRU for small window sizes and approaches LFU as the window size increases.
We can further simplify this caching method by performing insertion of objects
always from the beginning of the cache list (i.e., in an LRU-like fashion) and
by considering simple cache updates that involve the comparison of the scores
of the requested object upon a cache hit or of a cached object whose request
dropped from the window and its neighbor from left or from right in the cache
list, respectively. This WLFU with neighbor (position) exchange (WLFU-NE)
cache updates scheme starts with a cache list that is partially sorted w.r.t. the
objects’ scores and over time results in a perfectly sorted cache list via the
aforementioned simple cache updates [15].
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Fig. 2: Replacement operation of an SG-LRU cache with size C = 4 that
utilizes the WLFU score function with a sliding window of size W = 8.

SG-LRU and SG-C By using LRU-type updates instead of WLFU-NE up-
dates, we get score-gated LRU (SG-LRU) [20]: a caching scheme that combines
the LRU principle for simple implementation and fast updates with a score-
gate function (here, WLFU) for avoiding the frequent loading of objects in
the cache and storing the most popular objects in a recent timeframe. Fig. 2
depicts the operation of this caching scheme with the help of an example.
SG-LRU runs faster than LRU, since it avoids the frequent updates caused
by cache misses. Moreover, it replaces over time lower ranked objects with
higher ranked ones in the cache and approximates closely WLFU / WLFU-
NE. If we omit the LRU cache structure (i.e., if upon a cache hit we simply
update the score of the requested object but not its position in the cache list)
and compare in each user request the score of the requested object with the
score of a random cached object that is determined by a corresponding pointer
(“clock hand”) that cycles through the cache list, then we will obtain an even
simpler score-gated clock (SG-C) scheme [28]. SG-C runs faster than SG-LRU
due to the fact that the LRU updates caused by cache hits are relatively
time-consuming operations, in contrast to the LRU updates caused by cache
misses. Notice that SG-LRU and SG-C provide the flexibility to use an arbi-
trary scoring function for ranking the objects and, therefore, can optimize the
performance w.r.t. any criterion. Thus, these caching strategies meet all the
design criteria mentioned previously. This is in contrast to WLFU and WLFU-
NE, where the scoring function defines also and the cache structure / caching
principle. Hence, these caching schemes do not meet the design criterion (5).
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5.4 C3RE Caching

In this work, we propose a coordinated content caching with redundancy en-
hancement (C3RE) method, where upon a local cache miss the target cache
downloads the requested object from another cache in the cluster if possible
(global cache hit), thus leaving the fetching of this object from the origin server
as a last resort (global cache miss). Upon a global cache hit, the remote cache
may update only its window (cooperation variant II.A) or both its window and
local storage (cooperation variant II.B) or none of them (cooperation variant
I), assuming that WLFU, WLFU-NE, or SG-LRU is utilized. When SG-C is
employed, only the cooperation variants I and II.A (simply called variant II
in this case) are valid. Similarly, when LRU is applied, the remote cache may
(variant II) or may not (variant I) update its local storage upon a global cache
hit. On the other hand, whenever a file enters the target cache, the correspond-
ing BS updates both the window and local storage of its cache, unless SG-C
which involves only score updates is used.

Cooperative caching reduces the latency and network traffic associated
with the downloading of objects from the origin server upon local cache misses
at the expense of some cooperation overhead to fetch the requested object
from a remote cache. Furthermore, the aforementioned caching variants create
different levels of content redundancy across the cache servers, which can be
exploited towards JT transmissions.

6 Performance Evaluation via Numerical Simulations

6.1 Cache Hit Rates

In this section, we study the performance of the considered C3RE variants
when LRU, SG-LRU, SG-C, and WLFU-NE is applied, in terms of the average
local, global, and total cache hit rate (LHR, GHR, and THR, respectively)
that is achieved after Nsim = 1, 000 simulation runs. We assume a cooperation
cluster consisting of M = 2 cells, with K = 1 active user per cell that has been
selected from a large user population via some user scheduling algorithm. We
also assume initially a content catalog with a size of F = 10, 000 files, Nc = 2
cache servers (one for each BS) with a storage capacity of C = 100 files
each (i.e., equal to the 1% of the catalog size), Nr = 1, 000, 000 user requests
addressed to each cache server in every simulation run, and a window with a
size of W = 100, 000 requests (i.e., equal to the 10% of the requests). Note that
in each simulation run, we ignore the results of the first 25% of the requests,
to exclude the cache filling phase and transient behavior from the steady-state
performance evaluation.

Use Case (1): We vary the shape parameter of the Zipf distribution as β =
{0.5; 0.75; 0.99}. The hit rates are shown in Fig. 3.
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Fig. 3: Cache hit rates for varying Zipf shape parameter β.

– LHR: The LHR of all caching strategies improves as β increases, as ex-
pected. For LRU, this is attributed to the fact that as the popular ob-
jects become “hotter”, they are typically requested more often in shorter
time intervals and, therefore, enter more frequently the LRU cache. The
statistics-based caching schemes achieve similar LHR across the considered
range of β, except for the SG-C variants whose LHR degrades for high β
due to the random selection of the “least valuable” cached object, which
does not let this strategy to exploit the high unbalance of user requests
in favor of popular objects in this scenario. Naturally, the statistics-based
caching schemes outperform significantly LRU, due to the exploitation of
request count information in the caching and replacement decisions. We
should also mention that LRU II, where the remote cache is allowed to
update its local storage upon a global cache hit, achieves higher LHR than
LRU I across the considered range of β. This is due to the fact that such
remote cache updates provide an indirect and limited, yet useful indication
of global statistics, whose exploitation leads to higher LHR for the remote
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cache. On the other hand, we don’t notice major performance differences
between the variants of the statistics-based caching schemes.

– GHR: LRU outperforms significantly the other caching schemes, especially
for moderate and large values of β, with the exception of SG-C II which
performs much better than LRU for β = 0.99. The superiority of LRU
against the statistics-based strategies is explained by the fact that the re-
mote cache acts as a second-level cache that deals with requests that have
been filtered by the target cache and, therefore, do not follow a Zipf dis-
tribution. Similarly, the random selection of cached objects whose score
controls whether an insertion of an external object into the cache will take
place or not, makes SG-C to perform similar to LRU—or even better than
LRU when the remote cache is allowed to update its scores. Furthermore,
we see that the GHR of LRU improves as β gets larger, in contrast to
the behavior of the remaining caching strategies. This phenomenon is at-
tributed to the filtering of the requests from the target cache, which reduces
the influence of content popularity in caching and replacement decisions.
Another interesting observation is that the corresponding variants of the
statistics-based caching schemes perform close to each other, as well as
that in the majority of cases the exploitation of global statistics improves
the GHR.

– THR: The THR of all caching schemes improves as β increases. Further-
more, we see that the statistics-based caching techniques outperform only
slightly LRU, with their performance gain over LRU being a little bit higher
for larger values of β. This is because their LHR gains are partially com-
pensated by the GHR gains of LRU. Also, we observe that these statistics-
based strategies perform close to each other, with the notable exception of
SG-C I whose THR drops significantly when β = 0.99 (in comparison to
other similar strategies).

Use Case (2): We set β = 0.75 and vary the cache size as C = {10; 100; 1, 000}
(i.e., as {0.1%; 1%; 10%} of the catalog size). We should mention that a cache
size equal to the 10% of the catalog size is rather unrealistic and it has been
added here only as a means to study the cache behavior in extreme conditions.
The hit rates are shown in Fig. 4.

– LHR: The LHR of all caching strategies grows with the cache size, as ex-
pected. The statistics-based caching schemes perform close to each other,
with the exception of the case for C = 1, 000 where the performance of the
WLFU-NE variants and of SG-C II is a little worse and considerably worse,
respectively, than the performance of the SG-LRU variants and SG-C I.
The small performance degradation of WLFU-NE for large cache size is
caused mainly by the fact that the successive neighbor exchange updates
take a long time to produce a sorted cache list w.r.t. the score of the cached
objects. On the other hand, the significant performance degradation of SG-
C II for large caches is attributed to the fact that such caches store along
with the few very popular objects a large number of not so popular objects.



20 Konstantinos Ntougias et al.

10 100 1,000

C

0

10

20

30

40

50

60

L
H

R
 (

%
)

LRU I

LRU II

SG-LRU I

SG-LRU II.A

SG-LRU II.B

SG-C I

SG-C II

WLFU-NE I

WLFU-NE II.A

WLFU-NE II.B

(a) Local hit rates.

10 100 1,000

C

0

5

10

15

20

25

G
H

R
 (

%
)

LRU I

LRU II

SG-LRU I

SG-LRU II.A

SG-LRU II.B

SG-C I

SG-C II

WLFU-NE I

WLFU-NE II.A

WLFU-NE II.B

(b) Global hit rates.

10 100 1,000

C

0

10

20

30

40

50

60

T
H

R
 (

%
)

LRU I

LRU II

SG-LRU I

SG-LRU II.A

SG-LRU II.B

SG-C I

SG-C II

WLFU-NE I

WLFU-NE II.A

WLFU-NE II.B

(c) Total hit rates.

Fig. 4: Cache hit rates for varying cache size C.

In this case, the comparison of an external object’s score with the score of
a pretty-much randomly selected cached object is highly inefficient. Also,
for the same reason the update of the remote cache’s scores upon a global
cache hit further decreases its LHR. The statistics-based caching methods
outperform LRU, except for small caches where LRU II (which constantly
outperforms LRU I) performs better. This is because the influence of re-
quest count statistics on the caching efficiency is smaller for small caches.

– GHR: LRU outperforms significantly the statistics-based caching schemes,
especially for small caches, with the exception of SG-C II for C = 1, 000.
Also, variants II perform in general better than variants I, with few excep-
tions when C = 1, 000.

– THR: The THR of all caching schemes improves as C increases (less ag-
gressively for LRU when C is small). LRU II outperforms the statistics-
based caching strategies only for C = 10. The statistics-based caching vari-
ants perform similar to each other. In general, variants II present a little
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Fig. 5: Cache hit rates for varying catalog size F .

higher THR than variants I, with the exception of SG-C for the case where
C = 1, 000 due to the fact that its high GHR is compensated by its low
LHR. SG-LRU II.B performs slightly better than the other statistics-based
caching schemes across the whole range of C.

Use Case (3): We fix C = 100 and vary the catalog size, so that the cache
size C is the {10%; 1%; 0.1%} of the catalog size, as in Use Case (2), i.e.,
F = {1, 000; 10, 000; 100, 000}. The hit rates are shown in Fig. 5. We observe
similar behavior with the one illustrated in Fig. 4 for the corresponding catalog
size / cache size ratios, with a few exceptions that we will present here.

– LHR: The performance of WLFU-NE does not present any degradations,
since the cache size is moderate. Also, LRU II presents a small performance
gain over the statistics-based caching strategies for small catalog size.

– GHR: SG-LRU II.B performs better than LRU for large catalog size / cache
size ratio. Moreover, SG-LRU II.A presents a small performance gain over
SG-LRU II.B for small catalog size, whereas for large catalog size we see
the opposite phenomenon.
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– THR: LRU II outperforms significantly the statistics-based caching schemes
for small catalog size. SG-C II and SG-LRU II.B achieve the highest THR
among the statistics-based caching methods for small and large catalog
size, respectively.

Use Case (4): We set F = 10, 000 and vary the number of user requests as
Nr = {100, 000; 500, 000; 1, 000, 000}. The hit rates are depicted in Fig. 6. We
note that SG-LRU and LRU I have almost reached their steady-state LHR
already after 100, 000 requests, while SG-C and WLFU-NE needed 500, 000
requests due to the random selection of the least valuable cached object and
the successive cache updates based on NE, respectively. Also, we see that LRU
II converged after 1, 000, 000 requests due to the filtering of the requests seen
by the remote cache. The same picture holds true for the GHR. Regarding
the THR, we see that LRU I and the statistics-based caching strategies have
approached their steady-state performance after 100, 000 requests, whereas
LRU II needed 1, 000, 000 requests.

Use Case (5): We set the number of requests to Nr = 1, 000, 000 and vary
the window size of the statistics-based caching schemes from W = 1 up to
W = 1, 000, 000, i.e., from the 0.0001% up to the 100% of the number of user
requests. The hit rates are depicted in Fig. 7. We note that the LHR and THR
of all caching strategies increases as W grows while the GHR decreases. This
is because (i) in larger windows the request frequency information influences
more the caching and replacement decisions than the request recency infor-
mation, thus improving the LHR and decreasing the GHR; and (ii) the LHR
gains compensate for the GHR losses. For small window size, the statistics-
based caching strategies present LRU-like behavior and they start to approach
their baseline performance that is achieved for W = 100, 000 for moderate win-
dow sizes, with WLFU-NE having a slower convergence rate than the other
caching methods. SG-LRU II.B constitutes an exception, since its performance
is relatively high even for W = 1. When the window size becomes practically
unlimited (i.e., equal to the number of requests), the hit rates remain constant
or vary slightly, except for SG-C I whose LHR and GHR drops and increases
significantly, respectively.

Summary: The statistics-based strategies achieve higher LHR and THR than
LRU (except for small caches), with the best performance obtained for large
values of β, C, and W . SG-C constitutes an exception, since for large values
of β or C or for practically infinite window size, it presents LRU-like behavior
(like most statistics-based methods do for small window size). LRU, on the
other hand, outperforms these caching schemes in terms of GHR. In most
cases, the use of global statistics improves the GHR. We should note that the
caching methods that achieve high LHR are preferable over caching schemes
that achieve high GHR and have comparable THR with them, since local
caching results in higher delay reduction and network traffic savings.



Coordinated Caching and QoS-Aware Resource Allocation for Spectrum Sharing 23

100,000 500,000 1,000,000

N
r

0

5

10

15

20

25

30

L
H

R
 (

%
)

LRU I

LRU II

SG-LRU I

SG-LRU II.A

SG-LRU II.B

SG-C I

SG-C II

WLFU-NE I

WLFU-NE II.A

WLFU-NE II.B

(a) Local hit rates.

100,000 500,000 1,000,000

N
r

0

1

2

3

4

5

6

7

8

9

10

G
H

R
 (

%
)

LRU I

LRU II

SG-LRU I

SG-LRU II.A

SG-LRU II.B

SG-C I

SG-C II

WLFU-NE I

WLFU-NE II.A

WLFU-NE II.B

(b) Global hit rates.

100,000 500,000 1,000,000

N
r

0

5

10

15

20

25

30

T
H

R
 (

%
)

LRU I

LRU II

SG-LRU I

SG-LRU II.A

SG-LRU II.B

SG-C I

SG-C II

WLFU-NE I

WLFU-NE II.A

(c) Total hit rates.

Fig. 6: Cache hit rates for varying number of user requests Nr.

6.2 Joint Transmission Opportunities

Next, we study the ability of the considered caching strategies to create JT
opportunities in the aforementioned use cases. Note that if MS11 (the sole
active user associated with BS1) requests Oi and MS12 (the sole active user
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Fig. 7: Cache hit rates for varying window size W .
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Fig. 8: Percentage of cache-aided JT opportunities for varying β, C, and F .

associated with BS2) requests Oj (i, j ∈ F), then each one of C1 and C2

should have stored both these objects, for cache-aided JT to take place.

In Fig. 8(a) we see that the percentage of JT opportunities grows with
β for all caching schemes, as expected. This is because the caching efficiency
improves for higher values of β and the considered caching methods exploit (in
a bigger or smaller extent) content popularity information in the caching and
replacement decisions, thus ending up often with similar cache lists. SG-C I
constitutes an exception, since the performance of this caching strategy drops
for β = 0.99. This is due to its LHR loss in this scenario that is caused by
the random selection of the candidate for eviction cached object. Naturally,
the number of JT opportunities is small for low values of β and all caching
strategies perform close to each other in this scenario. For moderate and high
values of β, the statistics-based caching methods outperform significantly LRU
(with the exception of SG-C), thanks to the direct exploitation of request
frequency information.

In Fig. 8(b) we note that the number of JT opportunities increases with
the cache size, as expected. This is because the caching efficiency improves for
larger cache sizes and the probability of finding objects that have been stored
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in both caches increases for larger cache lists. Again, SG-C II represents an
exception, since its performance drops for C = 1, 000. The statistics-based
caching strategies outperform significantly LRU, with the higher relative and
absolute performance gain noticed for small and large cache sizes, respectively.
Moreover, we observe that SG-LRU II.A presents the best performance across
the whole relevant range of C. Similar observations are obtained from Fig. 8(c),
where the catalog size is varied, for equal catalog size / cache size ratios.

As depicted in Fig. 9(a), LRU II, SG-LRU, and SG-C I approach their
baseline performance that is achieved for Nr = 1, 000, 000 already when Nr =
100, 000, while WLFU-NE and SG-C II require 500, 000 requests (in fact, for
100, 000 requests the performance of SG-C II is LRU-like) and LRU I needs
1, 000, 000 requests.

Finally, in Fig. 9(b) is shown that the performance of all statistics-based
strategies improves with the window size up to W = 100, 000 and then remains
constant or increases slightly for W = 1, 000, 000, with the exception of SG-C
I whose performance degrades significantly. We note that for small window
size, all caching strategies present an LRU-like behavior. From W = 1, 000
and onwards, their performance starts to improve, with WLFU-NE presenting
a slower rate of improvement in comparison to the other caching schemes. The
best performance is achieved for large window size by SG-LRU I, SG-C I (with
the exception of the scenario where W = 1, 000, 000), and WLFU-NE I.

In summary, we note that the statistics-based strategies outperform LRU
and can create a significant number of cache-aided JT opportunities for mod-
erate and large values of β, C, and W , especially for caches that deal with a
large number of user requests.

6.3 Sum Spectral Efficiency

Then, we study the performance of the considered resource allocation tech-
niques for the CoMP-enabled underlay spectrum sharing setup depicted in
Fig. 1, assuming M = 2, K = 2, and N = 4 and starting from the CoMP-CBF
case. We are interested in plotting the average sum-SE that is achieved after
Nsim = 1, 000 simulation runs R̄ = E(R) (where the expectation is taken over
the channel realizations) vs. the average SNR γ̄. We consider the application
of ZF precoding, unless it is explicitly stated otherwise.

First, we vary the IPT as PI = {30; 20} dB and the transmission power
of the PS as P = {0; 10} dB and compare the performance of C-ICPA and
C-IUPA. In Fig. 10(a) we see that the average sum-SE increases with γ̄, as
expected. C-ICPA performs close to C-IUPA for relaxed PI and small P but
its average sum-SE is reduced significantly as P gets larger and starts to floor
faster as the IPT becomes harder.

Next, we consider a scenario where PI = 30 dB and P = 0 dB and study
the performance of CQA-ICPA for a group of users QoS1 with QoS (mini-
mum rate) requirements

[
0.10 0.10 0.10 0.10

]
γ̄ and for another group of users

QoSuni where the QoS requirement of each user follows the uniform distribu-
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Fig. 9: Percentage of cache-aided JT opportunities for varying Nr and W .

tion U(0.10γ̄, 0.50γ̄). We note that CQA-ICPA performs very close to C-ICPA
for the less demanding group of users QoS1 (the sum-SE starts to drop only at
high SNR) and just above C-ICEPA for the more demanding group QoSuni.

In Fig. 10(c) is depicted the performance of C-IUPA and C-ICPA under
the scenario where PI = 30 dB and P = 0 dB for varying number of antennas
N = {4; 8}. We note that the increase in the number of transmit antennas (or,
better, the increase of the ratio of BS antennas over MSs) results in higher
average sum-SE, but the performance trends are the same in both cases.

Fig. 10(d) illustrates the performance of C-ICPA when RZF, ZF, and MRT
is employed vs. the performance of its C-IUPA counterparts for a scenario
where PI = 30 dB, P = 0 dB, and N = 4. We notice that all C-ICPA schemes
perform close to the corresponding C-IUPA methods. Furthermore, we note
that RZF precoding outperforms ZF precoding, presenting higher average sum-
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(a) C-IUPA vs. C-ICPA for varying {PI , P}.

0 5 10 15 20 25 30

Average SNR [dB]

0

5

10

15

20

25

30

A
v
e

ra
g

e
 S

u
m

-S
E

 [
b

it
s
/s

/H
z
]

29.85 29.9 29.95 30

24.5

25

25.5

26

(b) C-ICPA vs. CQA-ICPA vs. ICEPA.
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(c) C-IUPA vs. C-ICPA for varying N .
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(d) RZF vs. ZF vs. MRT.
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(e) ZF vs. P-ZF for {PI , P} = {5 dB, 0 dB}.
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(f) ZF vs. P-ZF for {PI , P} = {0 dB, 0 dB}.

Fig. 10: Average sum-SE vs. average SNR.

SE gains for low and moderate average SNR, as well as that the sum-SE of
MRT floors, regardless of whether C-ICPA or C-IUPA is applied, due to the
existence of uncoordinated intra-system CCI within the cellular network, as
expected.
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In Fig. 10(e) and Fig. 10(f) is depicted the performance of C-ICPA, CQA-
ICPA for QoS1 and for QoSuni, and C-ICEPA when coordinated ZF precoding
is applied vs. the performance of their C-IUPA counterparts when coordinated
P-ZF precoding is utilized for the scenarios where {PI , P} = {5 dB, 0 dB} and
{PI , P} = {0 dB, 0 dB}, respectively. We note that while the performance
of the C-ICPA variants floors quickly for hard IPT, the combination of C-
IUPA variants and P-ZF precoding provides a substantial improvement of
the average sum-SE in such scenarios and is unaffected by the IPT value, as
expected.

In summary: C-ICPA with ZF precoding approaches its C-IUPA counter-
part for relaxed IPTs and small RIS CCI. CQA-ICPA achieves a performance
in between of that of C-ICPA and ICEPA. The performance of these schemes
improves for more BS antennas or when RZF precoding is applied instead
of ZF precoding. Finally, the use of C-IUPA variants with P-ZF precoding
improves substantially the performance for hard IPTs.

In the last test, we consider a setup where M = 2, K = 1, and N = 4, and,
assuming the use of SG-LRU I under a scenario where β = 0.99, C = 100,
F = 10, 000, Nr = 1, 000, 000, and W = 100, 000, we compare the performance
of CoMP-CBF vs. the performance of a hybrid approach where CoMP-CBF
is utilized only when cache-aided CoMP-JT cannot take place (that is, about
74% of the time for this caching scenario) after Nsim = 1, 000. The application
of coordinated ZF precoding and C-ICEPA is considered in both cases. We
note in Fig. 11 that the hybrid method slightly outperforms CoMP-CBF for
relaxed IPT and performs slightly worse for more tight IPT values. The main
outcome of this test, though, is that it is possible to use cache-aided CoMP-
JT in spectrum sharing setups, in order to further improve the QoS of the
cell-edge users.

7 Summary and Conclusions

In this work, we presented a coordinated caching strategy and a number of
statistics-based caching schemes. The latter achieve higher LHR and THR
than the “de facto” LRU caching method and create more JT opportunities,
especially for large β, C, and W , whereas LRU achieves better GHR. The
use of cooperative caching variants that utilize global statistics improves the
GHR.

Moreover, we proposed coordinated resource allocation techniques based
on linear precoding schemes for maximizing the sum-SE of CoMP-enabled
networks in underlay spectrum sharing setups in either a QoS-aware or QoS-
agnostic context. The simulation results revealed that the combination of these
methods performs close to the interference-unconstrained techniques for any
IPT and that the performance is improved for more relaxed IPT, more trans-
mit antennas, or by using RZF precoding instead of ZF. Finally, we presented
a hybrid CoMP-CBF / cache-aided CoMP-JT approach.
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Fig. 11: CoMP-CBF vs. hybrid CoMP-CBF / cache-aided CoMP-JT.
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