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Abstract—When devices are mobile, they potentially move
within range of several different wireless networks, which are
not utilized due to security, inactive radios or it is just plain
cumbersome for the user to exploit them. This paper proposes
a vertical handover algorithm to utilize these networks, which
selects the best available network at a given time, factoring
in prediction of user movement, energy consumption, QoS
of connections and application demand for the end-to-end
connection in a (multiple) client/server setting. The algorithm
allows support for different mechanisms of interaction, where
we in this paper focus on 1) peer-to-peer in a WLAN setting,
2) p2p behind NAT and 3) what we call a server bounce
mechanism. The algorithm is supported by a User-specific
Virtual Network to obtain required network state information.
Experimental tests are conducted, using both simulations
and actual implementation on Android based tablets. The
simulations cover a wide range of scenarios for two mobile
users in an urban area with ubiquitous cellular coverage, and
shows our algorithm leads to increased throughput, with fewer
handovers, when considering the end-to-end connection than
to other handover schemes. The implementation utilizing real
world networks, shows the feasibility of the algorithm due to
its low complexity compared to other algorithms.

I. INTRODUCTION

The extensive WiFi coverage in urban environment pro-
vides the possibility to improve mobile devices’ connectivity
compared to e.g. cellular networks, with respect to Quality
of Service (QoS) parameters as throughput, delay, jitter and
network restrictions. Furthermore, as WiFi consumes less
energy than 3G [1], it is clear, that a potential improvement
of performance and energy consumption can be achieved by
choosing the point of attachment (POA) that provides the
best QoS at any given time.

However, in the physical world a handover between POAs
will result in a downtime associated with the change of
wireless interface due to access point (AP) association,
DHCP look-up and IP (re)configuration, which takes time.
In addition, a vertical handover (VHO) may lead to further
energy consumption due to the added communication. Fi-
nally, sudden changes of the IP address may corrupt existing
service sessions. Therefore, the amounts of VHOs should be
kept low, by making informed and intelligent decisions of
when and how to trigger a VHO.

A. Background & Motivation

Other handover algorithms, e.g. as proposed by [2], [3]
and [4], consider a single device and its connection to either
a base station (BS) or an access point (AP), and not the
applications end-to-end connections. Leaving the end-to-end
aspect out of the network handover consideration, can be
inefficient. For example: If device A is streaming data to
device B, it might not be beneficial for device A to make a
VHO if there is a congestion at device B. In typical handover
algorithms, device A may then change network to the AP,
which results in a downtime of the stream. Other VHO
algorithm, also does not consider the connection scheme
(server/client, p2p etc), and suffers from not incorporating
real world applications.

In this paper we propose an algorithm, that selects the
best link considering the application end-to-end connection.
The algorithm is inspired by Nash equilibrium [5] known
from game theory. This theory can be applied when each
participant is assumed to know the strategy of the other
participants, and that each will have no gain by individually
changing strategy, if the others keep their current strategies.
However, a handover algorithm considering the end-to-end
connection, will require a larger amount of information
about the involved devices, such as movement, network
capabilities, network state and available networks. Simplicity
of the algorithm is therefore a key objective, and for that
reason we will also show the feasibility of the algorithm
later on by implementing it in a real setting.

B. System Overview, Assumptions & Constraints

A conceptual overview of the system setup is illustrated
in Figure 1. The key entity involved in the handover process
is the Dynamic Application Migration server (DAM server),
which basically ensures the execution of the algorithm.

For the algorithm to work an underlying system which
allows data synchronization, is assumed present along with a
Cartesian network map, which provides updated information
of the available POAs and their properties1 in a specific
geographical area. To ensure these two assumptions are
met, we use the User-specific Virtual Network (UVN) from

1Network properties include throughput, delay and jitter



Figure 1: Simplified system overview for the considered problem. The
server maintains a dynamic network model based on data gathered from
the devices. The Best Link Algorithm (BLA, to be defined) is deployed on
the server. The throughput in an end-to-end connection is measured, and is
what should be improved.

the project Dynamic Application Migration, [6] at Aalborg
University. The UVN data is located on the DAM server,
and the resources are assumed to be available for the
deployment of the algorithm. Furthermore, we assume that a
seamless handover protocol exists, that allows a data stream
to continue after a successful VHO, thereby making the
VHO transparent to the application.

In this paper we limit ourselves to TCP based streams on
WiFi and 3G networks, and the proposed solution will be
evaluated based on two devices under emulated network and
movement conditions, supported by computer simulations to
cover a wider range of scenarios.

The rest of the paper is structured as follows: Section
II introduces network concepts, the quality factors used in
the project and describes related projects. In Section III and
IV the general scenario is presented, leading to a general
problem description, which is reduced to fit the specific
problem. A solution is obtained to the specific problem, and
an algorithm for selecting the best link, based on extended
network knowledge and prediction is derived. Section V
presents the setup for the tests, and the results are presented
in Section VI. In Section VII the conclusion is done based
on the test results, and in Section VIII the proposed future
work is stated. Section IX describes the various models used
for the simulations and emulations.

II. GENERAL CONCEPTS & RELATED WORK

In this section the general concepts used throughout the
paper will be introduced, followed by previous work of
interest to the subject.

A. Network Concepts

We consider in this paper two different concepts of
connecting two devices; Server bounce and Peer-to-Peer
(p2p), but is easily extended to others due to the generality
of the proposed algorithm. In the following we describe the
important details of the two selected concepts.

In the server bounce scheme the devices establish con-
nections to a server, which then pairs the devices together.
When one of the devices then transmits data to the other, the
server reroutes or bounces the packets to the other device.

This scheme is considered always to be available for the
devices, but offers a somewhat limited transfer rate as the
communication must pass through a server.

In the p2p scheme the two devices establishes a direct
connection to each other. But as most private users and
networks are behind NAT, due to the Internet Service
Provider or the internal LAN setup, the p2p scheme is not
always directly applicable. To establish a p2p connection
between devices ”hidden” behind NAT, the concept of TCP
hole punching needs to be applied, as described by [7] and
[8]. The p2p scheme is considered sporadic, but offering a
higher transfer rate, while not putting as much load on the
system as the server bounce. A special case of LAN p2p is
also utilized, when the Tx/Rx can be assumed symmetric.

B. Quality Parameters

The method of selecting the best link is partially based
on comparing quality parameters of the physical and data
link layer of the involved links. These quality parameters
comprises the general QoS parameters such as bit rate, delay,
jitter and packet loss probability, expressed as a quality
factor Q. This quality factor is rated better for connection
types that put less load on the system (e.g. the DAM server),
in order to ensure scalability, and the lower the quality factor
the better QoS. The quality factor Q is an arbitrary function,
and should be constructed to fit the actual implementation.

C. Previous & Related Work

The work done in [9] confirms that WiFi performs better
than 3G networks in terms of QoS, even though 3G provides
a more constant coverage than the sporadic coverage of
WiFi networks, and concludes that WiFi suffers from long
setup times, and in order to improve the utilization of the
WiFi networks on mobile devices, this operation needs to
be optimized.

As described by [3], the limited energy resources of mo-
bile devices turns into a significant performance bottleneck,
and the energy consumption will need to be considered in a
VHO algorithm. The assumption is that 3G is more energy
consuming than WiFi. This is supported by [1], which
presents a measurement study of the energy consumption
of 3G, GSM and WiFi. They conclude that 3G and GSM
has an energy overhead, because they linger in a high power
state even after the actual data transfer is complete, which
is not the case when using WiFi.

In deciding when and if a device should do a VHO,
some information regarding the movement of the device is
needed. [2] proposes a location-based look-ahead handover
prediction algorithm, which uses the handover time, location
of APs and location prediction to decide whether a han-
dover is profitable within a fixed time-window. A database
containing locations of access points and their respective
throughput is used to support the decision of the algorithm
- this approach will be utilized and extended in this paper.



[2] concludes that an accurate location prediction is needed,
due to the use of look-ahead windows, which makes the
algorithm sensitive to noise. The complexity of the algorithm
heavily depend on the look-ahead window size, and the
algorithm is only feasible when at most 4 networks are
within the look-ahead window, making it infeasible under
normal circumstances. [2] also propose a Heuristic Look-
ahead algorithm (HLA), with lower complexity than their
optimal solution, but still computational heavy due to the
look-ahead window. However, only a single device and the
connection to AP or BS is considered, and not an end-to-end
connection.

We will in this paper construct an algorithm that con-
siders these issues, and show that we can obtain a better
performance than a selected number of approaches.

III. GENERAL SYSTEM MODEL

In this section we present a generalized system model and
defines a formal description of the problem.

A. General Scenario

The possible options of which a connection scheme can
take will be formulated as a directed graph G = (V,E)
for the general case, from transmitter s to receiver t, where
each path and node in the graph represents a connection
combination, see Figure 2. Each combination is composed
of N connection schemes, in the shown case N = 3, with
a) p2p via LAN (LANp2p), b) p2p through NAT using TCP
hole punching (HPp2p), and c) server bounce (SB) and M
number of interfaces (3G, WiFi, WiMAX, Bluetooth, etc.).

Figure 2: A general graph of the possible connection combinations. The
connection points LANp2p, SB and HPp2p should be added according to
the limitations of the specific interface type.

Each edge in the graph has a set of characteristics, which
are defined as follows:

• A flow f(u, v): The actual data flow in bit/s
• A capacity C(u, v): Available bandwidth on the con-

nection in bit/s.
• A cost a(u, v): Describing the cost of using a given

connection, e.g. in terms of energy or payment plan
(3G), a(u, v) ≥ 0.

• A state b(u, v): A binary function, that indicates the
state (on/off) of the link, b(u, v) ∈ {0, 1}.

• A quality factor Q(u, v): An arbitrary quality function
of the connection, where the function is a parameter for
the algorithm. The worse the QoS the higher a value.

• A demand factor D:

B. General Formal Problem Description

Based on III-A a general cost function g(u, v) for each
edge is defined:
g(u, v) =
(

(1−D) · a(u, v)

f(u, v)
+D ·Q(u, v)

)
· b(u, v) if f(u, v) 6= 0

a(u, v) · b(u, v) if f(u, v) = 0

The rationale behind g(u, v) is to select the link with the best
utilization and offering the demanded QoS. If a connection
is used ie. b(u, v) = 1, the cost of using this connection is
applied via a(u, v), but when more flow is sent through the
connection the cost decreases, hence the better utilization
(flow/energy ratio), the lower value of g(u, v). The impact
of the quality is included via the function Q(u, v) that sums
each element from s to t, where the smallest element in
Q(u, v) minimizes the quality impact on g(u, v), hence the
path with best QoS will be selected with respect to the
cost a(u, v). When f(u, v) = 0 only the energy cost is
considered, since QoS is only relevant when data is flowing.
The quality demand D ∈ [0, 1] is defined by the application,
which shift the weight between energy cost and quality. E.g.
a file transfer where the flow is important, would use a D <
0.5 whereas a videostream that require low latency would
use D > 0.5.

With the function g(u, v) defined, the minimization prob-
lem, that minimizes the cost and maximizes the flow, can
be expressed as:

gmin = min

 ∑
(u,v)∈E

g(u, v)


over f(u,v) ∧ b(u,v)

,

under the following constraints:

1) f(u, v) ≤ C(u, v) Capacity constrains
2) f(u, v | b(u, v) = 0) = 0 State flow condition

3)
∑
w∈V

f(u,w) =
∑
w∈V

f(w, u) ∀ u ∈ V \ {s, t}
Flow conservation

4)
∑
w∈V

f(s, w) > fmin ≥ 0 Flow from s → t

5) b(u, v) = b(v, u) = {1, 0} State symmetry

6)
∑

(u,v)∈E

b(u, v) ≥ 1 Minimum one connection

7) a(u, v) = a(v, u) Cost symmetry

Solving the minimization problem, will result in selecting
the link most profitable at a given time with a given



available network, under the constraints and cost function
defined. However since the POA changes over time, as users
with mobile devices moves between different access points
and network coverage, the above minimization problem
is required to be solved each time the network changes.
Furthermore, since multiple wireless network signals can
occupy the same coverage areas the minimization problem
shall be iterated.

C. Restrictions to algorithm

The cost function does not incorporate any hysteresis
zone, since it is assumed to be placed centrally, where
position and network data has already been filtered by the
information provider system, before being processed by the
algorithm. Also, since the handover is associated with a
downtime, in which updated network and position data can
not be delivered to the server, this naturally incorporates
a hysteresis zone to avoid rapid subsequent handovers.
However, this is not sufficient for all cases, therefore the
algorithm must return the same decision in two sequential
computations spaced ∆t in time, in order to act on the
decision.

IV. ALGORITHM FOR SOLVING MINIMIZATION PROBLEM

As mentioned earlier, we have limited our work in this
paper to the following three connection schemes; LANp2p,
HPp2p and SB, and two connection types (3G and WiFi). By
assuming that each device only has one interface available
at a time, an additional constraint to the state function can
be specified.∑

(u,v)∈E

b(u, v) = 4 Exactly one connection

This constraint will result in exactly one connection from
s to t, as a result of the flow conservation and flow from
s→ t constraints.

Proof: All path length from s to t is 4 due to the
construction of G. Since each vertex except s and t has
flow conservation, and the flow from s need to be positive
and larger than zero, the only possible solution is to let the
flow path go from s to t, and since this is 4 steps, the above
constraint will result in only one connection

Further, by constraining the cost a(u, v) and Q(u, v) on
specific edges

a(u, v) = 0 ∀ u, v ∈ V \ {s, t} ∧ (u, v) ∈ E (1)
Q(u, v) = 0 ∀ u, v ∈ {s, t} ∧ (u, v) ∈ E (2)

essentially allows the combination of two edges in the
general problem to a single edge in a reduced problem,
which is possible due to the construction of G. The reduced
graph Ĝ = (V̂ , Ê) can then be represented as shown in
Figure 3.

In Figure 3 nine scenarios are represented as a directed
graph, where each edge is a connection type, and each path

Figure 3: The reduced graph of the possible connection combinations.

from s to t is a combination of connections. The LANp2p
only has WiFi to WiFi because both devices are on the same
LAN, and hence both using WiFi, while the HPp2p and the
SB has 4 combinations each because of the 2 connection
types.

A. Minimization Step

To obtain the solution to the specific scenario, the original
constraints from the general problem is used except for 6),
which is restated as

∑
(u,v)∈Ê b(u, v) = 2 to ensure exactly

one connection. The problem then reduces to minimize:

min {g(s, v) + g(v, t)}
for v ∈ V̂ \ {s, t} ∧min {C(s, v), C(v, t)} ≥ fmin

(3)

where f(u, v) in g(u, v), assuming maximizing the flow on
the connection, is given by:

f(s, v) = f(v, t) = min {C(s, v), C(v, t)} (4)

B. Prediction step

The min-cost max-flow problem as stated earlier, deter-
mines the best strategy at time t. However, since the devices
are mobile, a prediction step is needed to determine for how
long the link can be sustained. In the following algorithm, n
denotes the nth iteration of the min-cost max-flow problem,
which is calculated on each network change. bn denotes a
vector of all states b(u, v). The prediction step is outlined
in Algorithm 1.

Algorithm 1 Best Link Algorithm (BLA)

if bn+1 6= bn then
if handover is profitable or Θ(bn, t) = 0 then

Change link to bn+1

end if
end if

A vertical handover is considered profitable if the inequal-
ities (5), (6) and (7) are all fulfilled. The inequalities respec-
tively determines whether a) the increased flow from doing
a handover exceeds the lost flow during handover downtime



(5), b) whether the transfer will be able to complete with the
current link within the time of a handover to the better link
(6) and c) whether the state can be sustained long enough to
actually do a handover (7). The handover time is determined
by the specific wireless interface. The following inequalities
are used for the case with linear network models, but are
easily mathematically extended to non-linear cases.(∑

u∈V
fn+1(s, u)−

∑
u∈V

fn(s, u)

)
γ(bn+1, t) > ...

...λ1 (H(bn, bn+1) +H(bn+1, bn))
∑

u,v∈V
fn(u, v) (5)

(H(bn, bn+1) +H(bn+1, bn))
∑
u∈V

f(s, u) < ...

... (βT − β(t))λ2 (6)

γ(bn+1, t) > H(bn, bn+1) +H(bn+1, bn) (7)

γ(bn, t) is the estimated time the state bn can be sustained
from time t. This is a geometric function, that estimates the
time in which the device will stay within the coverage area of
a wireless network. For simplicity, it is assumed that wireless
networks has a coverage area formed as a perfect circle, and
the estimation is determined using geometric and a gradient
estimate of velocity from position change. H(bn, bn+1) is
the handover time for switching between state bn and bn+1,
and Θ(bn, t) is a function which is 1 if the state is possible
at time t, and 0 if the state is not possible (this is relevant if
a state involving a wireless AP is no longer available, and
a forced handover is required, i.e. a downgrade). βT is the
estimated total bits to be transfered of the active application,
and β(t) is the cumulated bits transfered at time t. λ1 and
λ2 can be used to adjust the algorithm, where λ1 controls
the weighting of the handover time, and λ2 controls the
weighting of the remaining time of the transfer.

If the link is not profitable or forced, the link should be
removed from Ĝ and the algorithm iterated, until no more
links are available or a profitable link is found.

The prediction (γ(bn, t)) depends on the position mea-
surement, and if noise is present, this need to be filtered. This
is done by Least Square Estimation (LSE) of the direction
of the movement. The velocity is estimated by orthogonally
projecting the measurement onto the LSE of the direction,
and averaging over the distance of these projected points.

C. Implementation Considerations

Since the algorithm considers the entire end-to-end con-
nection, the placement of the algorithm is critical. If the
decision process were to be positioned on the clients, a layer
of synchronization of network and position data would be
needed, and therefore the decision process is positioned on
the server. This approach also benefits the power consump-
tion on the mobile devices, since the heavy computations

therefore are not performed on the potential energy and
computational constrained devices.

Since the algorithm takes a centralized placement, and
requires extensive knowledge of the network and the current
state of the devices, the algorithm restricts the deployment
to systems, like UVN in the DAM project, which provides
the required information and supporting interfaces.

V. EXPERIMENTAL TESTS

To verify the proposed algorithm, a set of experimental
tests have been performed. The tests are divided into two
parts:

Simulation where the algorithm is compared to the Single
Device Prediction Algorithm (SDPA) (see Appendix), to
investigate the possible gain in considering end-to-end con-
nection versus independent single device connection. BLA is
also compared to the Heuristic Look-ahead algorithm (HLA)
from [2], in order to evaluate complexity and the noise
sensitivity compared to other close related work in the field.
The optimal algorithm from [2] is not chosen due to the
fact that the algorithm is required to run in real time, for
which the optimal solution is too computational heavy for
real time execution. To cover a wide set of scenarios, a large
set of realizations of random device movements and random
network maps are used.

Emulation of device movement, with BLA integrated
with UVN and client components deployed on two Samsung
Galaxy Tab 10.1 using real physical networks (3G and
WiFi). The emulation is aimed to verify the feasibility of
running the algorithm in real time, and in a real applica-
tion environment. The algorithm utilizes UVN to provide
extended network knowledge as described in section I.

A. Simulation and emulation details

The details of the simulation and emulation, as well as the
SDPA algorithm, is left out of the main part of this paper,
but is described in the Appendix.

VI. TEST RESULT

A. Simulations

In the following the aggregated simulation results are
presented. We consider two cases, a) a case where perfect
location determination is assumed (ideal scenario), and b)
a case where location data is corrupted with noise. For
the throughput evaluation an upper bound of throughput
is determined, by assuming handover time to be zero and
always selecting the network with highest throughput. The
found upper bound is not practically feasible, but serves as a
absolute upper bound for a given map and device mobility.

In Figure 4 the average throughput of the simulations are
presented, in which the BLA is constantly offering a higher
average throughput than SDPA as it considers the entire
connection hereby avoiding some unprofitable handovers.
This conclusion is supported by Figure 5, which shows
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Figure 4: Average throughput offered by the respective algorithms, with
incresing AP density. As seen, BLA results in a higher average throughput.
The data is averaged over 1000 realizations of random walks per AP density.
The upper limit is computed on the realizations in the simulations.

the average number of handovers for the BLA and the
SDPA respectively, when the density of APs increases. It
is apparent that the BLA triggers less handovers, while
it still maintains a higher average throughput. Note that
the same simulations were performed comparing BLA and
HLA, which yielded similar results. However, due to the
high complexity of HLA, it was not feasible to run a
sufficient number of realizations to achieve statistical valid
data.
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Figure 5: Comparison of average number of handovers performed compared
to density of APs. Based on the same dataset as of Figure 4

The smaller number of handovers affect the duration of
the connections between device and AP, which are presented
in Figure 6. From this figure it is evident that the connections
when using the BLA, tend to be sustained longer than with
the SDPA, which leads the downtime of the connection from
the devices to become lower with the BLA. This is one of
the reasons the average throughput, in Figure 4, is higher
for BLA than SDPA.
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Figure 6: Duration of connections from device to device, split into 30 bins.
We see a ≈72% increase in the average connection duration. Based on the
same dataset as of Figure 4

Figure 7 shows that the offered throughput by both
algorithms drops drastically as the handover time increases,
as more and more time are spent in a offline state. But still
the throughput offered by the BLA is consistently higher
than the SDPA, due to the end-to-end based decision of for
initiating handovers. It is also noticed, with a low handover
time, the performances of the algorithms are nearly identical,
which suggests a better integration of the handover time in
BLA.
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Figure 7: Average throughput offered by the respective algorithms, when
handover time increases. We see that BLA is better to uphold the throughput
as it incorporates the handover time more explicitly than SDPA. However,
when the handover time exceeds about 10s, both algorithms fail to perform,
due to the movement prediction becomes less accurate the further ahead in
time is predicted.

The previous plots were based on a scenario with perfect
location information. In Figure 8 a more realistic scenario is
considered, as noise is added to the location data. This also
causes a decrease in throughput offered by the algorithms,
but with increasing handover times the BLA still offers a



higher throughout than HLA. The higher drop in throughput
on HLA is due to the use of a look-ahead window, in which
the prediction step is very important in the decision process,
whereas BLA is less sensitive to the noise.
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Figure 8: Average throughput offered by the respective algorithms, when
adding noise to the location information. HLA deteriorates rapidly due to
the look-ahead window, which makes it more sensitive to noise than BLA.

Lastly, in Figure 9 the computational time in the simula-
tion of the three considered algorithms is shown. SDPA and
BLA is more than 10 times faster than HLA (with window
size of 60 seconds), which stems from not using look-ahead
windowing. Note that the measurement is an estimate, and
is based on the MATLAB implementation using the same
implementation policies. An optimized implementation in
e.g. C, will probably yield different ratios, but it is still
expected that HLA is more complex than BLA and SDPA.
Note that the measurement, does not consider the access
delay, which is required for BLA and HLA. Factoring access
delay, SDPA would be considerably lower, but the execution
would also be placed on energy limited devices, whereas
BLA is located on a server, and does not require heavy
computations on energy limited devices.
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Figure 9: The computational times for the different considered algorithms,
not factoring in access delay for necessary network data. BLA and SDPA
is normalized with HLA, which for a single 600 s realization simulation
with 5 Hz sample time took about 57s.

B. Emulation

The following key points are obtained by the emulations.
Figure 10 shows the results from a single test with BLA

activated, with 20 MB file size and a single walk realization.
As seen, when the device moves within the WiFi APs, it
switches connection scheme, and improves the transfer rate.
The star in the top right, is the location of 3G cell tower.

From Figure 10 it is apparent that an implementation of
the BLA for real time execution is feasible as it shows net-
work handovers and changes of transfer speed as expected.
Furthermore it is seen that the BLA actually improves the
transfer times of files. The transfer times for all realizations
with and without BLA, illustrated using box-and-whisker
diagrams (25%-75%), and as seen, the transfer time is
improved when using BLA (the lower the better).

VII. CONCLUSION

Considering the end-to-end connection in a heuristic
handover selection algorithm, we have shown, by means
of simulations, that the proposed BLA results in a higher
throughput with fewer handovers, indicating a better de-
cision algorithm compared to SDPA and HLA from [2].
Also, BLA does not use a look-ahead window, which in
turn lowers the computational requirement with about 90%
compared to HLA. This also makes the algorithm less
sensitive to measurement noise of the movement, since a
predicted path in the look-ahead window is not needed.

From the emulations, it has been shown that BLA is
feasible for a centralized implementation, and is able to
run in real time. The emulations also showed an increased
average throughput as obtained in the simulations.

VIII. FUTURE WORK

The following points could be of interest for future work:
− The BLA selects the best connection for the case of two

devices. But if a device is to have connections to multiple
devices simultaneously, selecting the best connection for
one device may not be the best connection for another
device. Therefore the algorithm should be extended to select
the connection offering the best overall gain for all the
endpoints.
− Define the cost a(u, v) and Q(u, v) from empirical

measurement data to improve the correctness of the BLA.
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IX. APPENDIX

In this section, some of the details of the simulations and
emulations will be discussed.



Figure 10: A single test with BLA activated, with 20 MB file size and a random walk realization. As seen, when the device moves within the WiFi
coverages, it switches connection scheme, and improves the transfer rate. The transfer times for all realization with and without BLA, illustrated using
box-and-whisker diagrams (25%-75%), shows that the transfer time is improved when using BLA.

A. Single Device Prediction Algorithm (SDPA)

The purpose of the simulation, is to investigate a possible
gain in throughput and number of handovers when consid-
ering the end-to-end connection. To be able to compare with
the approach of only considering a single device indepen-
dent of others, a simplification of HLA [2] is constructed,
without looking ahead for change in available networks. This
algorithm only takes the throughput into account, and does
not consider energy consumption, QoS etc. as BLA, since
the gain in throughput, from these factors, are also being
investigated in the experiments.

Assume {t1, t2 · · · tj · · · tJ} where tj < tj+1 is a
sequence of timestamps where the network with maximum
throughput Nmax

j changes, i.e. Nmax
j−1 6= Nmax

j . Then, using
a threshold to handle unprofitable handovers, at each times-
tamp tj the preferred network is:

apref
j =

{
Nmax

j if ρ−
∫ T

tj
Ωmax(τ)− Ω0(τ)dτ < 0

N0 otherwise
,

where

T = tj + γ(Nmax, tj)

γ(N i, tj) the time network N i is sustainable from tj

Ωmax(t) is the throughput of Nmax at time t
Ω0(t) is the throughput of cellular network at time t
N0 is the cellular network
ρ = 2 ·HO · Ω̄0

Ω̄0 average throughput
HO downtime associated with handover

apref
j is the preferred network used from time stamp tj .

B. Mobility Model

A mobility model has been developed, to emulate the
movement of a user with a mobile device walking around an
area, e.g. at campus, and staying in this area. The idea is to
model the user almost walking in a straight line, but deviates
a little over time. Also the model is constrained to an area
of 500x500m, so when the user exits the area, he is turned
back towards the allowed area by continuously turning.

The speed of the user is constant during a realization,
and is uniformly distributed V ∼ U(1m

s , 5
m
s ). The change

in direction (d′) of the device is uniformly distributed with
d′(n) ∼ U((p(n) − 2) · 20◦, p(n) · 20◦), where p(n) is the



pull. p(n) = 1 when inside the 500x500m area with 15m
padding, and p(n) = R(n) when the distance to the edge is
< 15m from inside the area. R(n) ∼ 0.5 +Bernoulli(0.5)
i.e. R(n) ∈ {0.5, 1.5} when the distance to the edge is ≥
15m and R(n) = R(n − 1) when distance to the edge is
< 15m and outside the area. When inside a WiFi AP, the
walk have a 1% chance of stopping, and remain stationary
for ts ∼ U(10s, 30s). After a stationary period, 10s will
need to pass before a new stop can occur. The position of
the walk is generated at a 5Hz frequency.

C. Network Model

The network model is for simplicity defined as an affine
model for the throughput, and fixed constants for the QoS
parameters are set arbitrarily based on the work of [1] and
[9]. It is assumed that cellular network is available always
for the entire map, and that the rate is constant.

In the simulations, the WiFi throughput is uniformly
distributed with 3-6 Mbit/s in upload, and 5-10 Mbit/s
in download. The cellular network is fixed at 1 Mbit/s
upload and 4 Mbit/s download. The network model is linear,
because it is assumed that the bottleneck is the Internet con-
nection provided by the ISP, and not the wireless technology
used. The coverage radius is uniformly distributed between
20m and 50m, and the location uniformly distributed over
the entire 500x500m test area. The AP density is defined
as the ratio between the area covered by APs and the total
area, hence due to overlap of APs, the AP density can be
> 1.

For the emulation, a fixed network map of 200x200m is
used, consisting of 2 APs with no overlap, given a AP den-
sity of ≈ 0.25, with bit rates as follows (download/upload)
WiFi A: 20/5 Mbit/s and WiFi B: 30/5 Mbit/s. See Figure 10
for map. Real physical networks are used during emulation,
and the cellular network is therefore limited by the payment
plan of 4/1 Mbit/s at the carrier.

D. Test Execution

Simulation is performed with 10 network map realizations,
with AP density between 0.07 and 2.30. For each network
map, 1000 random walks are generated and the data is
averaged over all 1000 walks for BLA and SDPA, with no
measurement noise. Measurement noise simulations are per-
formed for 1 network map, with 10 random walks for BLA
and HLA, with std. deviation between 0 and

√
10 = 3.16

m. Simulations are carried out in MATLAB. The default
handover time is set to 3s.

Emulation is performed using a JAVA implementation of
UVN and BLA in a distributed setting with the server/client
setup as shown in Figure 1, and movement without mea-
surement noise is emulated using MATLAB. The throughput
is software limited based on position and current network.
10 random walks are generated, and for each realization 4
different file sizes are transferred from a moving transmitter,

to the stationary receiver within WiFi B. Each file size and
walk are tested both with BLA and using cellular network
only. The tests are furthermore time limited to 5 minutes.

[10]
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