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Abstract15

An accurate estimation of ionospheric variables such as the Total16

Electron Content (TEC) is important for many space weather, communi-17

cation, and satellite geodetic applications. Empirical and physics-based18

models are often used to determine TEC in these applications. However,19

it is known that these models cannot reproduce all ionospheric variabil-20

ity due to various reasons such as their simplified model structure, coarse21

sampling of their inputs, and dependencies to the calibration period.22

Bayesian-based Data Assimilation (DA) techniques are often used for23

improving these model’s performance but their computational cost is24

considerably large. In this study, first, we review the available DA tech-25

niques for upper atmosphere data assimilation. Then, we will present26

an empirical Decomposition-based Data Assimilation (DDA), based on27

the Principal Component Analysis (PCA) and the Ensemble Kalman28

Filter (EnKF). DDA considerably reduces the computational complex-29

ity of previous DA implementations. Its performance is demonstrated by30

updating the Empirical Orthogonal Functions (EOFs) of the empirical31

NeQuick and the physics-based TIEGCM models using the rapid Global32
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2 Empirical Data Assimilation for Ionosphere

Ionosphere Map (GIM) TEC products as observation. The new mod-33

els, respectively called ‘DDA-NeQuick’ and ‘DDA-TIEGCM’, are then34

used to predict TEC values for the next day. Comparisons of the TEC35

forecasts with the final GIM TEC products (that are available after 1136

days) represent an average 42.46% and 31.89% Root Mean Squared37

Error (RMSE) reduction during our test period, September 2017.38

Keywords: Data Assimilation (DA), Total Electron Content (TEC),39

Principal Component Analysis (PCA), Ensemble Kalman Filter (EnKF),40

NeQuick, TIEGCM41

Article Highlight42

• A new empirical Decomposition-based Data Assimilation (DDA) method is43

introduced44

• DDA is applied to merge the Global Ionospheric Maps (GIMs) with empirical45

and physics-based models.46

• The Empirical Orthogonal Functions (EOFs) of the empirical NeQuick47

and the physics-based TIEGCM models are updated through the DDA48

procedures.49

• The Total Electron Content (TEC) forecasts after DDA are of the similar50

quality of the final GIM products.51

1 Introduction52

A comprehensive knowledge of the Earth’s ionosphere and its 4-dimensional53

dynamics is necessary to support the effective operation, planning, and man-54

agement of numerous radio communication, navigation, space weather, and55

surveying applications [1–4]. Satellite geodetic techniques provide a great56

opportunity to measure the ionosphere-related variables. For example, the dual57

frequency measurements of the Global Navigation Satellite System (GNSS)58

can be used to estimate the Total Electron Content [TEC, 5, 6] or electron59

density [7–9]. The Radio Occultation [RO, e.g., 10] technique makes use of60

the GNSS measurements of Low-Earth-Orbiting (LEO) satellites to measure61

the electron number along the ray-path between the GNSS and LEO satel-62

lites [11]. Satellite altimetry missions provide the opportunity to measure the63

two-way range between satellites and water bodies that can be used to esti-64

mate Vertical TEC (VTEC) between satellites and surface of the Earth [12].65

Though these techniques are extremely helpful for monitoring the ionosphere,66

their spatial and temporal resolutions are limited by the mission design, e.g.,67

satellite orbits [13, 14] or restricted to the missions’ limited life time [15, 16].68

Similar to other science communities, many models of the Earth’s iono-69

sphere have been developed in last years to simulate and forecast the density of70

electrons and TEC [17–20]. These models can be divided into four main groups:71

(1) empirical models that define the ionospheric electron density profiles and72
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their global characteristics, for example, those related to modelling the critical73

frequencies and peak electron density in different regions such as the E layer74

from 110-140 km [21–23] that is often described by a simple Chapman theory75

[24], the F1 layer [that is located between 140 and 210 km and is tightly related76

to the F2-layer via the neutral composition, 25–27], and the F2 layer [that is77

above 210 km containing foF2 and NmF2 ionospheric parameters, 28–32]; (2)78

physical models that work based on the continuity and momentum equations79

for different ionospheric regions [33–36]; and (3) data assimilation systems80

that merge sparse real-world observations with model-based (regular) estima-81

tions, examples include the IRI Real-Time Assimilative Mapping (IRTAM),82

Advanced Ensemble electron density (Ne) Assimilation System (AENeAS) and83

TEC-based ionospheric data assimilation system (TIDAS) [see, e.g., 37–44].84

The main idea behind developing the physical and empirical models (in 185

and 2) was to provide the community with tools to predict the 4D structure86

of ionosphere. Current physical models such as the Thermosphere-Ionosphere-87

Electrodynamics General Circulation Model [TIEGCM, 36, 45], the Coupled88

Thermosphere Ionosphere Plasmasphere Electrodynamics [CTIPe, 46–49], and89

the Global Ionosphere Thermosphere Model [GITM, 50] can numerically90

resolve differential continuity, momentum and energy equations on 5◦ × 5◦ or91

2.5◦×2.5◦, 2◦×18◦ and 2.5◦×5◦ spatial resolutions in latitude and longitude,92

respectively. The quality of the now-casting and forecasting of these models93

depends on the initial states of the system and the reasonable definition of94

model parameters [51–54].However, a complete information to define them at95

specific times is rarely available. Moreover, both model states and observations96

contain uncertainties that prevent them to achieve the best possible perfor-97

mance [37, 55–60]. For example, ionosphere models generally fail to specify98

ionospheric weather [61–64], which can be likely due to the absence of accurate99

representation of thermospheric composition and winds [65], the equatorial100

and high-latitude electric fields, and the high-latitude particle precipitation101

[66–68].102

Empirical models (in 1) are mostly used in operational applications thanks103

to their low computational needs (compared to physical models). Among the104

ionospheric models, NeQuick [69–71] is recommended by the International105

Telecommunication Union for Slant or Vertical TEC (STEC or VTEC) mod-106

eling [72]. In addition, this model is adapted for ionospheric corrections in the107

single-frequency operation of the European Galileo satellite navigation system108

[71, 73]. Other empirical models such as Klobuchar [74] is used in the GPS nav-109

igation messages. The International Reference Ionosphere [IRI, 75] describes110

almost all variables and related ionospheric data such as electron temperature,111

ion temperature and ion composition and, critical frequency, peak height and112

peak electron density in the F2 layer within the altitude range 50-2000 km,113

globally [76]. The NeQuick empirical model represents only up to 50–70% of114

the actual ionospheric activities at mid-latitude locations under typical (quiet)115

ionospheric conditions [77]. More accurate models are therefore needed for116

real-time and single-frequency GNSS positioning applications [78–82].117
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To mitigate existing limitations of empirical and physical models, and to118

take advantage of the real-world observation data, Data Assimilation (DA119

or known as data-model fusion) methods are applied in previous studies to120

spread information from remote sensing or geodetic observations to model121

variables (that are somehow connected to the observations). Through this122

implementation, one can interpolate, extrapolate, aggregate, and down-scale123

geodetic observations. Therefore, DA can be used to organize and merge redun-124

dant, conflicting, and conventional observations into a single best estimate125

[42, 65, 83–94].126

Between the existing DA methods, sequential ensemble Kalman filter127

(EnKF)-based [95] frameworks are widely used in the atmosphere science com-128

munity. EnKF-DA is formulated based on the Monte Carlo method [overall129

integration method, 96] to calculate predicted error covariance of the model130

states without linearizing the model or observation operators. However, consid-131

erable computational requirements of EnKF and the filter’s convergence after132

some steps of the DA are among its major drawbacks [97–99]. To speed up133

the DA process, the reduced order modelling techniques such as Square Root134

Analysis [SQRA, 100], Singular Evolutive Interpolated Kalman filter [SEIK,135

101], and the Ensemble Transform Kalman Filter [ETKF, 102] are used in136

previous studies [43, 103–110].137

DA techniques based on the empirical orthogonal functions are introduced138

in previous studies [e.g., 111–116] for assimilating geodetic and remote sensing139

data into weather and atmosphere models. These studies took advantage of140

statistical decomposition techniques such as the Principal Component Analy-141

sis (PCA) or its equivalence Singular Vector Decomposition (SVD) techniques142

[117] to reduce the high dimensions and computational loads, as well as to143

improve the efficiency of the DA techniques. Generally speaking, empirical DA144

techniques modify the dominant statistical modes, derived from atmospheric145

model outputs, which are explained by sets of two-dimensional Empirical146

Orthogonal Functions (EOFs). Their associated time series, known as Princi-147

pal Components (PCs), are then updated sequentially using, e.g., non-linear148

regression analysis, [for a 4D-Variational DA implementation, see, e.g., 115].149

This view is followed in this paper by proposing an alternative150

Decomposition-based Data Assimilation (DDA) technique that takes advan-151

tage of [PCA, 117] for dimension reduction. This step can be replaced with152

more sophisticated techniques such as applying the Independent Compo-153

nent Analysis (ICA) as in [118–120]. Unlike many of previous studies [e.g.,154

111, 112, 114], the formulated DDA works based on the ensemble of model155

outputs and observations, thus, it contains the positive features of the EnKF-156

based techniques, which means that this new DDA formulation considers the157

uncertainty of model outputs.158

The DDA is tested for merging the physical model of TIEGCM [36] and the159

empirical model of NeQuick [69], while as observation, the global VTECs from160

the Global Ionospheric Maps [GIM, 121] were used. Within the DDA, PCA is161

applied on the ensemble of model outputs and on the ensemble of observations162
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perturbed by their covariance matrices. PCA produces EOFs that are spatially163

orthogonal base functions and are associated with temporally uncorrelated164

PCs. The GIM-VTEC observations are then used in an EnKF procedure to165

improve the spatial base functions (i.e., EOFs of PCA) of the empirical and166

physical models (i.e., chosen here to be NeQuick and TIEGCM). After per-167

forming the DDA, the combined data and models, called ‘DDA-NeQuick’ and168

‘DDA-TIEGCM’, are used to simulate VTECs globally, and the assimilated169

EOFs of the previous day are applied for forecasting VTECs of the next day.170

Since DDA is implemented on the dominant modes of model/data outputs,171

the computational cost of this approach is relatively less than other global DA172

approaches [e.g., 122–126]. The DDA provides efficient forecasting skill, which173

is a feature that was missing in the previous DA studies. The entire month of174

September 2017 is chosen to perform the validation in terms of VTEC.175

The proposed DDA can be applied for forecasting both global and regional176

VTECs, and thus, estimating ionospheric delays in the GNSS-based Standard177

Point Positioning (SPP) applications, where atmospheric corrections must178

be applied to the GNSS-derived pseudo-range measurements using models.179

Numerical experiments are performed using the global GIM data [127] as obser-180

vation during quiet and active ionosphere conditions (September 26th and 7th,181

2017 with kp = 2 and 8, respectively) to assess the adaptability of the DDA182

approach. The rapid products of GIM (GIM/UQRG [128]) are used to esti-183

mate the assimilated EOFs within the DDA procedure. The updated EOFs184

are then used to replace those of TIEGCM and NeQuick models and to pro-185

duce new VTEC maps. The predicted DDA VTEC fields are then compared186

with the final product of GIM (GIM/CODE [129]), which are produced by187

IGS with around 11 days delays. This means if the quality of the DDA derived188

TEC forecasts meets the accuracy of the final GIM products, they can replace189

them in (near) real-time applications.190

This paper is organized as follows: in Section 2, we present the data and191

models of this study. The methodology related to PCA, DDA, and evaluation192

metrics is provided in Section 3. The main numerical results of this study are193

presented in Section 4, and finally, this study is concluded in Section 5.194

2 Period of Study, Data, and Models195

The DDA scheme is demonstrated during the Day of Year (DOY) 244 to196

273 in 2017 (i.e., September 1-30, 2017). The chosen period contains both197

quiet days (during DOY 262-269) and geomagnetic storm (during DOY 250-198

251). Figure 1 represents the F10.7 solar flux from ftp://ftp.ngdc.noaa.gov,199

Kp from ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC DATA/INDICES/200

KP AP, and the daily mean Disturbance Storm Time [DST, 130] from http:201

//wdc.kugi.kyoto-u.ac.jp/dst realtime/ to illustrate the space weather condi-202

tions during this month. Considering the solar activity, the F10.7 index shows203

a high peak on September 4th, 2017 with the value of 183 sfu, which this large204

spike is likely due a flaring event on the Sun and caused unrealistically large205
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F10.7 observation, while Kp and DST indicate 8 and −88 nt on September206

8th, 2017.207

Fig. 1: Space weather conditions during September 2017 demonstrated by
the solar (F10.7), geomagnetic (Kp), and the Disturbance Storm Time (Dst)
indices

2.1 Data208

Since 1998, the GNSS dual-frequency code and phase measurements from the209

globally distributed International GNSS Service (IGS) tracking stations have210

been used to establish products known as the Global Ionosphere Maps (GIMs)211

in the IONEX (IONosphere EXchange) format and they are available from ftp:212

//cddis.gsfc.nasa.gov/pub/gps/products/ionex/. GIMs contain global VTECs213

expanded in terms of the spherical harmonics up to degree and order 15 or214

in the grid domain with the spatial resolution of 2.5◦ × 5◦ in latitude and215

longitude, respectively. Their temporal resolution is 15 minutes to 2 hours.216

The GIM products with 2-8 TECU accuracy are available with a latency of217

less than 24 hours and approximately 11 days in the rapid and final solution218

modes, respectively [121, 127].219

In this study, the rapid global VTEC maps with 15 minutes time inter-220

val are obtained from the Technical University of Catalonia, called here221

‘GIM/UQRG’, and these fields are ingested into the NeQuick and TIEGCM222

models through the DDA procedure. The final VTEC estimates from the223

CODE products, called here ‘GIM/CODE’, with 2 h time interval are used for224

validating the DDA results. The mean of VTEC and their Root Mean Squared225

(RMS) maps derived from GIM/UQRG are presented in Fig. (2).226
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Fig. 2: The gridded mean of VTEC and their RMS derived from the
GIM/UQRG during September 2017.

2.2 NeQuick2227

Galileo adopts the NeQuick model, recommended by the International228

Telecommunication Union (ITU), for estimating the ionospheric corrections229

in single frequency positioning [69, 70]. NeQuick is a three-dimensional and230

time-dependent ionospheric model [131, 132], which is run by considering daily231

F10.7 index as a proxy of the solar activity. Based on the inputs of position,232

time and this index, NeQuick evaluates both VTEC and Slant TEC (STEC)233

values along ground-to-satellite or satellite-to-satellite ray path by integrating234

the resulting electron density profiles. These measures can also be converted235

to the range measurement errors in the GNSS positioning experiments [70].236

2.3 Thermosphere-Ionosphere-Electrodynamics General237

Circulation Model (TIEGCM)238

The physics-based model TIEGCM is a coupled thermosphere-ionosphere239

model that uses a finite differential scheme to solve the nonlinear equations240

of conservation of mass, energy, and momentum for the neutral and ionized241

species [36, 45]. This study is based on the TIEGCM version 2.0 (released on242

March 21st, 2016). The horizontal resolution of this model is set to 5◦ × 5◦,243

and the vertical resolution consists of two levels per scale height. The altitude244
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of the model extends from approximately 97 km to 450∼600 km depending on245

the solar activity [133].246

In TIEGCM, the EUVAC (Extreme Ultraviolet Flux model for Aeronomic247

Calculations) empirical solar proxy model [134, 135] provides the solar irradi-248

ance inputs via the daily F10.7 and its 81-day averaged (F10.7A) time series.249

This model uses the Kp index[136] instead of the Ap index [137] to indicate the250

geomagnetic activity. Other forcing parameters in this model include cross-tail251

potential drop and hemispheric power, which represent the magnitude of auro-252

ral particle precipitation and the ionospheric convective electric fields imposed253

from the magnetosphere, respectively. Throughout this work, the Heelis model254

is used to specify the high latitudes ion convection [138]. The Global Scale255

Wave Model (GSWM) provides the lower boundary condition, which is related256

to the atmospheric tides [139].257

To run TIEGCM, primary history files need to be introduced, which include258

the prognostic fields to start the model. These fields contain variables such as259

the neutral and ion temperature, neutral zonal and meridional wind, molecular260

and atomic Oxygen, Nitric Oxide, Helium, Argon, O+ ion, electron temper-261

ature and density, O2+ ion, vertical motion, geopotential height and electric262

potential [36]. Its is worth mentioning that the model runs in this study are263

performed after the ‘spin-up’ period of 15 days. The TIEGCM model has an264

upper boundary level of ∼ 500− 700 km altitude, while the VTEC estimates265

of GIM represent electron variability of up to ∼ 20, 200 km altitude. To reduce266

this inconsistency, the VTEC estimates above the upper boundary of models267

are added using the simulation of the NeQuick ionosphere model [43].268

3 Method269

The details of [PCA, 117], the formulation of DDA, and the evaluation criteria270

are described in Sections 3.1, 3.2 and 3.3, respectively.271

3.1 A review of PCA for dimension reduction within the272

data assimilation273

PCA is a useful statistical (data-driven) approach for dimension reduction,274

data compression, and noise reduction. Its application has been described in275

a number of papers with slightly different approaches and notations [e.g., 118,276

140, 141]. The dimension of data set is reduced by replacing the original set277

of the correlated samples with a smaller number of uncorrelated components278

called Empirical Orthogonal Functions (EOFs) and their associated Principal279

Components [PCs, see, e.g., 119, chapter 4]. Here, we briefly summarize the280

PCA approach in the context of ionosphere modelling application.281

Our data set, which can be grid maps of TEC or VTEC changes, consists of282

m time epoch and n grid points, which are arranged into an m by n data matrix283

(i.e., O = [o1, . . . ,on]). The temporal mean of data set is ō1,p = 1
m

∑m
i=1 oi,p284

where p = 1, . . . , n, which is a raw vector with dimension n, and each element of285

ō is the mean value of all m observations for a given grid point. The deviations286
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of all observations from their mean values are arranged into an m× n matrix,287

V = [v1, . . . ,vn], where each column of V stores the deviation of the time288

series of one grid point with respect to its temporal mean ō (i.e., vi = oi−ō1,i)289

and each row of V contains n observation deviations at each time epoch.290

The (auto-)covariance matrix Cm×m of matrix V can be written as:291

C =
1

m− 1
VVT , (1)

where the superscript T denotes the matrix transpose. Through the eigenvalue292

decomposition [117], the covariance matrix C can be decomposed as:293

C = EΛET , (2)

where Λ is a diagonal matrix that contains the eigenvalues λi (the square form294

of the singular values) of C are arranged with respect to their magnitude, and295

E = [e1 . . . em] is an orthogonal matrix consisting of corresponding eigenvectors296

of C as column vectors, where ETE = I and I is the identity matrix. The297

matrix E contains EOFs that are spatially orthogonal vectors. The dimension298

of E is m×m and the each column of E contains the weights of time epochs.299

PCs are stored in P and they are computed by projecting V onto EOFs (E) as:300

P = VE. (3)

The original data set can be reconstructed from the EOFs and PCs as:301

V̂ = PET , Ô = PET + ō, (4)

where ō contains the temporal mean field, V̂ contains the mean reduced recon-302

structed data field, and Ô represents the reconstructed data with the mean303

values. The variance explained by the ith PC and EOF is given by the eigen-304

value associated with its λi. The proportion of variance explained by the ith305

PC and EOF, or the variance ratio, is given by λi/
∑

j λj . λi decreases with306

increasing i, indicating that the majority of variance in the data set can be307

expressed using a smaller number of leading EOFs and PCs. Using only the308

first npc components, the data can approximated as:309

Ṽ = PnpcE
T
npc

, Õ = PnpcE
T
npc

+ ō, (5)

where Pnpc is an m × npc matrix with the first npc PCs as its columns and310

Enpc is a n× npc matrix.311

3.2 Direct assimilation of EOFs within the EnKF312

procedure313

The Decomposition-based Data Assimilation (DDA) technique is formulated314

to integrate VTEC of GIM/UQRG into NeQuick and TIEGCM models. The315

dimension of this type of GIM-VTECs for one day with the spatial resolution316

of 2.5◦×5◦ in latitude and longitude, and temporal resolution of 15 minutes is317

96×5183. The simulated VTECs from NeQuick and TIEGCM are determined318
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at the same times and grid points of GIM/UQRG. Based on the PCA technique319

(Eq. (5)), the VTECs from NeQuick or TIEGCM model are mathematically320

represented as:321

Model (NeQuick or TIEGCM), i.e., : F(P,E, ō) = PET + ō, (6)

where P contains the first npc PCs derived from NeQuick or TIEGCM (using322

Eq.(3)), E is based on the the first npc EOFs of NeQuick or TIEGCM (from323

Eq.(2)), and ō represents the temporal mean of the simulated VTECs from324

model.325

Thus, the VTECs from models during one day are projected onto the 96326

time epochs to produce modeled PCs and EOFs. This means that each col-327

umn of EOFs derived from models has the length of m = 96. To reduce the328

computational load and possible noise, we will assimilate the first npc (here329

npc = 30) of EOFs (npc must be smaller than the rank of the data matrix m).330

The selection of 30 as npc corresponds to ∼ 99% of the cumulative variance in331

global VTEC maps. This number might be changed in other DDA experiences.332

To merge models with observations, we propose the use of the Ensemble333

Kalman Filter [EnKF, 142] with the highest rank of EOFs (1, 2, 3, . . . , npc) that334

convey the most available information of the ionosphere state. For this purpose,335

the ensemble of background model YB and GIM/UQRG VTECs YOBS during336

a day are generated through adding random error. The Gaussian distribution337

is built using the VTEC estimates from model or IONEX product, which done338

by a Monte Carlo simulation that considers the ith (i.e., i = 1, ..., Ne) ensemble339

members of the VTECs expressed as:340

YB = MB + ξi, i = 1, ..., Ne, (7)

YOBS = OOBS + ηi, i = 1, ..., Ne, (8)

where Ne is the ensemble member (Ne=90). In Eqs.(7)) and (8)), MB
96×5183341

and OOBS
96×5183 are VTEC estimates from models (NeQuick or TIEGCM) and342

GIM/UQRG. The ξi,96×5183 vector contains random errors with the mean343

equal to zero and the standard deviation of 10 TECU while ηi,96×5183 cor-344

responds to the uncertainties of GIM/UQRG VTECs, given by the IONEX345

products. The standard deviation of GIM/UQRG changes globally and their346

values are smaller over land (where there is data). It should be mentioned here347

that the biases of VTECs that exist between the model estimates and obser-348

vations, called here ’biasVTECs’, are considered as unknowns and they will be349

calibrated throughout the DDA procedure along with the EOFs.350

Within the DDA procedure, GIM/UQRG VTECs are used to update the
EOFs and biasVTECs of the model by minimizing the following cost function:

J(X) =
1

2
[X−X̄

B
]T (PB)−1[X−X̄

B
]+

1

2
[HXB−YOBS ]TR−1(HXB−YOBS),

(9)
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where XB is the ensembles of background states and is composed of two parts:351

the ensemble of EOFs from models and the bias values (see Eq. (11)). In352

Eq. (9), X̄
B

is the ensemble mean vector and PB is the background error353

covariance. Ensembles of observations are stored in YOBS (Eq. (8)), and R354

holds the uncertainty of these observations. The details of these variables are355

described in the following.356

The core of DDA is selected to be the Ensemble Kalman Filter [EnKF as357

in, 93, 142, 143]. This technique uses the available observations to update the358

background state (model-derived EOFs and the biasVTECs) and it decides how359

to update the states based on their error covariance estimates.360

Each ensemble member of EOFs (model state) are generated by applying361

PCA on the each ensemble of VTECs from NeQuick or TIEGCM. The DDA362

procedure, which is based on the cost function in Eq. (9), has been evaluated363

at each grid point to estimate the assimilated EOFs and biasVTECs of that grid364

point. In the following, we stated the DDA technique for one grid point and365

this procedure is repeated for all grid points (i.e., in this study, the number366

of grid points that covers the globe with the spatial resolution of 2.5◦ × 5◦ in367

latitude and longitude is 5183). The ensemble of EOFs for one grid point is368

expressed by XB
1,npc×Ne as:369

XB
1 = [xB

1,1, · · · ,xB
1,Ne], (10)

where the upper-index ‘B’ represents the model background and ith ensemble370

member of XB
1 (i.e., xB

1,i) is the first nps of ith EOF maps for the one grid371

point.372

The ensemble of model states XB
1 and bias XB

2 for one grid point are373

integrated and denoted by XB
npc+1×Ne as:374

XB =

XB
1,npc×Ne

−−−−−
XB

2,1×Ne

 , (11)

where the ensembles of biasVTECs XB
2 are built based on the Gaussian distri-375

bution, whose mean value and standard deviation are set to 0 and 5 TECU,376

respectively. The ensemble mean vector (x̄B
npc+1×1) of Eq. (11) and the error377

covariance matrix of the background model (CB
npc+1×npc+1) are computed as378

follows:379

x̄B =
1

Ne

Ne∑
i=1

xB
i , and (12)

CB =
1

Ne− 1
(XB − x̄B)(XB − x̄B)T . (13)
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The analysis step (shown by the upper-index a) corrects the model-derived380

EOFs and biasVTECs value for one grid point, and predicts the states and their381

uncertainties using the GIM/UQRG VTEC as follows:382

Xa
npc+1×Ne = XB + K(YOBS −HXB), (14)

and their ensemble mean and their uncertainties, shown by x̄a and Ca, are383

computed as:384

x̄a
npc+1×1 = x̄B + K(ȳOBS −Hx̄B), (15)

Ca
npc+1×npc+1 = (I−KH)CB , (16)

where YOBS
m×Ne and ȳOBS

m×1 represent the ensembles (i.e., perturbed by the385

estimated noise derived from GIM products) and the ensemble mean of386

GIM/UQRG VTECs for the one grid point, respectively. Considering Eqs.387

(14-16), the analyzed states and their covariance matrix depend on differ-388

ences between the real observations (YOBS) and model predictions (HXB),389

while considering their weights, which are reflected in the Kalman gain matrix390

(Knpc+1×m) that is defined as:391

K = CBHT
(
HCBHT + R

)−1
. (17)

Here, Rm×m represents the covariance matrix of observations (i.e.,392

GIM/UQRG VTECs). By assuming the VTECs of one point during a day to393

be independent, this matrix will be diagonal, where the root of its diagonal394

elements is derived from the IONEX products. In Eqs. (14, 15, and 17), the395

design matrix H is defied as:396

Hm×npc = [Pm×npc1m×1], (18)

where P contains the first npc PCs derived from models (Eq. (2)), and 1m×1397

is represented the impact of bias in simulating VTECs from model Eq. (19).398

Therefore, by implementing the DDA procedure for all grid points, the399

ensemble mean and uncertainties of EOFs and biasVTECs from the analysis400

step (Eqs. (15 and 16)) provide us with the global updated EOFs (Ê) and new401

bias ( ˆbiasV TECs) estimates along with their uncertainties. The DDA model402

(in its general form) and the associated uncertainties can be derived from Eqs.403

(19) and (20), respectively. Thus, for NeQuick or TIEGCM, the model can be404

derived as Eqs. (21) and (22), respectively.405

DDA model, i.e., : F1(Ê,P, ˆbiasV TECs) = PÊ
T

+ ˆbiasV TECs, (19)

DDA Error, i.e., : F2(CÊ,P,C ˆbiasV TECs
) = PCÊPT + C ˆbiasV TECs

, (20)

DDA-NeQuick = PNeQuickÊ
T

NeQuick + ˆbiasV TECsNeQuick, (21)

DDA-TIEGCM = PTIEGCM Ê
T

TIEGCM + ˆbiasV TECsTIEGCM , (22)
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To forecast VTEC for the next day, the original empirical or physics-based406

model VTECs of the next day can be generated either using the solar and407

geomagnetic indices of the previous day or by inserting them from available408

prediction products. The model runs of the next day can be computed, e.g.,409

every 15 minutes. The new VTEC fields are then decomposed using PCA to410

estimate the EOFs (Ed+1) and PCs (Pd+1) of the next day. We replace the411

EOF of the forecasting day with the updated EOFs of the previous day Êd.412

Mathematically, the one-day VTEC forecasts of a general DDA model and413

their uncertainties can be estimated by Eqs (23) and (24), respectively. Par-414

ticularly the DDA-NeQuick and DDA-TIE-GCM forecasts can be respectfully415

expressed as Eqs. (25) and (26).416

Predictor model, i.e., : F1(Êd,Pd+1, ˆbiasV TECs,d) = Pd+1Ê
T

d + ˆbiasV TECs,d,

(23)

Predictor Error, i.e., : F2(CÊ,d,Pd+1,C ˆbiasV TECs,d
) = Pd+1CÊ,dP

T
d+1 + C ˆbiasV TECs,d

,

(24)

Predictor DDA-NeQuick = PNeQuick,d+1Ê
T

NeQuick,d + ˆbiasV TECsNeQuick,d
,

(25)

Predictor DDA-TIEGCM = PTIEGCM,d+1Ê
T

TIEGCM,d + ˆbiasV TECsTIEGCM,d
,

(26)

3.3 Evaluating the results417

Various evaluation measures are applied to examine the performance of the418

original and DDA outputs compared to the observations, including ‘Bias’ (Eq.419

(27)), ‘Relative Error’ (RE, Eq. (28)), ‘Standard deviation’ (STD, Eq. (29)),420

‘Root Mean Squared of Error (RMSE, Eq. (30)), ‘Improvement’ (Eq. (31)),421

‘Average of Absolute Percentage Deviation (AAPD, Eq. (32))’, ‘Fit’ (Eq. (33)),422

and ‘Correlation Coefficients (CCs, Eq. (34))’. The details are provided in the423

Appendix.424

4 Results425

The DDA procedure is performed using 90 ensemble members and the first426

30 of EOFs are found to represent 99% of the eigenvalues. Eventually, the427

assimilated EOFs Eq. (15) replace the model-derived EOFs in Eq. (19) for428

simulating VTECs of the same day (i.e., now-casting). This means that the429

now-casting of NeQuick is estimated using Eq. (21), and that of TIEGCM430

from Eq. (22). For forecasting VTECs during the next day the general model431

reads as Eq. (23), i.e., for forecasting based on the DDA NeQuick, we use Eq.432

(25), and the DDA TIEGCM forecasts follow Eq. (26).433
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An overview of the work-flow of this study to apply DDA on NeQuick or434

TIEGCM and testing its performance for forecasting global VTECs is pre-435

sented in Fig. (3). In what follows, VTEC estimates from the DDA are assessed436

in different ways. In Section 4.1, the prediction of EOFs is presented. Then,437

the VTEC estimates from NeQuick, TIEGCM, DDA-NeQuick, and DDA-438

TIEGCM are compared with the VTECs derived from GIM/UQRG in the439

forecasting mode (Section 4.2). This is done to understand how the DDA440

changed the original modeled values during September 2017. In Section 4.3,441

the 6-hourly global maps of DDA in the forecasting mode during two days442

with high and low Kp are compared with those of GIM/UQRG to see whether443

the new model represents expected spatial-temporal as reflected in the global444

models. Finally, the time-series of VTECs from DDA are compared with the445

final IONEX GIM/CODE products over some selected IGS stations in Section446

4.4.447

4.1 Predicting EOFs in the forecasting mode448

PCA is applied on the global VTEC fields (with spatial/temporal resolution449

2.5◦ × 5◦ in latitude and longitude / 15 minutes). Here, we use GIM/UQRG450

to derive the DDA-NeQuick Eq. (21) and DDA-TIEGCM Eq. (22) during451

September 2017. Plots in Fig. (4,a-e) represent the first EOF of VTECs. In452

addition, plots in Fig. (4,g-h) indicate the magnitude of singular values that453

correspond to all of the PCA modes. The amount of VTEC variability captured454

by first EOF is found to be 32.28%, 47.26%, 43.96%, 44.20% and 44.22% of455

the total variance for NeQuick, TIEGCM (i.e., TIEGCM and for the top level,456

height from∼ 500−800 km to∼ 20, 200 km, we used NeQuick), DDA-NeQuick,457

DDA-TIEGCM and GIM/UQRG VTECs, respectively. The numerical results458

show that after implementing the DDA, the overall spatial correlation coeffi-459

cient between the EOFs of GIM/UQRG and models are increased from 90.17%460

with NeQuick to 99.81% with DDA-NeQuick, and from 62.66% with TIEGCM461

to 99.84% with DDA-TIEGCM.462

4.2 Comparison of VTEC predictions with GIM/UQRG463

To assess whether the daily DDA improves the performance of empirical (i.e.,464

NeQuick) or physic-based (TIEGCM) models in the forecasting mode, the465

assimilated EOF maps are used to forecast VTECs for the next day based466

on Eq. (23). Figure (5,left) presents the improvements in terms of RMSE of467

VTECs compared to the GIM/UQRG in the forecasting mode. The DDA468

results are found to agree well with the GIM/UQRG (e.g., the CC of 91%469

and 93% for DDA-NeQuick and DDA-TIEGCM, respectively). The average470

improvement is found to be 42.46% (in the range of 14.47−70.45%) and 31.89%471

(in the range of 6.43 − 59.65%) for the DDA-NeQuick and DDA-TIEGCM,472

respectively. In addition, the mean of global uncertainties of VTECs Eq. (24)473

derived from NeQuick (TIEGCM) in the DDA procedure is decreased from 5.4474

(4.47) TECU to 0.08 (0.44) TECU in the forecasting step during September,475

2017.476
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Fig. 3: An overview of the proposed DDA procedure and validation experi-
ments. The procedure is divided into five steps: 1- Generating the ensemble
of VTECs from GIM/UQRG, 2- Simulating VTECs and generating ensemble
of them from empirical model NeQuick and physics-based model TIEGCM, 3-
Applying PCA on each model ensemble and estimating the ensemble of EOFs,
4- Performing DDA for assimilating EOFs and at the same time computing
biasV TECs, and 5- Replacing the assimilated EOFs into original models and
forecasting VTECs for the next day.

Figure (5,right) shows a Taylor [144, 145] diagram that compares the477

prediction values with those of GIM/UQRG during September 2017. The478

results indicate that after implementing the DDA on NeQuick, the RMSE479

values decreased from 5.33 TECU to 2.87 TECU. Using DDA for TIEGCM,480

the RMSE values decreased from 4.74 TECU to 3.09 TECU. Based on the481

statistical values shown in this figure, the DDA-NeQuick is found to pro-482

vide better statistics, which are closer to the GIM/UQRG, compared to the483

DDA-TIEGCM model.484
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Fig. 4: In (a-e), the first EOF of the VTECs from GIM/UQRG, NeQuick,
TIEGCM, DDA-NeQuick and DDA-TIEGCM, respectively is shown, in (f),
the variance percentage of the first PCA mode of different models is presented,
in (g), the magnitude of the singular values are shown, and in (h), the cor-
responding PC1 of the plots in a-e are presented. The results correspond to
September 2017 using every 15 minutes data with 2.5◦ × 5◦ spatial resolution
in latitude and longitude, respectively.

Fig. 5: Left panel: A comparison between evaluation statistics for forecasting
VTECs after implementing DDA during September 2017. The improvement
are estimated between the NeQuick (TIEGCM) and the DDA-NeQuick(DDA-
TIEGCM) models relative to the GIM/UQRG. Right panel: an overview of
the three performance measures (RMSE, Standard Deviation (STD), and
NRMSE), which are used to assess the performance of the NeQuick, TIEGCM,
DDA-NeQuick and DDA-TIEGCM compared to the GIM/UQRG during
September 2017.
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4.3 Validations in days with high and low Kp485

Here, the effect of DDA in forecasting of VTECs derived from NeQuick and486

TIEGCM is shown during two days (see Figs. (6 and 7)), where from left487

to right, the 6-hourly snapshots of VTEC differences between (1) NeQuick488

and GIM/UQRG, (2) DDA-NeQuick and GIM/UQRG, (3) TIEGCM and489

GIM/UQRG, and (4) DDA-TIEGCM and GIM/UQRG are presented. For two490

days of 26th (DOY=269) and 8th (DOY=251) in September, 2017 with dif-491

ferent level of geomagnetic activity index (i.e., the Kp values of +2 and +8,492

respectively). Comparing (1) and (2) in Fig. (6) indicates that the VTEC fore-493

casts of DDA-NeQuick agree better with those of IGS (i.e., RMSE of 3.81,494

3.76, 3.30, and 3.78 TECU for (1), while 1.85, 1.78, 1.73, and 1.79 TECU were495

found for (2)). The daily analysis represents a reduction in the range of 51.1%496

in the forecasting errors for DDA-NeQuick during a day with low geomagnetic497

activity. In addition, the results in column (3) and (4) of Fig. (6) illustrate498

that lower RMSEs of 2.45, 2.23, 2.25, and 2.38 TECU were found between the499

DDA-TIEGCM and GIM/UQRG compared to those of the original TIEGCM,500

i.e., 4.15, 4.92, 4.64, and 4.89 TECU. An average improvement of 49.86% is501

obtained for the DDA-TIEGCM on the same day.502

Analogous to Fig. (6), in Fig. (7), 6-hourly maps of VTEC differences are503

presented in the forecasting phase during the day with high Kp. The RMSE504

between NeQuick and GIM/UQRG are decreased from 8.46, 8.58, 7.88, and505

8.18 TECU to 3.06, 2.82, 2.64, and 2.56 TECU for the DDA-NeQuick against506

GIM/UQRG, and for TIEGCM, it is reduced from 7.35, 6.17, 5.37, and 5.85507

TECU to 6.25, 5.63, 4.79, and 4.82 TECU for the DDA-TIEGCM against508

GIM/UQRG. In summary, the reduction of overall RMSE during September509

8th, 2017 is found to be 66.4 and 13.1% for NeQuick and TIEGCM models,510

respectively. Thus, we conclude that DDA is efficient during days with variable511

geomagnetic activities.512

Figures (6 and 7) indicate that the maximum absolute differences in DDA-513

NeQuick against GIM/UQRG and DDA-TIEGCM against GIM/UQRG are514

found around ±30◦ latitude during the two days, which may indicate that515

NeQuick and TIEGCM do not fully represent the Equatorial Ionosphere516

Anomaly (EIA) [146] region. It can be seen from the Figs. (6,b and d) and517

(7, b and d) that DDA decreases errors within the EIA region. The numerical518

results indicate that the maximum absolute differences of NeQuick and DDA-519

NeQuick with GIM/UQRG in September 26th (low Kp) are ∼ 20 and 15 TECU520

around 06:00 and 12:00 UT (day time), respectively. These values are esti-521

mated to be ∼ 30 and 17 TECU for TIEGCM and DDA-TIEGCM. The results522

for September 8th (high Kp) are found to be ∼ 30 and 18 TECU for NeQuick523

and DDA-NeQuick, while ∼ 23 and 19 for TIEGCM and DDA-TIEGCM,524

respectively.525
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Fig. 6: An overview of the VTEC changes in the forecasting mode on Septem-
ber 26th, 2017 (low geomagnetic activity with Kp = 2). The left to right maps
: a) NeQuick against GIM/UQRG, b) DDA-NeQuick against GIM/UQRG, c)
TIEGCM against GIM/UQRG and d) DDA-TIEGCM against GIM/UQRG,
respectively.
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Fig. 7: An overview of VTEC changes in the forecasting mode on September
8th, 2017 (high geomagnetic activity with Kp = 8). The left to right maps
correspond to the a) NeQuick against GIM/UQRG, b) DDA-NeQuick against
GIM/UQRG, c) TIEGCM against GIM/UQRG and d) DDA-TIEGCM against
GIM/UQRG, respectively.

4.4 Global validation with the final GIM/CODE VTEC526

products527

Global VTECs of the GIM/CODE products are compared with original and528

DDA models in Fig. (8). This figure represents the temporal average of bias529

Eq. (27) and STD Eq. (29)) between models and GIM/CODE in different530

latitudes. The results indicate that NeQuick overestimates VTECs. TIEGCM531

underestimates them around the low latitude (from 30◦S to 40◦N) and over-532

estimate in other latitudes. The maximum absolute biases are found to be533

3.67, 6.42, 1.34 and 1.48 TECU for NeQuick, TIEGCM, DDA-NeQuick, and534

DDA-TIEGCM, respectively. In terms of STD, the models represent similar535

variations with changing the geographical latitudes. The maximum value of536
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STD appears in the north and south EIA regions and decreases with increas-537

ing latitudes in both northern and southern hemispheres. The maximum STD538

values are reduced from 7.90 and 3.40 to 1.52 and 2.93 after implementing the539

DDA approach on NeQuick and TIEGCM, respectively. From these results,540

we conclude that DDA is efficient in reducing the global errors.541

Fig. 8: Bias and STD of the differences between the model derived VTEC
estimates and the IGS’s GIM/CODE products. The statistics were generated
in 2.5◦ geographic latitude bins for the entire September 2017.

The diurnal VTEC estimates from NeQuick, TIEGCM, DDA-NeQuick,542

and DDA-TIEGCM are compared with the GIM/CODE ionosphere estimates543

over some IGS stations. We selected 12 days of September 6th-18th, 2017 to544

perform the comparisons and the results are shown in Fig. (9). These days are545

selected because of changes in the geomagnetic index were considerable (see546

Fig. (1)). After implementing DDA on NeQuick (TIEGCM), the overall RMSE547

is reduced by 34.3% (30.1%), 57.8% (19.3%), 24.5% (18.9%), 20.8% (47.1%),548

51.4% (10.2%) and 21.8% (13.9%) in the six IGS stations (FFMJ - latitude:549

50.09◦ and longitude: 8.66◦, Germany; URUM - latitude: 43.80◦ and longi-550

tude: 87.60◦, China; SCRZ - latitude: −17.80◦ and longitude: −63.16◦, Bolivia;551

YELL - latitude: 62.48◦ and longitude: −114.48◦, Canada; ZAMB - latitude:552

−15.43◦ and longitude: 28.31◦, Zambia); and NYAL - latitude: 79.83◦ and lon-553

gitude: 11.86◦, Norway). More statistical evidences of the DDA improvements554

are provided in Table.1.555
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Fig. 9: Diurnal VTEC variations obtained from the NeQuick, TIEGCM, DDA-
NeQuick, and DDA-TIEGCM, as well as GIM/CODE over the six selected
IGS stations during 12 days in September 2017 (6th-18th).
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Table 1: A summary of RMSE, AAPD and NRMSE measures to assess the
impact of DDA in forecasting VTECs of 5 IGS stations (in Fig. (9)). These
values correspond to the entire September 2017.

(a) The evaluation criteria based on NeQuick during September 2017

Stations
(Lat [deg], Long [deg])

RMSE [TECU] AAPD [%] Fit

NeQuick
Vs. GIM/CODE

DDA-NeQuick
Vs. GIM/CODE

NeQuick
Vs. GIM/CODE

DDA-NeQuick
Vs. GIM/CODE

NeQuick
Vs. GIM/CODE

DDA-NeQuick
Vs. GIM/CODE

FFMJ
4.18 2.23 31.72 25.68 -0.23 0.33

(50.09 , 8.66)
URUM

5.09 1.91 27.24 13.19 -0.44 0.45
(43.80 , 87.60)

SCRZ
9.62 5.51 34.24 26.63 0.13 0.50

(-17.80 , -63.16)
Yell

2.25 1.92 27.76 26.64 0.29 0.39
(62.48 , -114.48)

ZAMB
6.96 3.73 39.23 23.01 0.01 0.46

(-15.43 , 28.31)
NYAL

2.06 1.61 27.73 23.23 -0.16 0.09
(78.93, 11.86)

(b) The evaluation criteria based on TIEGCM during September 2017

Stations
(Lat [deg] , Long [deg])

RMSE [TECU] AAPD [%] Fit

TIEGCM
Vs. GIM/CODE

DDA-TIEGCM
Vs. GIM/CODE

TIEGCM
Vs. GIM/CODE

DDA-TIEGCM
Vs. GIM/CODE

TIEGCM
Vs. GIM/CODE

DDA-TIEGCM
Vs. GIM/CODE

FFMJ
2.28 2.06 30.74 24.83 0.32 0.38

(50.09 , 8.66)
URUM

2.19 1.67 15.80 11.52 0.37 0.52
(43.80 , 87.60)

SCRZ
8.89 5.47 33.19 26.65 0.20 0.51

(-17.80 , -63.16)
Yell

4.90 1.83 117.67 29.02 -0.52 0.42
(62.48 , -114.48)

ZAMB
4.08 2.98 20.33 19.25 0.41 0.57

(-15.43 , 28.31)
NYAL

2.21 1.89 39.83 29.41 -0.23 0.05
(78.93, 11.86)

A comprehensive comparison in terms of global RMSE (Eq. (30)) and Fit556

(Eq. (33)) are performed with the final VTEC products of GIM/CODE. These557

hourly measures are summarized in Figs. (10 and (11), which indicates that the558

main differences can be found as expected during high solar activity (i.e.,from559

September 7th to 9th, 2017). DDA can improve these differences by 47.2% and560

26.6% for NeQuick and TIEGCM, respectively.561
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Fig. 10: Hourly global RMSE and Fit before and after performing the DDA.
The specific UT hour are shown along the x-axis, each day of September 2017
is represented on the y-axis. The colored values show the RMSE and Fit values,
and the gray color in the Fit maps are related to the negative fitting values.
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Fig. 11: Global RMSE and Fit calculated by Eqs. (30 and 33) for measure-
ments taken at a specific UT hour (x axis), for a specific day of September
2017 (y axis), before and after applying the DDA approach on TIEGCM.

4.5 Validation with the VTECs derived from GPS562

measurements563

In this section, the NeQuick, TIEGCM, DDA-NeQuick and DDA-TIEGCM564

are compared to the VTEC derived from GPS measurements for six selected565

IGS stations as in Fig.9. The VTEC determination based on the GPS mea-566

surements follows our previous paper [94].Based on the statistical results,567

after implementing the DDA, the overall RMSE for the stations during the568

entire month is reduced by 35.86 and 18.27% using DDA-NeQuick and DDA-569

TIEGCM compared to the original models, respectively. Also, the average of570

fitting parameters between models and GPS-VTECs are increased (in terms571

of NRMSE) from 0.002 and 0.19 to 0.38 and 0.31 for NeQuick and TIEGCM,572

respectively. The comparison of the models and GPS-VTECs in terms of corre-573

lation coefficients and normalized histogram are shown in Fig.12. The NeQuick,574

TIEGCM, DDA-NeQuick and DDA-TIEGCM are represented in red, yellow,575

This version of the article has been accepted for publication,  
after peer review (when applicable) and is subject to Springer Nature’s AM terms of use,  

but is not the Version of Record and does not reflect post-acceptance improvements, or any corrections. 
The Version of Record is available online at: https://doi.org/10.1007/s10712-023-09788-7



Springer Nature 2021 LATEX template

Empirical Data Assimilation for Ionosphere 25

green and blue colors, respectively. The left panel represents the higher corre-576

lations between of the DDA results and GPS-VTEC, i.e, 90% and 89%, while577

these value are about 80% and 79% for the original models. Normalized his-578

tograms of the VTEC modeling errors relative to GPS-VTECs are shown in579

the right panel of Fig. (12). They indicate that the mean of normalized errors580

of the DDA-NeQuick and DDA-TIEGCM are low, i.e., 0.76 and 0.6 TECU,581

respectively. The STD of DDA-TIEGCM and DDA-NeQuick model is also582

lower than that of the original TIEGCM and NeQuick (3.3 vs. 4.6 and 3.5 vs.583

6.2 TECU) after implementing the proposed approach.584

Fig. 12: Left panel: Corresponding scatter-plots of modeled (i.e., NeQuick,
TIEGCM, DDA-NeQuick and DDA-TIEGCM) and measured GPS-VTECs
values which the Pearson correlation coefficient of each model with obser-
vations are shown in the upper right corner. Right panel: Histogram of
corresponding residuals between modeled and measured VTECs for six IGS
stations during September 2017. The residuals mean and standard deviation
are shown in the upper left corner of the histogram.

5 Conclusion585

In this study, a Decomposition Data Assimilation (DDA) technique based on586

the PCA dimension reduction technique, and the EnKF as merger is proposed.587

DDA can be used to improve the VTEC estimates of available ionosphere mod-588

els globally using the IGS GIM products. The method can be easily adopted589

to the regional case studies by changing the domain of the background model590

and observation fields. The numerical assessments of this study are performed591

based on the NeQuick and TIEGCM models and the GIM/UQRG as obser-592

vation. The daily global VTECs obtained from GIM/UQRG are used in the593

DDA procedure to update the EOFs of models and the new models are shown594

as ‘DDA-NeQuick’ and ‘DDA-TIEGCM’. The main aim of this work is to show595

the forecasting skills of DDA for the next 24 hours during quiet and storm con-596

ditions during September 2017 was chosen as a test period with the Kp index597

being considerably changed see Fig. (1). Results are then evaluated against598
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the rapid and final GIM VTEC products. The main findings of this study can599

be summarized as:600

• The DDA is implemented here by considering 90 ensemble members and601

only the first 30 EOFs with the highest rank of each grid point are used602

for assimilation. After integrating the VTECs from GIM/UQRG with EOFs603

from models, the assimilated EOFs are used in the forecasting step. The604

new assimilated models (DDA-NeQuick and DDA-TIEGCM) provide bet-605

ter VTEC estimates than the original models especially in days (and at606

those times of the day) with more pronounced ionospheric dynamics, where607

considerable differences exist between the original models and GIM/CODE608

VTECs.609

• Comparisons between DDA-NeQuick (DDA-TIEGCM) and original models610

against the VTEC estimates from GIM/UQRG represent the capability of611

the proposed model in simulating or forecasting VTECs in the EIA region.612

The differences between the NeQuick (TIEGCM) and DDA-NeQuick (DDA-613

TIEGCM) compared to the GIM/CODE indicate that the reduction of error614

around EIA is found to be 50 (30)% approximately.615

• Statistical measures indicate that the DDA-NeQuick and DDA-TIEGCM616

perform better than the original models, compared to the final product617

GIM/CODE, in both now-casting and forecasting modes. For example, the618

monthly averages of RMSE, bias and fit parameters in the forecasting step619

are found to be improved from the original values of 6.62 (5.09) TECU, -620

1.51 (-0.31) TECU, 0.26 (0.43) to 3.90 (3.63) TECU, -0.30 (-0.22) TECU,621

0.56 (0.59) after implementing the DDA procedure into the NeQuick (TIE-622

GCM), respectively.623

This work can be extended by performing other decomposition techniques such624

as Independent Component Analysis [ICA 118, 147]. The DDA can be tested625

on irregular observations (not-gridded) such as scatter GNSS-derived VTEC626

estimates from the IGS stations.627
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[77] Montenbruck, O., Rodŕıguez, B.G.: Nequick-g performance assessment935

for space applications. GPS Solutions 24(1), 1–12 (2020). https://doi.936

org/10.1007/s10291-019-0931-2937

[78] Sanz Subirana, J., Juan Zornoza, J., Hernández-Pajares, M.: GNSS data938

processing book, vol. i: fundamentals and algorithms. Technical report,939

TM-23/1. Noordwijk: ESA Communications (2013)940

[79] Rose, J.A., Watson, R.J., Allain, D.J., Mitchell, C.N.: Ionospheric cor-941

rections for GPS time transfer. Radio Science 49(3), 196–206 (2014).942

https://doi.org/10.1002/2013RS005212943

[80] Rovira-Garcia, A., Juan, J.M., Sanz, J., González-Casado, G.: A world-944
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Appendix - Evaluation measures1193

To numerically evaluate the performance of the original and DDA model1194

compared to the observation, the following statistical measures are applied:1195

• ‘Bias’ is defined as:1196

Bias =
1

n

n∑
i=1

(Obsi −Modeli), (27)

where Obs and Model denote observation and model estimates, receptively,1197

and n is the number of observations. The positive (negative) values of the1198

bias demonstrate that the model underestimates (overestimates) compared1199

to the observations.1200

• The expression of bias in percentage is computed based on the ‘Relative1201

Error (RE)’ as:1202

RE = 100×
n∑

i=1

(
|Obsi −Modeli|

Obsi
), (28)

where |.| represents an operator that returns the absolute values.1203

• Standard deviation (STD) determines the dispersion of a data-set relative
to its mean and is calculated as:

STD =

√∑n
i=1(Obsi − Ōbs)2

n
(29)

• ‘Root Mean Squared of Error (RMSE)’ is determined to assess how model1204

estimates match with observations as:1205

RMSE =

√∑n
i=1(Obsi −Modeli)2

n
(30)

The square term inside the RMSE equation highlights both positive and1206

negative differences between the quantities.1207

• ‘Improvement’ is defined as percentage in the computed RMSEs after1208

implementing DDA as:1209

Improvement = 100× RMSE1 − RMSE2

RMSE1
, (31)

where RMSE1 is computed between the original NeQuick or TIEGCM and1210

GIM-VTECs, and RMSE2 is determined between those of DDA and GIM-1211

VTECs.1212

• ‘Average of Absolute Percentage Deviation (AAPD)’ is expressed as the1213

percentage of absolute difference between observation and model as:1214

AAPD = 100×
∑n

i=1(|Obsi−Modeli
Obsi

|)
n

, (32)

Minimum (maximum) values of AAPD correspond to the average best1215

(worst) performance of a model in estimating VTECs.1216
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• ‘Fit’ is determined as the fraction of data variance that is predicted by the1217

model as:1218

Fit = 1−
√∑n

i=1(Obsi −Modeli)2√∑n
i=1(Obsi − Ōbs)2

, (33)

where Ōbs is defined as the mean of observations. In contrast to AAPD,1219

the minimum (maximum) values of fitting correspond to the average worst1220

(best) performance of model in simulating VTECs.1221

• ‘Correlation Coefficients (CCs)’ are used as a unit-less measure to represent1222

the overall agreement between model estimations and observations:1223

CC =

∑n
i=1 (Modeli − ¯Model)(Obsi − Ōbs)√∑n

i=1 (Modeli − ¯Model)2
∑

(Obsi − Ōbs)2
. (34)

The range of CCs is from –1 to +1, where –1 indicates the perfect negative1224

correlation, +1 corresponds to the 100% correspondence, and zero indicates1225

no correlations.1226
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