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ABSTRACT

PURPOSE Patients diagnosed with advanced-stage Hodgkin lymphoma (aHL) have his-
torically been risk-stratified using the International Prognostic Score (IPS).
This study investigated if a machine learning (ML) approach could outperform
existing models when it comes to predicting overall survival (OS) and
progression-free survival (PFS).

PATIENTS AND
METHODS

This study used patient data from the Danish National Lymphoma Register for
model development (development cohort). The ML model was developed using
stacking, which combines several predictive survival models (Cox proportional
hazard, flexible parametric model, IPS, principal component, penalized re-
gression) into a single model, and was compared with two versions of IPS (IPS-3
and IPS-7) and the newly developed aHL international prognostic index (A-HIPI).
Internal model validation was performed using nested cross-validation, and
external validation was performed using patient data from the Swedish Lym-
phoma Register and Cancer Registry of Norway (validation cohort).

RESULTS In total, 707 and 760 patients with aHL were included in the development and
validation cohorts, respectively. Examining model performance for OS in the
development cohort, the concordance index (C-index) for theMLmodel, IPS-7,
IPS-3, and A-HIPI was found to be 0.789, 0.608, 0.650, and 0.768, respectively.
The corresponding estimates in the validation cohort were 0.749, 0.700, 0.663,
and 0.741. For PFS, the ML model achieved the highest C-index in both cohorts
(0.665 in the development cohort and 0.691 in the validation cohort). The time-
varying AUCs for both theMLmodel and the A-HIPI were consistently higher in
both cohorts compared with the IPS models within the first 5 years after
diagnosis.

CONCLUSION The new prognostic model for aHL on the basis of ML techniques demonstrated
a substantial improvement compared with the IPSmodels, but yielded a limited
improvement in predictive performance compared with the A-HIPI.

INTRODUCTION

Hodgkin lymphoma (HL) is among the most common ma-
lignancies in younger individuals and is historically divided
into classical HL (cHL; approximately 95%) and nodular
lymphocyte–predominant HL (approximately 5%).1,2 In
cHL, cure rates and outcomes across disease stages are
generally excellent because of combined modality treatment
for limited-stage disease and effective multiagent chemo-
therapy regimens for advanced-stage disease.3 Despite these

advancements, outcomes still remain variable and 10%-20%
of patients will relapse or have refractory disease.1 A risk-
adapted treatment strategy requires accurate prognostic
scores on the basis of factors that are available at diagnosis to
select the best treatment for an individual patient with HL.
With accurate prognostic scores, clinicians can reserve the
most intensive and toxic treatment for high-risk patients
who need it and spare low-risk patients from unnecessary
toxicity. Hence, precise and updated prognostic scores are
important for optimal treatment selection for an individual
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patient. The International Prognostic Score (IPS-7) is a
commonly used risk-stratification score for advanced-stage
HL (aHL).4,5 The IPS-7 consists of seven clinical risk factors
and identifies six risk groups. The IPS-3 model (including
only age, Ann Arbor stage, and hemoglobin level) was in-
troduced to simplify the IPS-7 while preserving predictive
accuracy.5,6 To simplify the use of IPS-7 and IPS-3, these
have been constructed by dichotomizing important prog-
nostic variables and thus provide a risk classification for
individual patients. However, the dichotomization of the
underlying variables used in both IPS-7 and IPS-3 leads to
substantial loss of information, which can result in reduced
accuracy of the provided prognostic information.7 The aHL
international prognostic index (A-HIPI)8 was recently de-
veloped using Cox proportional hazards (CPH) models
without dichotomizing continuous or categorical clinical
factors and indeed demonstrated improvements in predic-
tive capability compared with the IPS models. In the current
study, new prognostic models for aHL were developed using
machine learning (ML) and an extended list of baseline
clinical factors with the aim of further improving predictive
performance, which has shown great utility in previous
studies for other diseases.9,10

PATIENTS AND METHODS

Patients

The ML models were developed using clinical data from the
nationwide Danish National Lymphoma Register (LYFO).
LYFO contains information on >25,000 patients with lym-
phoma, including subtype, diagnostic characteristics, lab-
oratory values, treatment, and outcomes.11,12 Adult patients
(18 years and older at diagnosis) who fulfilled the following
criteria were included in the study: (1) newly diagnosed cHL,
(2) advanced-stage disease defined byAnnArbor stage III-IV

or IIB with extranodal disease,1 and (3) receipt of curative-
intent treatment with BEACOPP (bleomycin, etoposide,
doxorubicin hydrochloride, cyclophosphamide, vincristine,
procarbazine, and prednisone) or ABVD (doxorubicin,
bleomycin, vinblastine, and dacarbazine).

Patients diagnosed between 2006 and 2020 were included
from LYFO (referred to as the development cohort). The
model was validated using data from the Cancer Registry of
Norway and the Swedish Lymphoma Register13 (SLR).
Clinical information for Norwegian patients was extracted
from the clinical lymphoma database at Oslo University
Hospital (CLDOUH). Validation studies have shown high
coverage of the Swedish SLR, the cancer registry of Nor-
way, and Danish LYFO registers.11,14,15 Patients recorded in
the Swedish and Norwegian registers from 2007 until 2020
and 2017, respectively, who met the abovementioned in-
clusion criteria were pooled to form the validation cohort.
Patients with missing information on >2 of the 22 clinical
factors included in the models were excluded from the
study.

Model Development

Overall survival (OS) was defined as the time from HL di-
agnosis until death or censoring, and progression-free
survival (PFS) was defined as the time from HL diagnosis
until progression, relapse, death, or censoring. Censoring
occurred on the last date of follow-up or December 31, 2020,
in the Danish cohort, December 31, 2020, in the Swedish
cohort, and December 31, 2017, in the Norwegian cohort. For
the validation cohort, exact relapse and progression dates
were not complete for all patients. For these, progression
dateswere imputed using the last date offirst-line treatment
and relapse dates were imputed using the start date of
second-line treatment.

CONTEXT

Key Objective
To build machine learning (ML) models that predict overall survival and progression-free survival in patients with advanced-
stage Hodgkin lymphoma (aHL) and validate it against the International Prognostic Score (IPS) and the newly developed
aHL international prognostic index (A-HIPI).

Knowledge Generated
The ML models were able to outperform the IPS in both internal and external validation but yielded limited improvement in
predictive performance compared with the A-HIPI. TheMLmodel and the A-HIPI were able to identify high-risk patients with
worse survival than those defined as high-risk by the IPS.

Relevance (J.L. Warner)
ML-based prognostic algorithms could be implemented at the point-of-care. While in this case the ML model only slightly
outperformed the newly developed A-HIPI, it is nevertheless a proof-of-principle for the approach.*

*Relevance section written by JCO Editor-in-Chief Jeremy L. Warner, MD, MS, FAMIA, FASCO.
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TheMLmodels for predicting OS and PFSwere built using an
ensemble method called stacking.16,17 The stacking method
combines a number of survival models into a single survival
model through a weighted average approach:

SStackðtÞ5�
m

j5 1
ajSjðtÞ; where�

m

j5 1
aj 5 1 and aj2½0; 1�

where SjðtÞ represents the survival probability for the jth
model andm is the number of models included. The stacking
weights, aj, were determined by minimizing the integrated
brier score (IBS)18 obtained through cross-validation (CV;
Data Supplement, Fig S1).

The following survival models were included in the stacking
procedure: a CPH model, penalized CPH model,19 principal
component20 CPH model, IPS-7, IPS-3, and flexible para-
metric survival (FPS) models.21 The models included an
extended list of clinical factors, depending on themodel type
(Data Supplement, Table S1). The survival models incorpo-
rated in the ML models, their input, and model abbreviation
are described in Table 1. The models were selected to include
a broad range of different survival models, including models
with time-varying covariate effects.22

The initial covariate selection was done by aligning data
availability in all cohorts, and only covariates present in all
cohorts were included (Data Supplement, Section A4).
Missing data on predictors were handled using single value
imputation beforemodel development. Further details about
the imputation process and methods used for this purpose
can be found in the Data Supplement (Section A5).

Model Performance and Validation

Performance measures used were the IBS, time-varying
AUC,23,24 and the concordance index (C-index).25,26 These
measures were evaluated for the first 5 years after diagnosis.

Performance measures for the development cohort were
calculated by pooling predicted probability estimates in a 10-
fold CV setup (Data Supplement, Fig S1). A nested CV setup
was applied to avoid overly optimistic performance
measures.27

To evaluate the ability of the ML models and A-HIPI to
identify patients with poor outcomes, patients were ranked
on the basis of their predicted 5-year OS and PFS. The IPS
high-risk group (IPS score of 5-7) was then compared with
the patients with the lowest predicted probability at 5 years
(ML high-risk, and A-HIPI high-risk). The probability
threshold for the new high-risk group was defined such that
theMLhigh-risk group and the IPS high-risk group included
the same number of patients. Outcomes of the two high-risk
groups were compared visually using the Kaplan-Meier
method. A similar analysis was performed for patients at
low risk.

Model calibration was assessed using calibration plots,
calibration slope (CS), and calibration-in-the-large (CITL)28

and was performed in the validation cohort at 5 years
postdiagnosis. To investigate the validation of the A-HIPI
further, a separate calibration analysis was performed for
young patients (age 18-65 years). All analyses were per-
formed using R version 4.1.1 (R Foundation for Statistical
Computing, Vienna, Austria; Data Supplement, Table S2).

The study was approved by the North Denmark Region (ID:
2021-002), the Swedish Regional ethics committee in
Stockholm (Dnr 2019-00242), and the Regional Committee
for Medical Research Ethics South East Norway (No.
2018/2209).

RESULTS

Among a total of 4,582 patients with cHL, 3,115 were ex-
cluded (Fig 1) and 1,467 patients were included (707 in the

TABLE 1. The Prediction Models Incorporated in the ML Model

Model Type Variable Subset Notes

CPH-Enet CPH model with elastic net regularization 1 CV was applied to estimate regularization parameters

CPH-LASSO CPH model with LASSO regularization 1 Same as CPH-Enet

CPH-LASSO-Int CPH-LASSO including all possible first-order interaction terms 1 Same as CPH-Enet

PC-CPH CPH model with PC vectors as predictors 1 A PC rotation was applied to all covariates

FPS FPS models with time-varying covariates 2 Coefficient estimates for the baseline and time-varying
coefficients were modeled by natural cubic splines
with 2 degrees of freedom

CPH-IPS CPH model with IPS covariates 3 IPS covariates were used in their continuous form

IPS-7 IPS risk group Kaplan-Meier estimates 3

IPS-3 IPS risk group Kaplan-Meier estimates with 3 covariates 4

FPS-age-PS FPS model with age and PS as time-varying covariates 5 Same as for the FPS model

Abbreviations: CPH, Cox proportional hazard; CV, cross-validation; Enet, elastic net; FPS, flexible parametric survival; Int, interactions; IPS,
International Prognostic Score; LASSO, least absolute shrinkage and selection operator; ML, machine learning; PC, principal component; PS,
performance status.

JCO Clinical Cancer Informatics ascopubs.org/journal/cci | 3
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development cohort and 760 in the validation cohort). The
median follow-up (reverse Kaplan-Meier method29) was
7.2 years in the development cohort. The 5-year OS
was 83% (95% CI, 81 to 87), and the 5-year PFS was 73%
(95% CI, 70 to 77; Data Supplement, Fig S2A). For the
validation cohort, the median follow-up was 8.6 years. The
5-year OS was 91% (95% CI, 88 to 93), and the PFS was
87% (95% CI, 85 to 90; Data Supplement, Fig S2B). Clinical
characteristics in the cohorts were similar except for age
(Table 2 and Data Supplement, Table S3). The weights in
the ML models showed that a small number of models
obtained non-negligible weights (aj > 0.001, Data Sup-
plement, Table S4).

Validation

IPS Versus ML

For OS in the development cohort, the MLmodel, IPS-7, and
IPS-3 achieved a C-index of 0.789, 0.608, and 0.650, re-
spectively. In the validation cohort, the corresponding
C-index was 0.749, 0.700, and 0.663, respectively. For PFS,
the C-index in the development cohort was 0.665 for the ML
model, 0.549 for the IPS-7, and 0.576 for the IPS-3. The
corresponding estimates in the validation cohort were 0.691
for theMLmodel, 0.672 for the IPS-7, and 0.640 for the IPS-
3. The ML model attained a lower IBS for OS in both the
development and validation cohorts compared with the IPS-
7 and IPS-3 except for PFS in the validation cohort (Table 3).
For both OS and PFS, the time-varying AUC in the

development cohort was consistently higher for the ML
model compared with the IPS-7 and IPS-3 (Fig 2A). Similar
results were seen in the validation cohort (Fig 2B).

Patients classified as high risk (13.9% of patients) in the
development cohort, according to the ML model, had a 5-
year OS of 51% (95%CI, 41 to 63), whereas the 5-year OSwas
70% (95%CI, 61 to 80) in patients defined as high risk by the
IPS-7. The 5-year PFSwas 50% (95%CI, 40 to 62) for theML
high-risk group and 58% (95% CI, 49 to 69) for the IPS-7
high-risk group (Fig 3A). In the validation cohort, patients in
theMLhigh-risk group (9.2%of patients) had a 5-year OS of
70% (95%CI, 59 to 81), whereas patients defined as high risk
by the IPS-7 had a 5-year OS of 74% (95% CI, 64 to 86). The
corresponding estimates for PFS were 65% (95% CI, 55 to
78) and 69% (95% CI, 60 to 82), respectively (Fig 3B). Pa-
tients classified as low risk in both cohorts, according to the
ML model, had similar OS and PFS as the IPS-7 (Data
Supplement, Figs S3A and S3B).

A-HIPI Versus ML

In the development cohort, the A-HIPI achieved a C-index of
0.768 for OS and 0.649 for PFS. The corresponding estimates
for the validation cohort were 0.741 for OS and 0.677 for PFS.
The time-varying AUC was similar to the ML model for OS
and PFS in the development cohort (Fig 2A). For the vali-
dation cohort, the time-varying AUC estimates for A-HIPI
were similar for OS but attained similar estimates as the IPS-
7 for PFS (Fig 2B). The CITL and CS for the A-HIPI in the

Age
Excluded

(n = 0)

Missing values
Excluded

(n = 6)

Age
Excluded
(n = 108)

Missing values
Excluded
(n = 77)

Patients diagnosed with HL
from January 1, 2006

(development) (n = 1,825)

Age �18 years
(n = 1,825)

Patients with �2 missing values
(n = 707)

Patients diagnosed with HL
from January 1, 2007
(validation) (n = 2,757)

Age �18 years
(n = 2,649)

Patients with �2 missing values
(n = 760)

Stage
Excluded

I              (n = 231)
II             (n = 688)
Missing    (n = 12)

Advanced-
stage HL

IIBX             (n = 25)
III               (n = 407)
IV               (n = 462)

Advanced-
stage HL

IIBX             (n = 16)
III               (n = 569)
IV               (n = 586)

Stage
Excluded

I                (n = 390)
II            (n = 1,031)
Missing      (n = 57)

Treatment
Excluded

Other        (n = 265)
Missing      (n = 69)

Treatment
ABVD        (n = 626)
BEACOPP (n = 211)

Treatment
ABVD        (n = 544)
BEACOPP (n = 169)

Treatment
Excluded

Other     (n = 128)
Missing   (n = 53)

FIG 1. CONSORT diagram of patient flow in the development and validation cohorts. ABVD, doxorubicin,
bleomycin, vinblastine, and dacarbazine; BEACOPP, bleomycin, etoposide, doxorubicin hydrochloride, cy-
clophosphamide, vincristine, procarbazine, and prednisone; HL, Hodgkin lymphoma; IIBX, Ann Arbor stage II
with B-symptoms and extranodal involvement.
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development cohort were –0.14 and 0.99, respectively, for
OS and 0.09 and 1.22, respectively, for PFS (Data Supplement,
Fig S4). In the validation cohort, theMLmodel for OS attained
CITL and CS values of 0.14 and 1.02, respectively, whereas the
A-HIPI for OS attained CITL and CS values of 0.27 and 0.88,
respectively. TheMLmodel for PFS attained aCITLof 0.86and
a CS of 1.30, whereas the CITL and CS for the A-HIPImodel for
PFSwere0.89 and 1.61, respectively (Data Supplement, FigsS5
and S6). Restricting to patients age 18-65 years results in both
cohorts remaining largely unchanged (Data Supplement, Figs
S7 and S8). No substantial difference was found for patients

classified as low-risk compared with the IPS-7 (Data Sup-
plement, Figs S3A and S3B).

DISCUSSION

In the present study, we developed and validated a new
prognostic model for patients with aHL using ML models
that included more details on clinical factors than the
conventional risk scores used for HL. The model out-
competed the conventional IPS-7 and IPS-3 in the devel-
opment and validation cohorts with respect to both OS and
PFS predictions. The ML model identified a high-risk group
with a worse OS than the high-risk group identified through
IPS-7. The improved performance of the ML model com-
pared with IPS-7 and IPS-3 is not unexpected as the ML
model uses a more flexible modeling approach and avoids
dichotomization of clinical factors, thereby leading to more
accurate prediction of outcomes. However, the ML models
developed in this study exhibited only a minor improvement
in performance compared with the A-HIPI.

Prognostic tools, such as the proposed model, have the
potential to assist clinicians in patient counseling and the
development of future trials for improved risk-adapted
treatment approaches. The use of prognostic tools allows
clinicians to identify individuals with low predicted survival
probabilities who may not respond well to standard treat-
ments and could benefit from novel treatment strategies.
Conversely, for those with the best outcomes, trials may aim
at treatment reduction to minimize the risk of long-term
side effects.With the evolvement of new therapeutic options,
precise risk is crucial, particularly for those with the highest
risk. Thus, the introduction of new treatments that sub-
stantially change disease outcomes provides a need for
updating and revalidating the existing prognostic models.
This will also be the case for the ML model and the A-HIPI
model as new treatments for aHL are introduced, particu-
larly, as immune checkpoint inhibitors (anti-PD1) are made
available in the first-line setting.

TABLE 2. Characteristics of Patients With Advanced Hodgkin
Lymphoma in the Development and Validation Cohort

Clinical Factor
Development

Cohort (n 5 707)
Validation

Cohort (n 5 760)

Age, median (range) 44 (18-87) 37 (18-74)

Sex, No. (%)

Female 292 (41.3) 295 (38.8)

Male 415 (58.7) 465 (61.2)

Ann Arbor, No. (%)

IIB 20 (2.8) 10 (1.3)

III 324 (45.8) 360 (47.4)

IV 363 (51.3) 390 (51.3)

PS, No. (%)

0 and missinga 466 (65.9) 484 (63.7)

1 187 (26.4) 217 (28.6)

2 27 (3.8) 42 (5.5)

3 18 (2.5) 14 (1.8)

4 9 (1.3) 3 (0.4)

B-symptoms, No. (%)

No 234 (33.1) 291 (38.3)

Yes 462 (65.3) 460 (60.5)

Missing 11 (1.6) 9 (1.2)

Nodal, median (range) 4 (0-11) 4 (0-15)

Extranodal, median (range) 1 (0-5) 0 (0-4)

Tumor diameter, No. (%)

<10 cm 505 (71.4) 564 (74.2)

≥10 cm 87 (12.3) 124 (16.3)

Missing 115 (16.3) 72 (9.5)

Treatment, No. (%)

ABVD 538 (76.1) 566 (74.5)

BEACOPP 169 (23.9) 194 (25.5)

Radiotherapy, No. (%)

No 621 (87.8) 676 (88.9)

Yes 86 (12.2) 84 (11.1)

Abbreviations: ABVD, doxorubicin, bleomycin, vinblastine, and
dacarbazine; BEACOPP, bleomycin, etoposide, doxorubicin
hydrochloride, cyclophosphamide, vincristine, procarbazine, and
prednisone; PS, WHO performance status.
aMissing values are pooled together with PS 0 because of data sharing
regulations. In total, there were 21 missing values for PS.

TABLE 3. Performance Measures for the ML Model, IPS-3, IPS-7, and
A-HIPI in the Development and Validation Cohorts

Model

Development Cohort Validation Cohort

OS PFS OS PFS

IBS C-Index IBS C-Index IBS C-Index IBS C-Index

ML 0.073 0.789 0.141 0.665 0.049 0.749 0.085 0.691

IPS-3 0.085 0.650 0.149 0.576 0.054 0.663 0.078 0.64

IPS-7 0.087 0.608 0.151 0.549 0.052 0.700 0.077 0.672

A-HIPI 0.076 0.768 0.142 0.649 0.052 0.741 0.091 0.677

Abbreviations: A-HIPI, advanced-stage Hodgkin lymphoma
international prognostic index; C-index, concordance index; IBS,
integrated brier score; IPS, International Prognostic Score; ML, machine
learning; OS, overall survival; PFS, progression-free survival.
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Personalized treatment with response-adapted treatment
strategies has been introduced to decrease long-term
therapy-related toxicity and improve outcomes.5,30-34 Re-
cent trials in aHL have shown the challenge of identifying
patients at sufficient risk and assessing the treatment
effect in a group of patients with an overall favorable
prognosis. For instance, both the HD15 and HD18 trials have
required a high number of patients to formally show non-
inferiority of strategies with response-adapted reduction of
treatment.32,35 Similarly, the ECHELON-1 trial required over
1,300 patients to show a 6.9% increase in PFS with bren-
tuximab vedotin, doxorubicin, vinblastine, and dacarbazine
(A 1 AVD) over ABVD, a result that has not led to change
of practice in all countries in the western world. The recent
SWOG-S1826 trial included 994 patients and showed an
approximately 8% increase in 1-year PFS in favor of
nivolumab-AVD over A 1 AVD. From a statistical point of
view, obtaining a sufficient number of events is crucial for
obtaining robust estimates of the treatment effect in clinical

trials, which is especially relevant within HL. Improving
prognostic tools to more accurately identify patients at the
highest risk could thus also lower the number of patients
needed in aHL trials. The A-HIPI was recently developed as a
newprognosticmodel for aHL in themodern era. The A-HIPI
was developed using data from eight international phase III
clinical trials and validated in four international cancer
registries, demonstrating high performance compared with
the IPS-7 and IPS-3. In our study, the A-HIPI outperformed
the IPS models on most performance metrics for both OS
and PFS, with the exception of a slightly higher IBS for PFS
in the validation cohort (Table 3). This confirms the gen-
eralizability of the A-HIPI, which may be replacing the
conventional IPS.

Calibration in the development cohortwas better than that in
the validation cohort for both the ML model and A-HIPI,
especially for PFS where predictions from both models were
substantially lower than the observed PFS in the validation
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FIG 2. (A) Time-varying AUC for predicting OS and PFS for the MLmodel, the IPS-7, IPS-3, and A-HIPI. For the development cohort, the calculations
for the ML model were performed by pooling predictions from each validation set in the cross-validation scheme. (B) Time-varying AUC for
predicting OS and PFS for the ML model, the IPS-7, IPS-3, and A-HIPI in the validation cohort. A-HIPI, advanced-stage Hodgkin lymphoma in-
ternational prognostic index; IPS, International Prognostic Score; ML, machine learning; OS, overall survival; PFS, progression-free survival.
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cohort (Data Supplement, Figs S5 and S6). This may be
explained by patient selection in the validation cohort, which
is best exemplified by the higher OS and PFS in the validation
cohort compared with the development cohort and the rather
large difference of 7 years in median age at diagnosis. A
substantial proportion of patients in the validation cohort had
incomplete treatment information and were therefore ex-
cluded. This might have led to important differences in the
development and validation cohorts that directly affect per-
formance metrics. In addition, exact progression dates were
incomplete in the validation cohort, and for patients with
disease progression without an exact progression date, the
progression date was imputed using the end of treatment date.
The observed differences between the development and val-
idation cohorts limit the generalizability of the external val-
idation results seen. This data incompleteness limits analyses
of external validation and highlights some of the challenges of
using nationwide registries. In addition, the A-HIPI was only
developed for patients age 18-65years and is thusnot designed

for older patients, which might have also affected model
performance in the present study. However, when limiting the
cohort to 18- to 65-year-olds, results regarding calibration
were largely unchanged (Data Supplement, Figs S7 and S8).

In this study, it was investigated whether a more flexible
modeling strategy could increase the predictive performance
over the IPS-7, IPS-3, and A-HIPI. Consistently, with a pre-
vious study within diffuse large B-cell lymphoma (DLBCL), we
found that avoiding dichotomization and applying a flexible
model strategy led to a substantial improvement in predictive
performance.9,36 However, the DLBCL study also found that
compared with simple prognostic models for survival data,
using ML to model outcomes only led to small increases in
predictive performance. A similar finding was made in the
present study where only limited differences between the
developed ML model and the A-HIPI model were seen. Given
the additional complexity of theML approach developed in the
current study, this suggests that ML models may hold limited
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FIG 3. (A) Kaplan-Meier estimates of OS and PFS for high-risk patients (IPS-7, 5-7) and the same number of patients with the lowest predicted
probability according to the ML model and the A-HIPI in the development cohort. (B) Kaplan-Meier estimates of OS and PFS for high-risk patients
(IPS-7, 5-7) and the same number of patients with the lowest predicted probability according to the ML model in the validation cohort. A-HIPI,
advanced-stage Hodgkin lymphoma international prognostic index; IPS, International Prognostic Score;ML,machine learning; OS, overall survival;
PFS, progression-free survival.
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utility for outcome predictions in lymphoma when only a
limited number of clinical factors are available to inform
predictions. The clinical management of patients with aHL
could potentially be guided by having accurate prognostic
models for other survivorship end points. For instance, pro-
vidingaccurateprognostic information for patients in complete
remissioncould informthechoiceof post-treatment follow-up
duration and intensity, whereas models for other important
survivorship end points (like secondary malignancies and
cardiovascular disease) would be helpful in planning individual
patient follow-up programs. With the wide range of data that
could be collected for aHL, ML models still have an important
role to play in developing tools for these end points.

In the ML models, the most dominant underlying model
(stacking weights; aj 5 0.807; Data Supplement, Table S4)
for OS was an FPS model including only age and WHO
performance status. For PFS, the most important submodels
(stacking weights; aj > 0.1) were the same FPS model, the
CPH-LASSO-Int (least absolute shrinkage and selection
operator with all possible interaction terms), and the CPH-
IPS model, suggesting that accurate prediction of PFS re-
quires more data points compared with OS. However, no
model performed as well for PFS as they do for OS. This
indicates that the clinical factors considered in the models
can only to a limited degree predict response mechanisms in
aHL or that patients with progressive aHL are kept alive for a
long time because of effective salvage treatments. In addi-
tion, we found that using a CPH model including the con-
tinuous version of the IPS variables led to high performance
metrics compared with all models in terms of both OS and
PFS (Data Supplement, Table S5). This suggests that a
limited number of clinical factors constitute the most im-
portant prognostic information for disease control in pa-
tientswith aHL. Although this study focused on using clinical
variables available at the time of diagnosis to predict the
outcome of patients with aHL, studies in other lymphoma

entities have shown that genetic information and molecular
features are predictive. Thus, incorporating data such as cell
of origin, genomics, radiomics, and histology data may
improve performance beyond what can be achieved by the
A-HIPI and similar models.37-40 In addition, including
positron emission tomography and computed tomography
scan data, circulating tumor DNA would allow for a more
refined tumor size staging system in regard to disease
burden and has been shown to have great prognostic ability
in HL.41 These data were not available for the current study
but may potentially improve PFS predictions in the future.

The strength of this study is the use of nationwide data with
cohorts that are less prone to selection bias and is more
representative of the entire HL patient population, ultimately
improving measures of calibration. In addition, the few
missing values in the data set were imputed on the basis of
other clinical factors available at the timeof diagnosis. Despite
registry-based data from three countries, the limited number
of patients with aHL and the high OS and PFS are not ideal for
MLmodeling and may thus affect the overall benefit of using
more advanced predictive models. In addition, progression
and relapsemaynot be fully captured in both the development
and validation cohorts, but the excellent calibrationmeasures
of A-HIPI in the development cohort indicate that the
missingness may be negligible for that cohort.

In conclusion, we have developed a new prognostic model
usingML and compared thiswith existing prognosticmodels
for aHL. The model provides personalized predictions on the
basis of patient characteristics available at the time of di-
agnosis and is able to outperform the existing IPS models
with respect to OS and PFS. However, the ML model only
performs slightly better than the recently developed A-HIPI
and a CPHmodel including the continuous version of the IPS
variables. Given the simplicity of the A-HIPI, this model may
be preferable to use in clinical practice.
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