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Message-Passing Receiver Architecture With
Reduced-Complexity Channel Estimation

Mihai-Alin Badiu, Carles Navarro Manchón, and Bernard Henri Fleury, Senior Member, IEEE

Abstract—We propose an iterative receiver architecture which
allows for adjusting the complexity of estimating the channel
frequency response in OFDM systems. This is achieved by
approximating the exact Gaussian channel model assumed in
the system with a Markov model whose state-space dimension is
a design parameter. We apply an inference framework combining
belief propagation and the mean field approximation to a
probabilistic model of the system which includes the approximate
channel model. By doing so, we obtain a receiver algorithm
with adjustable complexity which jointly performs channel and
noise precision estimation, equalization and decoding. Simulation
results show that low-complexity versions of the algorithm–
obtained by selecting low state-space dimensions – can closely
attain the performance of a receiver devised based on the exact
channel model.

Index Terms—Channel estimation, iterative algorithms, mes-
sage passing, receiver design

I. I NTRODUCTION

Iterative receiver structures performing joint channel esti-
mation, equalization and decoding (e.g., see [1]–[5]) can be
designed in a unified manner by applying belief propagation
(BP) [6] to the factor graph of the analyzed system. However,
BP yields intractable computational complexity related to
channel estimation, and thus heuristic approximations of the
BP messages are typically made [2]–[5]. A more rigorous
alternative to obtain tractable receivers [7], [8] consists in
resorting to the region-graph method [9] pursued in [8] to
devise a generic message-passing algorithm that merges BP
and the mean-field (MF) approximation.

In OFDM systems, the estimation of the channel frequency
response in iterative receiver schemes has a very high com-
plexity because large matrices need to be inverted when in-
corporating the soft data information (as in [7] or any receiver
using a data-aided LMMSE estimator). Nonetheless, compared
to non-iterative receivers, the performance is significantly
improved, especially when few pilot symbols are available.

In this paper, we design a message-passing OFDM receiver
with adjustable channel estimation complexity. We rely on
a mismatched channel model by assuming that groups of
contiguous channel weights obey a Markov model whose
parameters are determined by the exact Gaussian pdf in
the original model. The size of the group – the state-space
dimension of the Markov model – is configurable. With this
assumption, we exploit local correlation and adjust the level
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of model mismatch by selecting the state-space dimension: the
lower this dimension, the higher the model mismatch, but the
lower the complexity of channel estimation.1 In addition, noise
precision estimation is included in the design. The receiver
is derived in a unified manner by applying the inference
framework [8] to the proposed factor graph.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We assume an OFDM system employingN data andM
pilot subcarriers with disjoint sets of indicesD andP , respec-
tively, such thatD,P ⊆ [1 : M +N ], D ∪ P = [1 : M +N ]
andD ∩ P = ∅.2 The transmitter encodes theK information
bits in u = (uk | k ∈ [1 : K])

T ∈ {0, 1}K using a channel
code of rateR = K/(NL) and interleaves the output of the
encoder into the vectorc = (cTn | n ∈ [1 : N ])T of NL

bits. Each subvectorcn = (c
(1)
n , . . . , c

(L)
n )T ∈ {0, 1}L with

n ∈ [1 : N ] is mapped to a data symbolxin , in ∈ D,
belonging to a discrete complex modulation alphabetSD of
size 2L. The data symbols inxD = (xi | i ∈ D)T are
multiplexed with pilot symbolsxj , j ∈ P , which are randomly
selected from a modulation alphabetSP. The aggregate vector
x = (xi | i ∈ [1 : M+N ])T is OFDM modulated by inputting
it to an IFFT and inserting a cyclic prefix (CP). The modulated
signal is sent through a channel whose maximum excess delay
is assumed to be smaller than the CP duration. At the receiver,
the signal after CP removal and FFT reads

y = h⊙ x+w. (1)

In (1), ⊙ denotes the componentwise product,y = (yi |
i ∈ [1 : M + N ])T is the vector of received signal samples,
h = (hi | i ∈ [1 : M + N ])T contains the samples of the
channel transfer function andw = (wi | i ∈ [1 : M + N ])T

is the vector of additive noise samples. We assumeh to be
zero-mean Gaussian distributed, i.e.,p(h) = CN(h;0,Σp

h
)

with Σ
p
h

being the Hermitian Toeplitz covariance matrix, while
p(w) = CN(w;0, γ−1IM+N ), whereγ is the noise precision.3

At the receiver, the bit-by-bit MAP decision criterion is
sought to minimize the bit error rate (BER). It requires
computating the marginal posterior pdfsp(uk|y), k ∈ [1 : K],
from the joint pdfp(y,h, γ,xD, c,u), which is intractable for
our assumed system. Thus, we have to resort to computing
approximate marginalsbuk

(uk) ≈ p(uk|y), called beliefs.

1By setting the state-space dimension to one we obtain thescalar AR(1)
model, which was previously used in [3]–[5] to model the temporal channel
variation. In [2], the frequency selective channel is assumed to be block fading
with fading coefficients obeying a scalar AR(p) model.

2Throughout the paper,[1 : n] denotes the set{i ∈ N | 1 ≤ i ≤ n}.
3We denote by CN(·;µ,Σ) the pdf of a complex Gaussian distribution with

meanµ and covariance matrixΣ; similarly, the pdf of a Gamma distribution
with scalea and rateb is denoted by Ga(·; a, b).
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III. M ESSAGE-PASSING RECEIVER DESIGN

We formulate the receiver’s task as inference in an approx-
imate probabilistic model and we use the combined BP-MF
inference framework [8] to compute the beliefsbuk

(uk).

A. Probabilistic model and factor graph

Even though in the system model we assumedp(h) =
CN(h;0,Σp

h
), when designing the receiver we deliberately

introduce a mismatched probabilistic model of the channel
weights p̃(h) ≈ p(h). As we will see, this is the key idea
to tune and reduce the complexity of channel estimation, as
compared to receiver schemes that estimate the channel by
inverting an(M+N)×(M+N) matrix. Specifically, we make
the approximation that the channel weights obey a Markov
model:

p̃(h) = p(h1)
∏Q

q=2
p(hq|hq−1). (2)

In (2), state vectorshq , (hi | i ∈ [(q − 1)G + 1 : qG])T,
q ∈ [1 : Q], represent non-overlapping groups ofG contiguous
channel weights.4 We denote byDq andPq the sets of data and
pilot indices corresponding to theqth vector, i.e.,Dq , D ∩
[(q−1)G+1 : qG] andPq , P∩[(q−1)G+1 : qG]. Intuitively,
with this model one can better retain and exploit the correlation
of the channel weights by selecting larger values ofG and vice
versa. In the right-hand side of (2) we plug the expressions
of the marginal pdfp(h1) and conditional pdfsp(hq|hq−1),
q ∈ [2 : Q], derived from the “exact” joint Gaussian pdfp(h).
Sinceh has zero mean andΣp

h
is Toeplitz, we have

p(hq|hq−1) = CN(hq;Ahq−1,V) (3)

for all q ∈ [2 : Q], with A andV determined byΣp
h
:5

A = V21V
−1
11 , V = V22 −V21V

−1
11 V12

whereVij , i, j ∈ {1, 2}, areG×G submatrices ofΣp
h
, i.e.,

[

Σ
p
h

]

1:2G,1:2G
=
[

V11 V12

V21 V22

]

.

Using Bayes’ rule and the system assumptions, the approxi-
mate joint pdf of all system random variables factorizes as

p(y,h, γ,xD, c,u) =
∏

i∈D
fDi

(hi, γ, xi)
∏

j∈P
fPj

(hj , γ)

× fT1
(h1)

∏Q

q=2
fTq

(hq,hq−1) fN(γ) (4)

×
∏

n∈[1:N ]
fMn

(xin , cn) fC(c,u)
∏

k∈[1:K]
fUk

(uk).

The factors in (4) are defined in the following:

fDi
(hi, γ, xi) , p(yi|hi, γ, xi) = CN(yi;hixi, γ

−1), i ∈ D,

fPj
(hj , γ) , p(yj|hj , γ) = CN(yj ;hjxj , γ

−1), j ∈ P

are given by the observation model (1);fT1
(h1) , p(h1) =

CN(h1;0,V11) is the prior pdf of h1, fTq
(hq,hq−1) ,

p(hq|hq−1), q ∈ [2 : Q], denote the “transition” pdfs
in (3); fN(γ) , p(γ) is the prior pdf of the noise precision;

4We assumedM + N = QG, which can be achieved by appropriately
choosing the corresponding values.

5The matricesA andV can also be computed by using the Yule-Walker
equations.
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Fig. 1. Factor graph representation of the pdf factorization (4). In this figure,
we assumedi1 ∈ D1, in ∈ Dq, iN ∈ DQ, j1 ∈ P1, jm ∈ Pq , jM ∈ PQ.
In general, for a relatively small state-space dimensionG and/or low number
of pilots M , there could be many values ofq ∈ [1 : Q] for which Pq = ∅.

fMn
(xin , cn) , p(xin |cn), n ∈ [1 : N ], in ∈ D, represent

the modulation constraints;fC(c,u) , p(c|u) stands for
the coding and interleaving constraints;fUk

(uk) , p(uk),
k ∈ [1 : K], are the prior pdfs of the information bits. The
factor graph representation [6] of (4) is illustrated in Fig. 1.
Note that whenG = M +N (Q = 1) we havep̃(h) = p(h),
such that the approximate channel model (2) and joint pdf (4)
reduce to the exact ones used in [7], [8].

B. Message-passing algorithm

We apply the combined BP-MF inference framework [8] to
the factor graph in Fig. 1. According to [8], we first define
the MF and BP parts of the factor graph by splitting the setA
of all factor nodes into two disjoint setsAMF andABP, such
that AMF ∪ ABP = A and AMF ∩ ABP = ∅. The BP (MF)
part contains the factor nodes inABP (AMF) together with the
variable nodes connected to them. We refer the reader to [8]
for the message passing fixed-point equations that are to be
solved in order to retrieve the beliefs of the variables. Note that
the message computation rules clearly state that variable nodes
lying in both BP and MF parts send extrinsic values to factor
nodes in the BP part anda posteriori probability (APP) values
to factor nodes in the MF part. For our factor graph, we choose
AMF , {fDi

| i ∈ D}∪{fPj
| j ∈ P}∪{fN} andABP , {fTq

|
q ∈ [1 : Q]}∪{fMn

| n ∈ [1 : N ]}∪{fC}∪{fUk
| k ∈ [1 : K]}.

We now define some quantities that will often occur in
the message computations: fori ∈ D, x̂i ,

∫

xi bxi
(xi) dxi

and σ2
xi

,
∫

|xi − x̂i|2bxi
(xi) dxi represent the mean and

variance, respectively, of beliefbxi
(xi) of data symbolxi; the

estimate of the noise precision with pdfbγ(γ) is the mean
γ̂ ,

∫

γ bγ(γ) dγ; similarly, for q ∈ [1 : Q], the mean and
covariance of beliefbhq

(hq) of the channel weight vectorhq

are ĥq ,
∫

hq bhq
(hq) dhq and Σhq

,
∫

(hq − ĥq)(hq −

ĥq)
Hbhq

(hq) dhq, respectively.
SincefDi

∈ AMF, we havenxi→fDi
(xi) = bxi

(xi), i ∈ D,
i.e., these messages are the APP values of the data symbols.
Similarly, having fDi

, fPj
∈ AMF leads tonγ→fDi

(γ) =
nγ→fPj

(γ) = bγ(γ), for all i ∈ D, j ∈ P .
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1) Channel estimation: For all q ∈ [1 : Q], we have

mMF
fDi

→hq
(hi)

= exp

(
∫

nxi→fDi
(xi)nγ→fDi

(γ) ln fDi
(hi, γ, xi) dxi dγ

)

∝ CN
(

hi; ĥi,o, σ
2
hi,o

)

, i ∈ Dq, (5)

mMF
fPi→hq

(hi) = exp

(
∫

nγ→fPi
(γ) ln fPi

(hi, γ) dγ

)

∝ CN
(

hi; ĥi,o, σ
2
hi,o

)

, i ∈ Pq (6)

with ∝ denoting proportionality and

ĥi,o =

{

x̂∗

i yi

|x̂i|2+σ2
xi

, i ∈ Dq

yi

xi
, i ∈ Pq

, σ2
hi,o =







γ̂−1

|x̂i|2+σ2
xi

, i ∈ Dq

γ̂−1

|xi|2
, i ∈ Pq

.

We define the vector̂hobs
q , (ĥi,o | i ∈ Dq ∪ Pq)

T and the
diagonal matrixΣobs

hq
with diagonal elementsσ2

hi,o, i ∈ Dq ∪
Pq. BecausefTq

∈ ABP, we have

nhq→fTq+1
(hq)

= mBP
fTq→hq

(hq)
∏

i∈Dq

mMF
fDi

→hq
(hi)

∏

j∈Pq

mMF
fPj→hq

(hj)

for all q ∈ [1 : Q− 1], while

mBP
fTq→hq

(hq) ∝

∫

nhq−1→fTq
(hq−1)fTq

(hq,hq−1) dhq−1

for all q ∈ [2 : Q]. Note thatmBP
fT1→h1

(h1) ∝ fT1
(h1) =

CN(h1;0,V11). Since the messages (5) and (6) are pro-
portional to Gaussian pdfs, it follows thatnh1→fT2

and,
consequently,mBP

fT2→h2
are proportional to Gaussian pdfs. By

mathematical induction, the forward messages in the subgraph
representing (2) are proportional to Gaussian pdfs, i.e.,

nhq→fTq+1
(hq) = CN

(

hq; ĥ
fwd
q ,Σfwd

hq

)

,

mBP
fTq→hq

(hq) ∝ CN
(

hq; ĥ
q|q−1
q ,Σ

q|q−1
hq

) (7)

with parameters given in (9) and (10). Analogously, the
backward messages are also proportional to Gaussian pdfs:

nhq→fTq
(hq) = CN

(

hq; ĥ
bck
q ,Σbck

hq

)

,

mBP
fTq+1

→hq
(hq) ∝ CN

(

hq; ĥ
q|q+1
q ,Σ

q|q+1
hq

) (8)

with parameters given in (11) and (12). Hence, the beliefs of
the channel weight vectorshq, q ∈ [1 : Q], are Gaussian pdfs:

bhq
(hq) = mBP

fTq→hq
(hq)nhq→fTq

(hq) = CN
(

hq; ĥq,Σhq

)

with parameters given in (13). The belief of a componenthi

of hq is the corresponding marginal distribution ofbhq
(hq),

i ∈ [(q − 1)G+ 1 : qG]; therefore, the mean̂hi and variance
σ2
hi

are thei′th component of̂hq and the(i′, i′)th element
of Σhq

, respectively, withi′ = i mod G. BecausefDi
, fPj

∈ AMF, we havenhq→fDi
(hq) = nhq→fPj

(hq) = bhq
(hq), for

all q ∈ [1 : Q], i ∈ Dq, j ∈ Pq.

TABLE I
PARAMETERS OF THE CHANNEL WEIGHT MESSAGES

(

Σ
fwd
hq

)−1
=

(

Σ
obs
hq

)−1
+

(

Σ
q|q−1
hq

)−1

ĥ
fwd
q = Σ

fwd
hq

[

(

Σ
obs
hq

)−1
ĥ

obs
q +

(

Σ
q|q−1
hq

)−1
ĥ
q|q−1
q

] (9)

h
1|0
1 = 0, Σ

1|0
h1

= V11

ĥ
q|q−1
q = Aĥ

fwd
q−1, Σ

q|q−1
hq

= AΣ
fwd
hq−1

A
H +V

(10)

ĥ
bck
Q = ĥ

obs
Q , Σ

bck
hQ

= Σ
obs
hQ

,
(

Σ
bck
hq

)−1
=

(

Σ
obs
hq

)−1
+

(

Σ
q|q+1
hq

)−1

ĥ
bck
q = Σ

bck
hq

[

(

Σ
obs
hq

)−1
ĥ

obs
q +

(

Σ
q|q+1
hq

)−1
ĥ
q|q+1
q

]

(11)

ĥ
q|q+1
q = A

−1
ĥ

bck
q+1, ĥ

Q|Q+1
Q

, 0

Σ
q|q+1
hq

= A
−1

(

Σ
bck
hq+1

+V
)(

A
−1

)H
,

(

Σ
Q|Q+1
hQ

)−1
, 0

(12)

(

Σhq

)−1
=

(

Σ
q|q−1
hq

)−1
+

(

Σ
bck
hq

)−1

ĥq = Σhq

[

(

Σ
q|q−1
hq

)−1
ĥ
q|q−1
q +

(

Σ
bck
hq

)−1
ĥ

bck
q

] (13)

2) Noise precision estimation: We compute the messages

mMF
fDi

→γ(γ)

= exp

(

∫

nxi→fDi
(xi)nhq→fDi

(hq) ln fDi
(hi, γ, xi) dxi dhq

)

∝ Ga
(

γ; 2, |yi − ĥix̂i|
2 + σ2

hi
x̂i + (ĥi + σ2

hi
)σ2

xi

)

,

mMF
fPj→γ(γ) = exp

(
∫

nhq→fPj
(hq) ln fPj

(hj , γ) dhq

)

∝ Ga
(

γ; 2, |yj − ĥjxj |
2 + σ2

hj
xj

)

for all i ∈ Dq, j ∈ Pq, q ∈ [1 : Q]. We have
mMF

fN→γ(γ) = fN(γ). By setting a non-informative conjugate
prior pdf fN(γ) = Ga(γ; 0, 0), we obtain the belief

bγ(γ) ∝ mMF
fN→γ(γ)

∏

i∈D
mMF

fDi
→γ(γ)

∏

j∈P
mMF

fPj→γ(γ)

= Ga(γ;M +N, β) (14)

with rateβ =
∑

i∈D

[

|yi − ĥix̂i|2 + σ2
hi
x̂i + (ĥi + σ2

hi
)σ2

xi

]

+
∑

j∈P

(

|yj−ĥjxj |2+σ2
hj
xj

)

. From (14), the estimate of the

noise precision iŝγ = (M +N)/β. SincefDi
, fPj

∈ AMF, we
havenγ→fDi

(γ) = nγ→fPj
(γ) = bγ(γ), for all i ∈ D, j ∈ P .

3) Equalization and decoding: The messages

mMF
fDi

→xi
(xi)

= exp

(
∫

nhq→fDi
(hq)nγ→fDi

(γ) ln fDi
(hi, γ, xi) dhq dγ

)

∝ CN

(

xi;
ĥ∗

i yi

|ĥi|2+σ2
hi

, γ̂−1

|ĥi|2+σ2
hi

)

for all q ∈ [1 : Q], i ∈ Dq, represent the extrinsic values that
are input to the BP part. In this subgraph, the computation of
BP messages corresponds to MAP demapping, deinterleaving,
decoding, interleaving and, finally, soft mapping. The beliefs
bxin

(xin) = mBP
fMn→xin

(xin)m
MF
fDin

→xin
(xin) are input to the

MF part vianxin→fDin
(xin), n ∈ [1 : N ], in ∈ D.

4) Message-passing scheduling: Initialize γ̂ = (M +
N)/yHy and, for all q ∈ [1 : Q], set mMF

fDi
→hq

(hi) ∝
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CN(hi; 0,∞), i ∈ Dq, and computemMF
fPi→hq

(hi), i ∈ Pq,
with (6). Then, perform a forward-backward propagation
in the Markov chain by successively computing the mes-
sages (7) and (8). The beliefsbhq

(hq) are sent to the MF
part via nhq→fDi

(hq) and nhq→fPj
(hq), q ∈ [1 : Q]. After

computingmMF
fDi

→xi
(xi), the first iteration is completed by

performing MAP demapping and decoding. Each subsequent
iteration consists in computing the messages corresponding to
soft mapping, noise precision estimation, channel estimation,
equalization, demapping and decoding.

Finally, the receiver computes hard decisionsûk ∈ {0, 1},
k ∈ [1 : K], by choosing the value which maximizes the
corresponding beliefbuk

(uk) = mBP
fC→uk

(uk) fUk
(uk).

5) Complexity of channel estimation (per iteration): With
the proposed splitting of the factor graph into the BP and
MF parts, i.e.,fTq

∈ ABP, q ∈ [1 : Q], the computation of
the message parameters (9)–(13) are equivalent to the Kalman
smoother [6]. Therefore, the channel estimation complexity
with the approximate model (2) isO(G3Q) = O(G2(M +
N)), while the complexity with the exact model (G = M+N ,
Q = 1) is O((M +N)3). For G ≪ M +N , the complexity
is linear in the number of transmitted symbols.

IV. SIMULATION RESULTS

The BER performance of the proposed receiver algorithm
is evaluated via Monte Carlo simulations of an OFDM system
with parameters given in Table II. We refer to the receiver as
Rec(G) to stress that it depends on the design parameterG. We
assume a static zero-mean complex Gaussian WSSUS channel
with P multipath components equispaced in delay. Thus, its
impulse response readsg(τ) =

∑P

m=1 αm δ(τ − τm) where
τm = m∆τ , m ∈ [0 : P − 1], and∆τ = 120 ns.6,7 Addition-
ally, we assume that the channel power-delay profile (PDP) is
exponentially-decaying, i.e.,E[|α2

m|] = C exp(−λ τm), where
λ is the decay rate and the positive constantC ensures that
g(τ) has unit average power. The parameters of the PDPs used
in the simulations are indicated in Table II.

We also evaluate the performance of two reference re-
ceivers: one that knowsh andγ (Ref.1) and one that knowsγ
and performs pilot-based LMMSE channel estimation (Ref.2).
Fig. 2(a) shows that the performance of Rec(G = 3) is
limited, meaning that the algorithm is unable to cope with
the high mismatch introduced by selecting too low values of
G. However, the performance of Rec(G = 6) is significantly
improved over Ref.2, and the gap to Ref.1 and Rec(G = 300)
is small. The dependency of the BER onG is illustrated in
Fig. 2(b) for the two channels (W (II)

coh ≈ 2W (I)
coh); basically all

the benefit of increasingG is already exhausted whenG = 5–
6, in both cases. Note that the complexity of Rec(G = 6) is
drastically reduced, compared to the receiver using the exact

6The covariance matrix ofh in (1) has the entries
[

Σ
p
h

]

r,s
=

∑P
m=1 E[|α

2
m|] e−j2π(r−s)∆f τm , with r, s ∈ [1 : M +N ].

7Note that the performance of the receiver depends mainly on the channel
frequency correlation function, as its design relies on this function, and
thereby on the channel coherence bandwidth. The fine structure of the channel
response, such as the number of multipath components and their weights and
relative delays, has relative little impact on the performance. This motivates
the choice of a channel response with equidistant relative delays.
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Fig. 2. BER performance of different receiver schemes (a) versus SNR for
PDP I, and (b) versusG for PDP I and PDP II at SNR= 12 dB.

channel model (Rec(G = 300)). The BER values converge in
about10 iterations of the algorithm for allG ≥ 4.

TABLE II
PARAMETERS OF THE SIMULATED WIRELESSOFDM SYSTEM

Subcarrier spacing ∆f = 15 kHz
Number of active subcarriers M +N = 300
Number of regularly spaced pilots M = 15
Pilot spacing ∆fP = 300 kHz
Modulation scheme for data symbols 16QAM (L = 4)
Modulation scheme for pilot symbols QPSK
Convolutional channel code R = 1/3; (133, 171, 165)8
PDP I: P = 20; λ = 106 s−1

PDP II: P = 10; λ = 2 · 106 s−1

Coherence bandwidth of the channel 2W (I)
coh ≈ W (II)

coh ≈ ∆fP

V. CONCLUSIONS

We proposed a message-passing OFDM receiver which
provides a flexible way to adjust the complexity of channel
estimation. Simulation results showed that, by setting a low
state-space dimension of the mismatched Markov model of
the channel weights, we obtain receivers that perform very
closely to the receiver using the exact model while having
much lower computational demands.
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