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Abstract —System modeling and stability analysis is one of the most important issues of inverter-dominated microgrids. It is useful to determine the system stability and optimize the control parameters. The complete small signal models for the inverter-dominated microgrids have been developed which are very accurate and could be found in literature. However, the modeling procedure will become very complex when the number of inverters in microgrid is large. One possible solution is to use the reduced-order small signal models for the inverter-dominated microgrids. Unfortunately, the reduced-order small signal models fail to predict the system instabilities. In order to solve the problem, a new modeling approach for inverter-dominated microgrids by using dynamic phasors is presented in this paper. Our findings indicate that the proposed dynamic phasor model is able to predict accurately the stability margins of the system, while the conventional reduced-order small signal model fails. In addition, the virtual \( \alpha-E \) frame power control method, which deals with the power coupling caused by the line impedance \( X/R \) characteristic, has also been chosen as an application example of the proposed modeling technique.

Index Terms —microgrid, droop control, inverter, small signal mode, dynamic phasor, stability analysis.

I. INTRODUCTION

The environmental concerns and electric utility deregulation promote the development of distributed generation (DG) in a rapid pace. When the levels of DG are comparable to the demand ones, allows forming microgrids [1-4]. A microgrid is defined as a cluster of DG units, such as wind turbines and/or photovoltaic systems, energy storage devices and local loads, which can operate in both grid-connected or islanded modes. Islanded microgrids operation is defined in the IEEE Std 1547.4-2011 and is the focus of this paper.

In inverter-based islanded microgrids, the droop control is widely used to regulate the power flow according to the local information with no need of communication [5-18]. In hierarchical control terms, droop control constitutes primary control level, which defines frequency and voltage participation of each DG unit [5].

In the conventional droop control, the line impedance is considered to be mainly inductive. However, in low voltage grids the lines are mostly resistive, which may affect the way of controlling active and reactive power. Furthermore, the conventional droop control presents other drawbacks. In the past decades, many attempts have been made to improve the performance of the conventional droop control. A significant contribution is the virtual impedance concept [19]. For the accurate power sharing, the output impedance should be fixed as inductive, resistive or complex impedances. In [20], a virtual inductance is designed for the inductive output impedance even with high R/X ratio. On the other hand, the resistive output impedance is used [21], which ensures the system to be more damped and better power sharing. In [22], the virtual complex impedance is designed to minimize the circulating current for the efficient power sharing. Another interesting solution reported in [23] is the virtual frequency and voltage frame droop control. It can directly control the actual real and reactive power, but the frame transformation angle for each inverter should be the same, e.g. 45°.

On the other hand, the dynamic stability of inverter-based MicroGrid systems has been studied for many years. For that kind of applications, small-signal model is widely used since it is easy to predict the system response when changing parameters. Thus it is helpful to select control and system parameters. Furthermore, the microgrid configuration, operation modes, load locations, and the inverters connection, affect the small signal-modeling and stability.

The small signal model analysis has a long history in multi-machine systems. The typical contributions were made by Laughton in 1966 [24] and Uudrill in 1968 [25], which were mainly used for the system stability analysis. Recently, it was extended to the microgrid applications. The complete small signal models for the inverter-dominated microgrids have been developed in the literature [26-30], which are very...
accurate to predict the system dynamic and stability. However, they become very computational and complex when the number of inverters in microgrid is large [31]. One possible solution is to use the reduced-order small signal models for the inverter-dominated microgrids. In [32], the authors assumed that the dynamics of the inner voltage/current controllers can be neglected, thus making the model much more simple. This assumption is acceptable since the inner voltage and current controls bandwidth are much higher than the outer droop control, due to the low pass filter used to average active and reactive powers. However, the reduced-order model neglects the dynamic of the power network circuit elements. This is acceptable for slow systems with high inertia, such as multi-machine power systems, but it can lead to questionable results for fast systems, such as power electronics based microgrids. On the other hand, dynamic phasor model is very simple and useful to predict the system dynamic and stability. In fact, it has been widely used in SSR [33], TCSC [34], UPFC [35], FACT [36], and so on. However, its use for the inverter-dominated microgrid has not received much attention.

This paper presents a dynamic phasor model (DPM) for inverter-dominated autonomous microgrids. This model takes into account the dynamic of the power network circuit elements. The comparison between the small signal model by using the conventional modeling method and the DPM is performed by means of simulation results, showing that DPM presents higher precision when predicting the transient response and ability to determine the stability limits.

Moreover, a case study of the virtual \( \omega - E \) frame power control method is also presented here. This virtual frame was proposed in order to deal with the active and reactive power coupling emphasized by the line impedance characteristic [23]. For this case and the conventional droop one, the DPM is created, and the root locus analysis reveals that this method can greatly improve the system stability. This paper is organized as follows. The system configuration and control scheme is shown in Section II. The small-signal closed-loop model is developed in Section III. The DPM is proposed in Section IV. The sensitivity analysis and modeling for the conventional droop control method is verified in Section V. Section VI presents the DPM of the virtual \( \omega - E \) frame power control. Conclusions are given in Section VII.

II. SYSTEM CONFIGURATION AND CONTROL SCHEME

Fig. 1 illustrates the power stage of an inverter-based microgrid [23], which includes energy sources with optional energy storage and dc/ac inverters. The inverters can provide for flexible functionalities such as voltage/frequency control and power quality improvement. The inverter output may either feed the local loads independently in autonomous mode or in conjunction with the electric utility by static switch (STS) in grid connected mode. This paper will focus on the autonomous mode.

In Fig. 1, \( E_n \) (n=1, 2) and \( V \) are the amplitudes of the inverter output voltage and the ac bus voltage respectively, \( \delta \) is the power angle difference, \( Z_n \) and \( \theta_n \) are the magnitude and the phase of the line impedance respectively.

The inverter output active and reactive power can be expressed according to Fig.1 as follows:

\[
P = \frac{3}{R^2 + X^2} (RE^2 - REV \cos \delta + XEV \sin \delta) \quad (1)
\]

\[
Q = \frac{3}{R^2 + X^2} (XE^2 - XEV \cos \delta - REV \sin \delta) \quad (2)
\]

where \( R \) and \( X \) are the resistive and inductive output impedance components, and \( \delta \) the power angle.

In order to clarify the basic principle of the power droop control, the sensitivity analysis is carried out as follows.

\[
\frac{\partial P}{\partial \delta} = \frac{3(2RE - RV \cos \delta + XV \sin \delta)}{R^2 + X^2} \quad (3)
\]

\[
\frac{\partial P}{\partial E} = \frac{3(RE \sin \delta + XEV \cos \delta)}{R^2 + X^2} \quad (4)
\]

\[
\frac{\partial Q}{\partial \delta} = \frac{3(XEV \sin \delta - REV \cos \delta)}{R^2 + X^2} \quad (5)
\]

\[
\frac{\partial Q}{\partial E} = \frac{3(2XE - XV \cos \delta - RV \sin \delta)}{R^2 + X^2} \quad (6)
\]

Note that the power angle \( \delta \) is relatively small in practice, so that we can approximate \( \sin \delta \approx 0 \) and \( \cos \delta \approx 1 \). Thus, equations (3) to (6) can be simplified as following:

\[
\frac{\partial P}{\partial \delta} = \frac{3XEV}{R^2 + X^2} \quad (7)
\]

\[
\frac{\partial P}{\partial E} = \frac{3(RE - RV)}{R^2 + X^2} \quad (8)
\]

\[
\frac{\partial Q}{\partial \delta} = \frac{-3REV}{R^2 + X^2} \quad (9)
\]

\[
\frac{\partial Q}{\partial E} = \frac{3(2XE - XV)}{R^2 + X^2} \quad (10)
\]
When the line impedance is mainly inductive, that is $R \approx 0$, equations (7) to (10) can be rewritten as follows:

\[
\frac{\partial P}{\partial \delta} = \frac{3EV}{X} , \quad \frac{\partial P}{\partial E} = 0 , \quad \frac{\partial Q}{\partial \delta} = 0 , \quad \text{and} \quad \frac{\partial Q}{\partial E} = \frac{6E-3V}{X}.
\]

Therefore, it can be observed that the active power $P$ is more dependent on the power angle, and hence frequency, variations, while the reactive power $Q$ is more sensitive to the output voltage magnitude variation. That is why $P$ and $Q$ droop control schemes are widely used in power systems, which can be expressed as follows:

\[
\omega = \omega^* - k_p (P - P^*) \quad (11)
\]

\[
E = E^* - k_q (Q - Q^*) \quad (12)
\]

where $k_p$ and $k_q$ the frequency and voltage droop coefficients, and $P^*$ and $Q^*$ are the power references.

It should be noted that there are three control levels for the microgrid, as specified in [5], and this paper mainly concerns the droop control level (Level 1).

III. SMALL SIGNAL MODELING REVIEW

In this Section, a general procedure will be carried out in order to obtain the small signal model of the system described in Fig. 1.

For small disturbances around the equilibrium point $(\delta^*, E^*, V^*)$ of equation (1), (2), (11) and (12), the following linearized equations can be obtained, as reported by Coelho in [37-38].

\[
\Delta \omega = \Delta \omega^* - k_p \Delta P + k_q \Delta P^* \quad (13)
\]

\[
\Delta E = \Delta E^* - k_q \Delta Q + k_p \Delta Q^* \quad (14)
\]

\[
\Delta P = k_p \Delta E + k_p \Delta \delta \quad (15)
\]

\[
\Delta Q = k_q \Delta E + k_q \Delta \delta \quad (16)
\]

where

\[
k_{pe} = \frac{3RE}{R^2 + X^2} \quad (17)
\]

\[
k_{pd} = \frac{3XE}{R^2 + X^2} \quad (18)
\]

\[
k_{qe} = \frac{3XE}{R^2 + X^2} \quad (19)
\]

\[
k_{qd} = \frac{-3RE}{R^2 + X^2} \quad (20)
\]

In order to measure the inverter output active and reactive power, a low pass filter is often used. Thus, the active and reactive powers are obtained by averaging over a grid line frequency by using a low pass filter that can be represented by the following first order expressions:

\[
\Delta P = \frac{\omega_f}{s + \omega_f} \Delta P \quad (21)
\]

\[
\Delta Q = \frac{\omega_f}{s + \omega_f} \Delta Q \quad (22)
\]

being $\Delta P$ and $\Delta Q$ the average values of $\Delta P$ and $\Delta Q$.

From the aforementioned analysis, it is possible to obtain the small signal closed-loop model, as shown in Fig. 2. The references $\omega^*$, $E^*$, $P^*$, and $Q^*$ are considered to be constant here, so their deviation term in (13) and (14) can be neglected.

Due to the low pass filter, the inner voltage and current control bandwidth are much higher than the outer power loop. So that, it can be assumed that the dynamics of the inner loops can be neglected. Thus, the inverter output voltage is considered to be directly governed by the references generated by the droop control strategy.

Considering the above assumption, by combining equations (13) to (22), we can get the frequency and voltage dynamics expressed as following:

\[
\Delta \omega = - \frac{k_p \omega_f}{s + \omega_f} (k_p \Delta E + k_p \Delta \delta) \quad (23)
\]

\[
\Delta E = - \frac{k_q \omega_f}{s + \omega_f} (k_q \Delta E + k_q \Delta \delta) \quad (24)
\]

The phase angle is the integral of the frequency, so that it can be expressed as:

\[
\Delta \omega = s \Delta \delta \quad (25)
\]

By combining equations (23) to (25), the characteristic equation of the close loop system with the conventional droop is obtained as:

\[
s^3 + as^2 + bs + c = 0 \quad (26)
\]

where

\[
a = (2 + k_{qe}) \omega_f \]
\[
b = (k_{pe} k_{pd} + k_{qe} \omega_f + k_{pd} \omega_f) \omega_f \]
\[
c = (k_{pd} k_{pe} k_{qe} - k_{qe} k_{pd} k_{qe}) \omega_f^2 \]

The coefficients of the characteristic equation (26) determine the system transient response, roots and therefore the closed loop stability.
It should be noted that in this model, which original proposed by Coelho in 1999, \( X = oL \) and \( o \) is considered constant, not dynamic, which is the inherent limitation of this model. In the next section, we will try to overcome this limitation by using dynamic phasors based model.

IV. DYNAMIC PHASOR MODELING

The small signal model described in Section III neglects the dynamic of the power network circuit elements. This model is acceptable for high inertial systems like [25], but it can lead to questionable results for power electronics inverter based system. To deal with this problem, this Section proposes a dynamic phasors based model.

The concept of dynamic phasor has been developed to model the power converters for a long time [39-40]. But its application to microgrid model has not well explored. In this Section, the dynamic phasor concept is used for modeling purposes of the inverter-dominated autonomous microgrid as shown in Fig.1. This modeling will be called hereinafter dynamic phasor model (DPM).

The generalized averaging to obtain the DPM is based on the property that a possible complex time domain waveform \( x(t) \) can be represented inside the interval \( t \in (t - T, t) \) by the following Fourier series [40]:

\[
x(t) = \sum_{k = -\infty}^{\infty} X_k(t)e^{jk\omega_o t} \quad (27)
\]

being \( \omega_o = 2\pi T \) and \( X_k(t) \) are the complex Fourier coefficients also named phasors. The dynamic or time-varying \( k^{th} \) phasor at time \( t \), \( X_k(t) \), can be expressed in its integral form defined inside the time interval \( t \) by means of [39]:

\[
X_k(t) = \frac{1}{T} \int_{t-T}^{t} x(\tau)e^{-jk\omega_o \tau} d\tau = \langle x \rangle_k(t) \quad (28)
\]

being \( \langle x \rangle_k(t) \) the average \( k \)-th phase over the period \( T \).

An important property of the phasors is the derivative with respect to the time of the \( k^{th} \) dynamic phasor \( X_k \), which can be expressed as follows:

\[
dX_k(t) / dt = \langle dx / dt \rangle_k(t) - jk\omega_o X_k(t) \quad (29)
\]

Consequently, for instance, the relationship between an inductor voltage \( v_L \) and its current \( i_L \) can be expressed by:

\[
v_L = L(di_L / dt) + j\omega_o L i_L \quad (30)
\]

being \( L \) the inductance value and \( \omega \) the operation frequency. Notice that in conventional circuit theory, the second term on the right hand of (30), \( j\omega_o L i_L \), does not exist.

At this point, we have a dynamic but linear model. From (30), we can rewrite the inverter output active and reactive powers from Fig.1, yielding (see appendix for details):

\[
P = \frac{3\omega_o L}{(Ls + R)^2 + (\omega o L)^2} (E^2 - EV \cos \delta) + \frac{3Ls + R}{(Ls + R)^2 + (\omega o L)^2} EV \sin \delta
\]

\[
Q = 3\omega_o L \frac{(Ls + R)(E^2 - EV \cos \delta) - 3\omega_o L}{(Ls + R)^2 + (\omega o L)^2} EV \sin \delta
\]

(32)

For small disturbances around the equilibrium point \((\delta, E_s, V_e)\), the linearized equations can be obtained.

\[
\Delta P = k_{mP} \Delta E + k_{mP} \Delta \delta
\]

\[
\Delta Q = k_{mQ} \Delta E + k_{mQ} \Delta \delta
\]

(33)

(34)

where

\[
k_{mP} = \frac{3 (Ls + R) E}{(Ls + R)^2 + (\omega o L)^2}
\]

\[
k_{mQ} = \frac{3 \omega o L E^2}{(Ls + R)^2 + (\omega o L)^2}
\]

\[
k_{mP}' = \frac{-3 (Ls + R) E^2}{(Ls + R)^2 + (\omega o L)^2}
\]

From the abovementioned analysis, the DPM characteristic equation can be obtained as

\[
a s^5 + b s^4 + c s^3 + d s^2 + e s + f = 0
\]

(35)

Where

\[
a = L^2
\]

\[
b = 3RL + 2\omega L^2
\]

\[
c = R^2 + \omega^2 L^2 + 4RL\omega L + L^2 \omega_o^2
\]

\[
d = 2R^2 \omega_s + 2\omega_s \omega_o L^2 + 2RL\omega L^2 + 5\omega o L k_\delta \omega_j
\]

\[
e = R^2 \omega_s^2 + \omega_s^2 L^2 \omega_o^2 + 5\omega o L k_\delta \omega_j + 5\omega o L^3 k_p \omega_j
\]

\[
f = 5\omega o L^2 k_p \omega_j^2 + 9E^2 k_p \omega_j
\]

The coefficients from (35) determine the roots and therefore the closed loop stability of the DPM. From a computational point of view, it can be observed that the modeling procedure is simpler than the conventional one [31] to predict the system instabilities. It should be noted that in this model, the dynamics of network elements (See (30)) are now taken into account, which is in contrast with the model reported in [37]. The Following will provide a comparison and discussion about the complete model [27], reduce-order model [37] and the proposed model.

V. SENSITIVITY ANALYSIS AND MODEL VERIFICATION

Section III presented the conventional reduce-order small-signal modeling of a droop controlled inverter, while Section IV introduced the proposed DPM approach. In this Section, a comparison about the complete model [27], reduce-order model [37] and the proposed model is carried out. Considering the complete model in [27] has been verified to be accurate enough, it is used as a benchmark here to compare with the other models. The detailed modeling procedure has been reported in [27], and not duplicated here any more. A sensitivity analysis is conducted in order to compare three models. Simulation studies start from \( t=0 \). It is a step change from 0 to some level of power. The similar simulation procedure can be found in [17], [22]. Simulation results will be performed by using the system shown in Fig. 1, in order to show which model is more accurate compared with the complete model in [27].
Fig. 3. Dominant eigenvalues comparison for $k_p$ variations.

Fig. 4. Inverters output active power for $k_p$ variations.

Fig. 5. Dominant eigenvalues comparison for $k_q$ variations.

Fig. 6. Inverters output active power for $k_q$ variations.
The system parameters used in this analysis are shown in Table I. It should be noted that a low pass filter is used to avoid the interaction between the power control loop and voltage/current control loop. The cutoff frequency of the filter is generally one decade below 50 Hz, as reported in [8].

In order to investigate the sensitivity analysis and model verification, we change the droop coefficients by setting a series of number from 0.0001 to 0.5 with the MATLAB function. In this way, the coefficients can be automatically generated from 0.0001 to 0.5. For the analysis, it has been considered that the nominal power of inverter #1 is two times bigger than that of inverter #2. The active power droop gain of inverter #1, , has been changed from 0.0001 to 0.5, and the reactive power droop gain of inverter #1, , is also changed from 0.0001 to 0.5. Consequently, the droop coefficients values of inverter #2 are double than those of inverter #1, accordingly.

The dominant eigenvalues comparison of three models when increasing is shown in Fig. 3(a). Note that the complete model in [27] has been verified to be accurate enough. It is used as a benchmark here to compare with the other models. Fig. 3(a) shows the dominant eigenvalues of the complete model. In agreement with the conclusion of [27], the system tends to be unstable when the real power droop gain increases. On the other hand, as shown in Fig. 3(b) and Fig. 3(c), the reduced-order model shows that all the poles are in the left half-plane, while the DPM shows that some of the poles move to right half plane, which will make the system unstable. From Fig. 3, it can be observed that the reduced-order model is quite different from the complete model. The proposed DPM is slightly different from the complete model due to neglecting the high bandwidth voltage/current loop, but the dominant eigenvalues movement trend is very similar, which is useful to determine the system stability. Simulation results by using the parameters of the green circle ( ) and the red circle ( ) in Fig. 3, are shown in Fig. 4. It can be seen that the system is stable when , is 0.01, but unstable when , is 0.05. The simulation results are consistent with the complete model and DPM, showing that the stability margins were well predicted by this model.

Fig. 5 shows the dominant eigenvalues comparison of three models when increasing . Fig. 5(a) shows the dominant eigenvalues of the complete model. In agreement with the conclusion of [27], the system tends to be unstable when the reactive power droop gain increases. On the other hand, as shown in Fig. 5(b) and Fig. 5(c), the reduce-order model shows that all the poles are in the left half-plane, while the DPM shows that some poles move toward the right half plane and may cause the system unstable. Simulation results using the parameters of the green circle ( ) and the red circle ( ) in Fig. 5, are shown in Fig. 6. It can be seen that the system is stable when , is 0.1, but unstable when , is 0.5. Here also the simulation results are consistent with the DPM, showing the clear limitation of the reduced-order modeling.

Through the simulation results, we can draw the conclusion that the dynamic model is more precise than the reduced-order small signal model, which is not able to predict that stability limit.

VI. APPLICATION EXAMPLE: DYNAMIC PHASOR MODEL OF POWER DECOUPLING DROOP METHOD

As discussed earlier, the proposed model method can be successfully used for the stability analysis of the conventional droop method. However, the conventional droop method is only effective on condition that the line impedance is mainly inductive. Under the resistive-inductive impedance conditions, the active and reactive power coupling will be serious to affect the system stability. In order to solve the problem, many improved droop control methods have been proposed in order to deal with the power coupling problem. Reader might wonder whether the proposed modeling method in this paper can be extended to the improved droop method.

In order to answer this question, this section will present an illustrative example of the application of the DPM approach for the other droop method. Taking the virtual frame droop control [23] for example. By using the virtual frame power control, the inverter output frequency and the inverter output voltage are controlled by the following droop characteristics:

\[
\omega = \omega^* - k_p (P - P^*) \quad (36)
\]

\[
E = E^* - k_q (Q - Q^*) \quad (37)
\]

where the following virtual frame is defined:

\[
\begin{bmatrix}
\omega \\
E
\end{bmatrix} =
\begin{bmatrix}
\cos \phi & \sin \phi \\
-\sin \phi & \cos \phi
\end{bmatrix}
\begin{bmatrix}
\omega^* \\
E^*
\end{bmatrix}, \phi = 90^\circ - \theta \quad (38)
\]

For small disturbances around the equilibrium point \((\delta, E_p, V_p)\), the linearized equations following can be obtained:

\[
\Delta \omega \cos \phi + \Delta E \sin \phi = -k_p \Delta P \quad (39)
\]

\[
\Delta E \cos \phi - \Delta \omega \sin \phi = -k_q \Delta Q \quad (40)
\]

From the above-mentioned analysis, the DPM characteristic equation now takes the form:

\[
a \dot{s}^5 + b \dot{s}^4 + c \dot{s}^3 + d \dot{s}^2 + e \dot{s} + f = 0 \quad (41)
\]

where

\[
a = \dot{L}^2
\]

\[
b = 2RL + 2\omega L^2
\]

\[
c = R^2 + \omega \dot{L}^2 + 4RL\omega_j + \dot{L}^2e_j + 3k_p \omega_j LE \sin \phi
\]
In this paper, the modeling and stability analysis of the droop-controlled inverter-dominated autonomous microgrid is discussed. The conventional reduced-order small-signal model and the proposed dynamic phasor model are obtained and compared. The reduced-order small-signal model shows that the system keeps stable even when using large droop gains. However, the large signal simulation results show that this is not realistic. Thus, the conventional reduced-order small signal model is not precise enough to study the dynamics and stability of droop-controlled inverter-dominated autonomous microgrids.

To deal with the model precision problem, a dynamic phasor based modeling approach is used. This method takes the dynamic of the power network circuit elements into account. Simulation results show that this model can be used to accurately predict the system stability limits. Hence, we can obtain the droop gains that make the system stable, but the reduced-order small-signal model fails when trying to obtain those. As a result, we can conclude that the proposed dynamic phasor model is more precise and can be used to design the control and power stage parameters of the real system.

It should be noted that, from the compete model accuracy viewpoint, the proposed dynamic phasor model might not be as accurate as the complete model in [27], mainly due to neglecting the high-bandwidth voltage/current loop. However, the proposed dynamic phasor model can predict the dominant eigenvalues movement trend, which is very similar to the compete model. And it is very useful to predict the system stability limits, which is mainly determined by the low bandwidth dominant eigenvalues, as reported in [27]. Table II provides a brief comparison of three models.

<table>
<thead>
<tr>
<th>Model name</th>
<th>Accuracy</th>
<th>Modeling procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced-order model</td>
<td>Low</td>
<td>Easy</td>
</tr>
<tr>
<td>Complete-order model</td>
<td>High</td>
<td>Complex</td>
</tr>
<tr>
<td>Proposed model</td>
<td>Fair</td>
<td>Easy</td>
</tr>
</tbody>
</table>

Finally, the proposed modeling approach can be extended to other control techniques. As an illustrative example, in order to deal with the power coupling caused by the line impedance, a virtual \( \omega-E \) frame power control method is analyzed. Thus, the dynamic phasor model was obtained, and the root locus shown that this method can greatly improve the system stability, predicting once again the stability performance of the closed loops system.

It should be noted that our proposed model, as well as all the existing models, will be complex if large microgrid with dynamically different sources (renewable sources/storage/machine based sources) integration is considered. It needs further investigation, and will be the subject of our future research.

\[
\begin{align*}
\dot{d} &= 2R^2\omega_i + 2\omega_i^2L^2 + 2RL\omega_i^2 + 3k_q\omega_iE^2L\sin\varphi + 3k_q\omega_i\omega_iL\cos\varphi + 3k_q\omega_i\omega_iL\sin\varphi + 3k_q\omega_i\omega_i\sin\varphi + 3k_q\omega_i\omega_i\cos\varphi + 3k_q\omega_i\omega_i\cos\varphi + 3k_q\omega_i\omega_i\cos\varphi + 3k_q\omega_i\omega_i\cos\varphi + 3k_q\omega_i\omega_i\cos\varphi + 3k_q\omega_i\omega_i\cos\varphi + 3k_q\omega_i\omega_iL\sin\varphi + 3k_q\omega_i\omega_i\cos\varphi + 9k_qk_q\omega_iE^2
\end{align*}
\]

Fig. 7. Root locus of the DPM with virtual \( \omega-E \) frame power control for \( k_p \) variations.

Fig. 8. The inverters output active power with the virtual \( \omega-E \) frame power control when \( k_p = 0.05 \) (stable).

It is our worth to note that when the line impedance angle is 90 degrees, then \( \varphi \) will be 0 degrees, and in this situation the characteristic equation in (41) is exactly the same as the one shown in (35).

Fig. 7 shows the root locus of the DPM of the closed loop system when using the virtual \( \omega-E \) frame power control for \( k_p \) variations. By comparing Fig. 7 with Fig. 3(b), it can be seen that the dynamic response is much faster than the conventional droop control. Notice that for this control approach all the poles are at the left half-plane, so that the system is stable. Simulation result when using the virtual \( \omega-E \) frame power control shown in Fig. 8, \( k_p = 0.05 \) here. It can be observed that by using the power decoupling droop method, the system stability is greatly improved.

VII. DISCUSSION AND CONCLUSION
APPENDIX

From Fig.1 and equation (30), the apparent power can be expressed as:

$$S = P(t) + jQ(t) = 3\dot{E}I^*$$  \hspace{1cm} (A1)

where \( \dot{I} = \frac{E - V}{Ls + R + j\omega L} \)

With mathematic manipulation,

$$P(t) + jQ(t) = \frac{3\dot{E}(E' - V')}{Ls + R + j\omega L}$$

$$= \frac{3\dot{E}(E' - V')(Ls + R + j\omega L)}{(Ls + R)^2 + (\omega L)^2}$$

$$= \frac{[3E^2 - 3V(E\cos\delta + jE\sin\delta)](Ls + R + j\omega L)}{(Ls + R)^2 + (\omega L)^2}$$

Expand the above equation, and then we can obtain (A3) and (A4) as follows.

$$P = 3\frac{Ls + R}{(Ls + R)^2 + (\omega L)^2}(E^2 - EV\cos\delta) + 3\frac{\omega L}{(Ls + R)^2 + (\omega L)^2}EV\sin\delta$$

$$Q = 3\frac{\omega L}{(Ls + R)^2 + (\omega L)^2}(E^2 - EV\cos\delta) - 3\frac{Ls + R}{(Ls + R)^2 + (\omega L)^2}EV\sin\delta$$
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