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Humidity distribution affected by freely exposed water surfaces:
Simulations and experimental verification
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Accurate models for the water vapor flux at a water-air interface are required in various scientific, reliability and
civil engineering aspects. Here, a study of humidity distribution in a container with air and freely exposed water
is presented. A model predicting a spatial distribution and time evolution of relative humidity based on statistical
rate theory and computational fluid dynamics is developed. In our approach we use short-term steady-state steps to
simulate the slowly evolving evaporation in the system. Experiments demonstrate considerably good agreement
with the computer modeling and allow one to distinguish the most important parameters for the model.

DOI: 10.1103/PhysRevE.90.013023 PACS number(s): 47.10.Fg, 05.70.Fh, 47.11.Fg

I. INTRODUCTION

One of the significant issues addressed by civil and reliabil-
ity engineering is the problem of climatic simulations which
very often includes the aspects of relative humidity (RH) of air
affected by the presence of water. In particular, for electronic
reliability engineering it is of importance to predict the
humidity inside various enclosures. Some electronics operate
outdoors and thus experience daily changes of temperature and
humidity. It is hardly possible and quite expensive to make the
boxes or cabinets completely hermetic. Therefore, changes in
temperature and humidity can lead to water condensation and
evaporation cycles which are dangerous for the electronics
and can cause failures. Hence, the systems of interest here
are containers in which a freely exposed water surface will
give rise to an increase in the relative humidity of the air. The
evaporation of water from the surface is thus not due to a
boiling process but a desorption of the water molecules as a
result of the interaction with gas molecules.

The adsorption and desorption processes of water
molecules at water-air interfaces involve stochastic collisions
of molecules in the gas and liquid phases, and therefore
correspond to a rather complex problem.

There are three main approaches in order to deal with
this problem. One of them is molecular dynamics (MD). An
overview of this approach can be seen, e.g., in [1]. Another
one, based on kinetic theory, is to solve the Boltzmann
transport equation and obtain the velocity distribution function
describing the system of interest. See [2,3] for a description
of simulations based on kinetic theory. The third way is
modeling based on irreversible thermodynamics where the
basic principles of energy balance and a positive production
of entropy at the interface are in use.

The MD approach attacks the problem at its fundamen-
tals, i.e., molecules of different energies collide with water
molecules at the surface. It has been used to investigate the
mass fluxes at gas-liquid interfaces (see, e.g., [4] and [5]).
It is computationally demanding, and therefore only fits to
simulations of systems at the microscopic scale. However,
MD simulations have been used to investigate the energy de-
pendence of the condensation and evaporation coefficients [6].
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These dependencies have been adapted to develop models for
interfaces which are used as boundary conditions for direct
simulation Monte Carlo methods [7].

Attempts to address the problem of water-air interfaces
based on a macroscopic perspective have also been made.
The Navier-Stokes and continuity equations are solved with
particular source terms that take the vapor-liquid interfaces
into account (see, e.g., [8]).

About two decades ago, Fang, Ward, and Stanga [9–11]
showed that an air-water interface at steady-state evaporation
and condensation conditions exhibits a relatively large tem-
perature jump, on the order of a few degrees K. This result
was in disagreement with the kinetic theory of evaporation
and condensation. They developed an expression based on
statistical rate theory (SRT) for the mass flux at a gas-liquid
interface [10]. This development brought the model in good
agreement with the temperature discontinuity and introduced
a strong tool for computationally nonheavy simulations. An-
other advantage of SRT is in the absence of fitting parameters
which makes the modeling more reliable.

In this paper a model which is based on the SRT approach
suggested in [9–11] is developed. In contrast to the original
usage of the expression we apply the model to slowly evolving
dynamic systems using a number of sequent steady-state steps.
By this approach, we are testing applicability of the model
because to our best knowledge SRT expressions have not yet
been used in computational fluid dynamics (CFD).

The developed model is utilized to predict the spatial RH
distribution at room temperature in a container with liquid
water. We verify the model experimentally and show the
importance of taking convection processes into account.

II. THEORETICAL BASE FOR MODELING

This section presents some key equations important for
understanding the developed model. The transport of water
vapor can be modeled as movement of a diluted species in air.
This is governed by the continuity equation [12]

∂c(�r,t)
∂t

+ �∇ · �J (�r,t) = Z(�r,t), (1)

where c is the concentration of water vapor, �r is the position,
and t is the time. �J is the vapor flux and Z is the source
term which represents the water surface. The flux term can be
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divided into diffusive and convective parts [12]:

�J (�r,t) = −Dc
�∇c(�r,t) + c(�r,t)�u(�r,t), (2)

with Dc to be the diffusion coefficient and �u to be an Eulerian
velocity field. Air is modeled as a slightly compressible fluid.
The momentum conservation equation is given as

ρ

[
∂ �u
∂t

+ ( �∇�u) · �u
]

= −�∇p + �∇ · τ + �f , (3)

where p is the pressure, ρ is the density, and �f is the body
force due to gravity. It is worth mentioning that in some
studies the nonlinear velocity term in Eq. (3) can be neglected,
thus simplifying the calculations. However, as can be seen in
Sec. III, in our case the flow gives rise to Reynolds numbers
Re ∼ 30. Moreover, we investigate how the flow evolves to the
steady state. These conditions do not allow one to disregard
this term completely [12]. The viscous stress tensor is

τ = ν[ �∇u + ( �∇u)T ] − 2
3ν( �∇ · �u)I (4)

with I to be the identity matrix and ν to be the dynamic
viscosity [12]. The conservation of mass is governed by

∂ρ

∂t
+ �∇ · (ρ �u) = 0. (5)

The calculation of the source term Z in Eq. (1) is based on
the expression provided in [10]. Three central assumptions are
made in order to derive the expression. The authors assume
that the system of interest is at steady state and that the
energy to maintain the temperature in the liquid is provided
by the surroundings. It is also assumed that the condensation
and evaporation coefficients are equal to unity. The following
expression for the magnitude of molecular flux orthogonal to
the water surface was developed [10]:

JSRT = Ke

[
exp

(
�S

kB

)
− exp

(
−�S

kB

)]
. (6)

The first term is responsible for the evaporation and the second
one for the condensation. The interfacial entropy change was
shown to be

�S =
(

μl

Tl

− μv

Tv

)
+ hv

(
1

Tv

− 1

Tl

)
, (7)

where μ is the chemical potential, h is the enthalpy per
molecule, and T is the temperature; all at the interface. The
subscripts “l” and “v” denote liquid and vapor, respectively.
The exchange rate Ke represents the rate at which molecules
interact with the surface. It can be obtained by solving the
Boltzmann transport equation for a system of a semi-infinite
surface at steady state. An elaboration of this theory can be
found in [13,14] and the exchange rate is given by

Ke = pv,e√
2πmkBTl

, (8)

where m is the molecular mass and pv,e is the vapor pressure at
equilibrium. This pressure can be rewritten using a particular
reference for the chemical potential where it is the same for
the molecules in the vapor and liquid phase [10]:

μl(Tl,psat(Tl)) = μv(Tl,psat(Tl)) = μ(Tl,psat(Tl)). (9)

In this reference frame and under the assumption that the water
is incompressible, the chemical potential can be given as

μl(Tl,pl,e) = μ(Tl,psat(Tl)) + Vl(pl,e − psat(Tl)), (10)

with Vl to be the molar specific volume of the liquid. The
chemical potential for the vapor, with the same reference state,
is

μv(Tv,pv,e) = μ(Tl,psat(Tl)) + RT ln
pv,e

psat(Tl)
, (11)

where the vapor has been assumed to be ideal [10]. At
equilibrium, the chemical potential on the left-hand side of
Eqs. (10) and (11) are the same, which then gives rise to

pv,e = ηpsat(Tl), (12)

where

η = e(Vl/Vv ){[pl,e/psat(Tl )]−1}, (13)

with Vv to be the molar specific volume of the vapor. It should
be noticed that Vv � Vl leading to η ≈ 1 because pl,e ≈ psat.
pl and pv are connected by the Young-Laplace equation [12]:

pl = pv + γ

(
1

r1
+ 1

r2

)
, (14)

where γ is the surface tension and r1 and r2 are the radii of
curvature. As shown in [10] the entropy change can be given
as

�S = kB

{
4

(
1 − Tv

Tl

)
+

(
1

Tv

− 1

Tl

)

×
3∑

l=1

(
�ωl

2kB

+ �ωl

kBe�ωl/kBTv − kB

)

+ ln

[(
Tv

Tl

)4(
psat(Tl)

pv

)]

+ ln

[
qvib(Tv)

qvib(Tl)

]
+ Vl

kBTl

[pl − psat(Tl)]

}
, (15)

where the vibrational partition function for the ideal poly-
atomic molecules, which in this case is water, may be expressed
as

qvib(T ) =
3∏

l=1

e−�ωl/2kBT

1 − e−�ωl/kBT
. (16)

The vibrational frequencies of the covalent bonds ωl of a water
molecule are 1590, 3651, and 3756 cm−1 [11].

III. SIMULATIONS

The simulations are carried out for the exact same geometry
as the experimental setup has. This geometry is shown in Fig. 1
representing a cylinder with a water vessel (also of cylindrical
shape) placed inside it. More details on the experimental setup
can be found in the next section. To simulate RH inside the
setup, the following issues are taken into account. The water
surface of interest is relatively flat. Therefore, the curvature
radii used in Eq. (14) are assumed to be so large that the
pressure difference across the interface can be neglected.

013023-2
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FIG. 1. (Color online) Schematic of the geometric model input.

Furthermore, the water level in the vessel is modeled to be
constant due to the low evaporation rate on the time scales
typically used in the simulations. This assumption follows
from the experimental results described below. The water
vapor is regarded as a diluted gas in air. The water surface
represents a water vapor source, where a flux perpendicular to
the surface is governed by Eq. (6). It was shown in [2] that
steady-state evaporation from a planar water surface causes the
temperature change only in the layer thinner than 1 cm above
the water surface. Since the scale of our experimental setup
is much larger, the temperature is assumed to be constant,
T = 293 K. These simplifications significantly reduce the
complexity of Eqs. (12) and (13). Furthermore, it enables
Eq. (15) to be rewritten as

�S

kB

= ln

(
psat(Tl)

pv

)
+ Vl

kBTl

[pl − psat(Tl)]. (17)

By comparison of the current equation with (15) it becomes
obvious that the complexity is significantly reduced.

Water evaporation and change of RH in the cylinder is a
dynamic but slowly evolving process. Therefore, we apply
the so-called transient approach in which we divide the
whole process into short time steps in which we consider the
conditions to be the steady state. Thus, Eq. (6) can be applied
for each time step. The transient solving procedure is then
done by adaptive time stepping where the relative convergence
tolerance is set to 10−4.

All simulations were carried out using the finite element
software COMSOL MULTIPHYSICS. RH given by

θ = pv

psat
(18)

has been modeled assuming the water vapor to be an ideal gas,
hence

pv = cRT , (19)

where R is the ideal gas constant. The vapor concentration c

follows Eq. (1) and Dc = 2.4×10−5 m2

s
at room temperature

and atmospheric pressure according to [15]. The saturated
water vapor pressure psat(T ) = 2.45 kPa at T = 293 K [16].

TABLE I. Parameters used for viscosity calculation.

ν0( Ns
m2 ) T0(K) nν

νa 1.716×10−5 273 0.666
νv 1.12×10−5 350 1.15

The dynamic viscosity of humid air was obtained from [17] as

νm =
2∑

i=1

Xiνi∑2
j=1 Xj�ij

, (20)

where Xi is the mole fraction of air or water vapor (Xa for air
and Xv for water vapor). The dynamic viscosity for air νa and
water vapor νv are both obtained from

νi = ν0

(
T

T0

)nν

, (21)

where the corresponding values of ν0 and T0 for air and water
vapor are shown in Table I. Lastly,

�ij = 1√
8

(
1 + Mi

Mj

)−1/2[
1 +

√
νi

νj

(
Mj

Mi

)1/4]2

, (22)

where Mi is the molar mass of the ith component.
To mimic RH at the open end of the cylinder the following

concentration boundary is applied:

c0 = 5.02
mol

m3
, (23)

which corresponds to a relative humidity of 50% at T = 293 K.
This is the case when the humidity evolution is considered
through the sheer diffusion.

However, one can suspect that the setup is not completely
free of convection. Possible convection at the boundary is
introduced as a downward flow with the velocity:

�u0 = −u0
m

s
ŷ, (24)

where the choice of the constant u0 will be elaborated in
Sec. V. The water vapor flux at the water surface is obtained
by combining Eqs. (6), (8), and (17).

The simulation is carried out using the CFD and chemical
species transport modules within COMSOL with an adaptive
time stepper. With the boundary conditions used for the

FIG. 2. Mesh used for the simulation of the setup containing the
large water vessel.
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FIG. 3. (Color online) Initial profile of the relative humidity for
the simulation with a large water vessel. Color scale shows RH.

velocity in this study, Reynolds number is found to be Re ∼ 30,
thus corresponding to a laminar flow regime. Due to the
symmetry, only half of the cylindrical setup is modeled as
shown in Fig. 1. The velocity profile is obtained by solving
Eq. (3) together with (4) and (5). For the pressure-velocity
coupling a so-called projection method is used [18,19]. The
continuity equation for the water vapor (1) is combined with
Eqs. (2), (6), and (17) and iteratively solved at every time step.

The mesh was generated using COMSOL. For the simulation
of the setup with the large vessel a total number of 631 940
elements is used. The mesh is shown in Fig. 2. For the
simulation with the small water vessel the total number of
elements is reduced to 494 643. The reason for the larger
number of elements used in the simulation for the large vessel
is to have the same mesh density at the evaporation areas for
the large and small vessels.

An initial RH profile with still standing air is shown
in Fig. 3.

IV. EXPERIMENT

The setup consists of a cylindrical tube made of Pyrex
glass attached to an aluminum plate and tightened with rubber
gaskets. The plate has an electrical feedthrough for connection
of a temperature and humidity sensor. The cylinder is 20 cm
long and has a radius of 5.5 cm. A schematic of the setup can
be seen in Fig. 4.

The setup is placed in a clean room with well controlled
surrounding temperature of 293 ± 0.5 K and RH of 49%–51%.
A sensor is placed inside the setup to control the temperature
and humidity. The sensor is Sensirion SHT75 which covers
the temperature range from 233 to 373 K and the RH range
from 0% to 100% with a maximum uncertainty of ±5%.

FIG. 4. Schematic top view of the experimental setup.

Prior to the experiments, readings of the sensor placed in
the setup were compared with that of another sensor located
outside. If the difference was greater than 5%, the sensor
inside the setup was calibrated using the standard procedure
recommended by the manufacturer.

Two kinds of experiments were conducted. The first series
is referred to as flux experiments. A glass vessel with 10 ml
of milli-Q water (T = 273 K) was put in the middle of the
cylinder and the open side was tightly covered by a linen napkin
to block convection. This napkin (Valusorb from Berkshire)
is made of nonwoven polyester and cellulose and it has a
structure with linear bundles of curled fibers. It is proven to be
highly permeable to humid air but it should efficiently block
convection due to the fact that the gaps in the napkin are on
the micrometer scale. The amount of water evaporated from a
vessel for a given time was measured by weighing the vessel
before and after the experiment. Then the flux of evaporation
was calculated.

The second series was carried out by placing a vessel of
milli-Q water in the middle of the cylinder, tightly covering
the open side by a linen napkin and monitoring the RH inside
the setup until the steady state was reached. Again, the water
temperature was 293 K. The spatial distribution of RH inside
the setup was mapped by repeating such experiments with the
humidity sensor placed at various locations.

Throughout both experimental series two water vessels
were used. The large vessel has an inner radius of 3.5 cm
and the small vessel has an inner radius of 2 cm.

RH was measured at 9 different positions inside the setup. In
this paper we present the results for only four of them to avoid
overloading with the similar experimental data and to focus on
the most typical obtained dependencies. These positions can
be seen in Fig. 4: (1) beside the vessel, (2) in front of vessel,
(3) behind the vessel, and (4) above the vessel.

V. RESULTS AND DISCUSSION

A. Flux measurements and modeling

The measured fluxes and those modeled with the sheer
diffusion are shown in Table II. The data presented in the
experimental column are mean values obtained from three
experiments with different times of evaporation which varied
between 21 and 24 hours. As can be seen, the modeled
values are smaller than the mean measured ones. However,
the order of magnitude is the same. Taking into account that
the fluxes are extremely small, one can conclude about good

TABLE II. Calculated fluxes using the approximation of sheer
diffusion and experimentally measured fluxes. The fluxes have been
calculated using Eq. (6), combined with Eqs. (8) and (17). Flux ratios
between the small and large vessels are given for both model and
experiment. The area ratio between the vessels is A = 0.33.

Calculated flux Measured flux

Small vessel 1.05×10−4 mol
s m2 (3.15 ± 0.25)×10−4 mol

s m2

Large vessel 0.67×10−4 mol
s m2 (2.32 ± 0.1)×10−4 mol

s m2

Flux ratio 1.57 1.36 ± 0.05

013023-4
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FIG. 5. (Color online) Change of RH with time for different
sensor positions in the setup with the small vessel.

agreement between the simulations and the experiments. It is
worth noting that in both model and experiment the flux is
greater for the small vessel. This fact is related to the change
in the configuration of the setup. The larger vessel takes up
more space in the cylinder that changes the distribution of the
surrounding water vapor and thus the flux is slightly reduced.

B. RH spatial distribution and time evolution

The measured changes of RH as a function of time are
shown in Figs. 5 and 6 for the cases of small and large vessels,
respectively. All the measurements reveal that RH reaches
steady state after approximately 1800–2400 s. It is noticed
that small bumps occur on the curves with maxima at around
500–600 s for both cases and sensor positions (1) and (3).
These short-term increases of RH will be discussed later.

As a first step, simulations have been done with diffusion
as the only transport mechanism, and a snapshot of a typical

FIG. 6. (Color online) Change of RH with time for different
sensor positions in the setup with the large vessel.

FIG. 7. (Color online) Simulated RH after 4000 s for the case of
sheer diffusion with a large water vessel. Color scale shows RH.

RH profile 4000 s after putting the vessel with water into
the setup is shown in Fig. 7. The time corresponds to steady
state of RH in the entire cylinder. The snapshot shows that
the humidity is highest just above the vessel. It is lower closer
to the cylinder end wall and it is lowest near the open side
covered by the napkin. These tendencies qualitatively agree
with the experimental measurements. Comparisons between
the measured and modeled RH on the time scale are shown
in Figs. 8 and 9, where the error bars indicate the maximum
measurement uncertainty provided by the sensor manufacturer.
The comparison reveals that in the case of the small vessel
the model gives a reasonable prediction of RH evolution for
position (2): The simulated curve is within the error bars of the
measurements. However, RH values are overestimated by the
simulations on the long time scale for position (1). It is also
clear that the model does not predict the appearance of the
short-term increase of the RH, so-called bumps, at the initial
stage of the experiment. Very similar tendencies are found in
the case of the large vessel (see Fig. 9). For the nonshown
sensor positions (3) and (4) the model also demonstrates

FIG. 8. (Color online) Experimental and modeled dependencies
of RH on time for the setup with the small vessel and sensor
positions (1) and (2). For the experimental curves, deviations due
to the uncertainty of the sensor are shown as vertical bars.
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FIG. 9. (Color online) Experimental and modeled dependencies
of RH on time for the setup with the large vessel and sensor
positions (1) and (2). For the experimental curves, deviations due
to the uncertainty of the sensor are shown as vertical bars.

only partial agreement with the experiment. Thus, one can
conclude that the first simple model qualitatively predicts
the RH distribution and time evolution in the setup but it
probably misses some important phenomenon, which can be a
convection term.

C. The role of convection

To test the role of convection and to improve the model,
a boundary condition expressed by Eq. (24) is used. As an
example, RH evolution is modeled for sensor position (1) and
small vessel. For this case a few different values of u0 were
applied in Eq. (24) in order to investigate how convection
affects the shape of the curves. The simulated evolutions of
RH for three values of u0 are presented in Fig. 10 for sensor
position (2).

FIG. 10. (Color online) Modeled dependencies of RH on time
for the cases of no convection (u0 = 0 cm/s) and small convection
velocities shown in the panel. The modeling is carried out for the
setup with the small vessel at sensor position (2).

FIG. 11. (Color online) Modeled dependencies of RH on time for
the case of convection with u0 = 2 cm/s. For both sensor positions
the simulation is done with time evolving (change in flow) and steady
flows. See text for details.

First, the simulations show that adding even very small
convection with u0 = 1 cm/s corresponding to Re = 2 leads
to a lowering of RH at the steady state. Second, further increase
of the boundary velocity causes the appearance of a bump on
the RH curve, thus, qualitatively reproducing the experimental
measurements. Moreover, the initial rise of RH becomes much
faster.

To get a better understanding of the physical reasons for the
bumps on the humidity curves, two simulations for the case of
the small vessel were done with u0 = 2 cm/s (Re = 17). In the
first simulation, the time evolution of RH is calculated using
the assumption that the air is initially still in the cylinder but at
t = 0 s the convection starts that leads to an evolving velocity
profile until the steady-state velocity is reached. For the
second simulation, the steady-state velocity profile obtained
in the first simulation was used from the very beginning. The
results of both simulations are presented in Fig. 11 for sensor
positions (1) and (2). As seen in the figure, the first simulation is
referred to as the time evolving flow and the second simulation
as the steady-state flow.

One can see in Fig. 11 that the bumps occur only when a
transient change in the air flow is present. By comparing these
simulated curves with the experimental ones presented in Fig. 8
one can find good agreement in maximum and steady-state
values of RH for both sensor positions. This allows one to
conclude that the bumps are caused by convection introduced
due to a short-term disturbance of air. This disturbance is
assigned to the placement of the vessel inside the setup in the
very beginning of the experiment causing unintentional move-
ment of air which can include some nonlinear phenomena. It
is worth noting that in the other series of experiments (not
described here) the empty vessel placed in the setup was filled
with water through a plastic pipe from outside thus minimizing
possible unintentional air disturbances. In this case no bumps
were observed, hence, proving our conclusion.

As one can see by comparing Figs. 11 and 8, the bump on
the simulated curve is delayed with respect to the experimental
one. Since it is hardly possible to measure the initial flow

013023-6
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FIG. 12. (Color online) Experimental and modeled dependen-
cies of RH on time for the setup with the large vessel. For the
experimental curves, deviations due to the uncertainty of the sensor
are shown as vertical bars. The simulated curves are based on the
model including convection.

introduced by the moving vessel it cannot be expected that the
model accurately predicts the bump appearances on the time
scale.

By including convection and time evolving flow we also
found good agreements between the simulations and experi-
mental data on RH evolution for sensor positions (3) and (4)
in the case of the small vessel as well as for all four positions
in the case of the large vessel. In the simulations, the best
agreement between the model and experiment was reached
when the convection velocity was chosen to be between 1
and 2 cm/s. To demonstrate good agreement, a comparison
of simulations and measurements for two sensor positions and
the case of the large vessel is shown in Fig. 12. As one can
see the model predicts the humidity evolution very accurately
when the steady state is reached.

A snapshot of a typical, simulated RH profile in the setup
with convection is shown in Fig. 13. The boundary condition
u0 = 1 cm/s. When comparing with the profile presented in
Fig. 7 it can be noticed that the RH becomes more evenly
distributed when convection is included in the model.

FIG. 13. (Color online) Simulated RH after 4000 s with
u0 = 1 cm/s for the case of the setup with the large water vessel.
Color scale shows RH and the arrows indicate air flow.

TABLE III. Calculated fluxes and experimentally measured
fluxes. The calculations include the slow convection process as
discussed in the text. The fluxes have been calculated using Eq. (6),
combined with Eqs. (8) and (17).

Calculated flux Measured flux

Small vessel 1.17×10−4 mol
s m2 (3.15 ± 0.25)×10−4 mol

s m2

Large vessel 0.89×10−4 mol
s m2 (2.32 ± 0.1)×10−4 mol

s m2

Flux ratio 1.31 1.36 ± 0.05

Adding the convection to the simulations also requires
corrections of the water evaporation flux. New calculated data
are presented in Table III showing better agreement with the
experiment. There is still a difference between the modeled
and the measured fluxes but one can see that the simulated and
measured ratio values become the same within the standard
deviations interval.

VI. CONCLUSION

We have studied relative humidity distribution in a simple
cylindrical setup filled with air and containing a vessel with
freely exposed water. This system imitates a box or cabinet at
outdoor conditions in which the previously condensed water
affects the spatial humidity profile through evaporation. This
is a simplified model system which is of interest for reliability
engineering. The spatial humidity distribution is studied both
experimentally and theoretically.

In the experiments the flux of water evaporated from a
vessel is measured and found to be small, on the order of
10−4 mol

s m2 . Thus, the relative humidity increase due to the
evaporation can be considered to be a dynamical but slowly
evolving process. The change in RH and its time evolution
is obtained at different sensor positions in the setup and for
two configurations with the water vessels of different sizes.
Experimental data are compared with the modeling. The model
for simulation of spatial humidity distribution is based on
statistical rate theory and computational fluid dynamics. It
utilizes macroscopic quantities and the modeling is carried out
by simultaneous solving of the Navies-Stokes and continuity
equations for the water vapor. In our approach we use SRT
for a number of sequent short-term steady-state time steps
to simulate a slowly evolving dynamic system. The model
is developed in two stages. At the first stage the diffusion is
considered to be the only transport mechanism for the water
vapor. This allows one to reach qualitative agreement with
the experimental results but the model fails to predict correct
RH values at the steady state and the effect of short-term
rise of the humidity in the beginning of the experiment.
The second stage introduces convection as an additional
transport phenomenon, and thus significantly improves the
model. One can conclude about its suitability for the prediction
of RH spatial profiles in containers with simple geometry.
Moreover, by including and tuning the convective flow one
can further develop the approach towards modeling of more
complex geometries, for instance containers with openings,
and thus coming closer to the systems of practical engineering
interest.
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