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ABSTRAGT 

The structural integrity of a multi-pile offshore plat­
form is investigated by using a vibration based damage 
detection scheme. Changes in structural integrity are 
assumed to be refiected in the modal parameters esti­
mated from only output data using an Auto-Regressive 
Moving Average (ARMA) model. By use of the esti­
mates of the modal parameters and their corresponding 
variances a probability based damage indicator is for­
mulated . This approach indicates, that since the con­
struction of the platform, minor structural changes have 
taken place. 

NOMENGLATURE 

Dynamic dispiacement 
Auto Regressive parameters 
Moving A v er age parameters 
White noise sequence 
Number of sample points 
Loss function 
Measured response 
Estimated response 
Root of characteristic polynomial 
Damping ratio of n 't h mode 
Natura! cyclic frequency of n'th mode 
Frequency of n 'th mode 
Sampling interval 
Final Prediction Error 
Information Theoretic Criterion 

Fisher information matrix 
Variance of noise process 
Expectation operator 

Vector including AR-parameters 

Stochastic process 

Realization of \]! (t, q,) 

A. Transformation matrix 
fJ Modal parameter vector 

_]N Estimate of fJ 
C.::.. Covariance matrix 
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l. INTRODUGTION 

Offshore structures continuously accumulate damage 
during their service life due to environmental forces such 
as waves, winds, current and seismic actions . A damage 
may alter the stiffness and change the modal properties 
of the structural system, such as natura! frequencies, 
damping ratios and mode shapes. Therefore, much re­
search has been done with respect to structural diag­
nosis (health monitoring) by measuring vibrational sig­
nals of civil engineering structures. The main impetus 
for doing vibrational based inspection (VBI) is caused 
by a wish to establish an alternative damage assess­
ment method to the more traditional ones. The most 
common of the traditional methods is visual inspec­
tion . However, damage assessment by visual inspection 
can be costly, risky and difficult when civil engineering 
structures such as offshore structures are considered. 
Besides, a reduction of inspection cost a capable VBI 
technique can lead to lesser risky and quicker means 
of assessing structural damage. Many research projects 
have concluded that it is possible to detect damages 
in civil engineering structures by VBI, and some tech­
niques to locate damages in civil engineering structures 
have also been proposed. However, much of the per­
formed research has been based on numerical simula­
tions andfor laboratory models. A throughout review 
of VBI techniques can be found in Rytter [1]. The idea 
of using VBI on offshore structures has been developed 
since the early seventies, see e.g. Loland et al. [2], 
Campbell et al. [3], Coppolino et al. (4], Haugland et 
al. [5], Jensen [6], Roitman [7], Hamamonto et al. [8] 
and Li [9]. 



In order to use VBI techniques it is necessary to be 
able to obtain reliable estimates of the dynamic charac­
teristics, e.g . natural frequencies. The estimation may 
be carried out in the frequency domain or in the time 
domain. Historically, parameter estimation based on 
frequency domain models seerned to dominate the the­
ory and practice of the system identification up to the 
sixties. Since the end of the sixties the interest in the 
system identification based on time domain models has 
increased, and now literature on system identification is 
very much dominated by time domain methods . Often 
the intended use of the model as well as accuracy re­
quirements on parameter estimates motivates the use of 
a time domain model and corresponding system iden­
tification procedure . In Ljung [10] and Soderstrom et 
al. [11] the basic features of system identification based 
on time and frequency domain approaches are high­
lighted. For many years the identification techniques 
based on ARMA models in the time domain have at­
tracted Jimited interest concerrung structural engineer­
ing applications. A factor contributing to this situation 
is that ARMA models have been developed primar­
ily by control engineers and applied mathematicians . 
Further, ARMA models have been primarily developed 
concerning systems for which limited a priori knowl­
edge is available, whereas the identification of struc-

. tural systems relies heavily on understanding of physi­
cal concepts. However, in recent years the application 
of ARMA models to the description of structural sys­
tems has become more common, see e.g. Gersch et al. 
[12] Pandit et al. [13], Hac et al. [14], Kozin et al. [15], 
Jensen [6], Safak [16], Hamarnanton et al. [8] and Li et 
al. [9]. The structural time domain identification tech­
ni_ques using ARMA representation have been compared 
w1th frequency domain techniques in e.g . Davies et al. 
[17]. In thisand other papers it has been documented 
that these ARMA time domain modeiling approaches 
are superior to Fourier approaches for the identification 
of structural systems. These foundings make identifica­
tion techniques utilizing ARMA algorithms interesting 
for modal parameter estimation . Especially, with re­
spect to damage detection where modal parameters are 
used as damage indicators. If modal parameters are 
used as damage indicators it is important to be able to 
obtain unbiased estimates. Further, one also want to 
be able to quantify the uncertainty of the parameters 
so condusions about changes in parameters caused of 
possible structural changes can be done. This problem 
can be partially solved by using ARMA models in the 
time domain. 
The aim of the research presented in this paper is to 
investigate the possibility of detecting changes of the 
structural integrity of an offshore structure. The struc­
tural integrity has been assumed to be reflected in the 
modal parameters estimated by using full-scale mea­
surements based on natural excitation. The parameter 
estimation is solved by using a time domain identifica­
tion method (ARMA). Section 2 deals with the faunda­
tion of the ARMA-model while in section 3 an example 
with a multi-pile offshore structure is given. 
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2. ARMA-Model 

An Auto-Regressive-Moving-Average ARMA( n, m) model 
of order n, m describing the response at the discrete 
time points Yt is given by 

n m 

Y t L <PiYt-i - L Oiet-i +et (l) 
i=l i=l 

<Pi is an Auto Regressive (AR) parameter, Oi is the 
Moving Average (MA) parameter and et is a time se­
ries of a white noise process. This model involves a 
difference equation in which the output of the system 
is expressed as a linear combination of past output, as 
well as present and past input . This kind of model 
is particular well suited for identification aod response 
calculation purposes since they provide efficient system 
representations. 
If an ARMA(2n, 2n- l) model is used for a station­
ary Gaussian white noise excited linear n-degrees-of­
freedom system it can be shown that the covariance of 
the response due to the ARMA-model and that of the 
white noise excited structure will be identical, see e.g . 
Kozin et al. [15] . In other words, an AFMA model 
will provide an unbiased estimate of the autospectrum 
provided the assumptions hold . It is seen that the pa­
rameter identification of civil engineering structures by 
using an ARMA model assumes that the response data 
are caused by a white noise input to the structure. How­
ever, for w ave or wind excited lightly damped civil engi­
neering structures, this assumption will normally hold, 
see e .g . Morgan et al. [18], Jensen [6] and Srinavasan 
[19]. 
The AR and MA parameters are obtained by minimiz­
ing an error furretion V N expressing the variance o f et 

l N 

NLE; 
t=l 

N 
l ~l M ~ )2 
N~ 2,(Yt - Yt 

t=l 

(2) 

where N is the nwnber of data and Et is the prediction 
M ~ d error . Yt and Yt are the measured response an the 

predicted response by (1), respectively. It may be no­
ticed that the white noise assumption must be checked 
when the AR and MA parameters and the residuals 
have been estimated . If the assumption does not hold 
i t may indicate that the order of magnitude of the model 
is too low and therefore should be increased . 
When the AR parameters are estimated the 2n 
roots, Ai of the characteristic polynomial of the AR­
parameters are found 



In e .g. Pandit et al. [13] it is shown that the roots 
are related to the modal parameters through the 2n 
relations 

A; = exp(p;.6.t) i=1,2, .. ,2n (4) 

where .6.t is the sa~pling interval. f.Li has the foliowing 
relation to the modal parameters for an underdamped 
system 

(; < 1.0 (5) 

By using the ARMA model all the information in 
the measured time series is used to estimate the AR­
parameters . This implies that a large amount of data 
has to be handled in the system identification process 
implying that it can be time consuming to estimate the 
parameters. Especially, when themodelorder increases, 
caused of the non-linear optimization which has to be 
used to get theAR-parameters and the MA-parameters. 
However, Pandit et al. [13] has shown that any ARMA 
model can be represented by an AR model if the model 
order is chosen suf!iciently high. This implies that the 
AR-parameters can be estimated directly by linear re­
gression obtaining at least squares fit between the mea­
sured time series and the AR-model. 

2.1 Model Selection and Model Validation 

Model selection involves the selection of the form and 
the ord er o f the ARMA model, and constitutes the most 
important part of the system identification. Model val­
idation is to confirm that the model estimated is a real­
istic approximation of the actual system. A throughout 
description of the problem of model selection and vali­
dation is given in e.g. Ljung [10] and Soderstram [11]. 
The selection of the model to a large extent should be 
made according to the aim of the final purpose. There 
is no general solution to this problem but a large num­
ber of methods to assist in the choice of an appropriate 
model structure exist . For such comparisons as men­
tianed above a discriminating eriterion is needed. The 
comparison of the model structures can be interpreted 
as a test for a significant decrease in the minimal values 
of the loss function V N associated with themodel struc­
tures in question . As a model structure is expanded, 
e .g . increasing the number of adjustable parameters, 
the minimal val u e of V N decreases since new degrees o f 
freedom have been added to the optimization problem. 
The decrease o f V N is a consequence that more flexi­
bie model structures give a possibility for better fit to 
the data. On the other hand when a good fit can be 
obtained there is no reason to increase e.g. the num­
ber of adjustable parameters. An overparameterized 
model structure, i .e . containing several models giving 
a perfect description of the actual system, can lead to 
unnecessarily complicated computations for finding the 

3 

parameter estimates . An underparameterized model, 
i.e . a model having too few parameters to describe the 
system adequately, may be inaccurate . In order to deal 
with this problem Akaike , see Akaike [20], suggested a 
Final Prediction Error (FPE) eriterion and a closely re­
lated Information Theoretic Criterion (AIC) of the type 

2n 
AIC = log[(l + N )VN] 

(6) 

(7) 

where N is the length of the data record and n is the to­
tal number of estimated parameters. Themodel struc­
ture giving the smallest value of these criteria is se­
lected . The AIC and FPE criteria penalize using too 
high model orders, i.e. their value may increase with 
increasing model ord er. 
Model validabon is the final stage of the system iden­
tification procedure . In faet model validation overlaps 
with model structure selection. Since the system identi­
fication is an iterative process various stages will not be 
separated: models are estimated and the validabon re­
sults willlead to new models etc. One of the dilem1oas 
in the model validation is that there are many different 
ways to determine and compare the quality of the esti­
mated models. First of all, the subjective judgement in 
the model validation should be stressed. It is the user 
that makes the decision based on numerical indicators . 
The variance of the parameter estimates can be such 
an indicator. It is also important to check whether the 
model is a good fit for the data recording to which it 
was estimated. Simulation of the system with the ac­
tual input and comparing the measured output with the 
simulated model output can also be used for model val­
idation. One can also compare the estimated transfer 
function with one estimated by FFT. Statistical tests of 
the prediction errorsEt are also typically used numerical 
indicators in model validation. 

2.2 Estimation of Parameter Uncertainty 

From measurements of the response process it is possi­
bletoget unbiased estimates of theAR-parameters P; 
see e.g . Pandit et al. [13], where estimates of the vari­
ances of the estimated parameters can be estimated by 
the Cramer-Rao lower bound . This implies that the co­
variance matrix of parameter estimates can beo b tained 

by the inverse of the Fisher information matrix J which 
can be written 

(8) 



A realization o f the stochastic process {W t (IP)} is given 
by 

(9) 

It is assumed that the variance At: of the prediction 

error process {[t} is V N. IP is a vector including the 
AR-parameters. 
When the elements of the information matrix are cal-

culated the parameter covariance matrix C-=- o f esti-
()N 

mat es of the parameter vector . e N can be expressed in 
the following way 

---1-T 
~Al A 

where the transformation matrix A is given by 

2.h._ 2.h._ ..ll..L 
8<1>1 8<1>2 8<P2n 
~ ~ ÆL 
8<1>1 8<1>2 8<P2n 

A= 
_E_b_ 
8<P2n 
~ 
8<P2n 

(lO) 

(11) 

e N is an estimator of the parameter vector e 
[]I, (I, h, (z, ... , f n, (n] T. The above estimation of 

A will only be accurate if the function is sufficiently 
smooth since it corresponds to a linear approximation 
of the function describing the inverse tra~formation 

from AR- parameters to the parameters e, see e .g. 
Kirkegaard [21). 

3. MULTI-PILE PLATFORM 

The structural integrity of a multi-pile offshore platform 
is investigated by using a vibration baseddamage detec­
tion scheme. Changes in structural integrity is assumed 
to be reftected in the modal parameters estimated from 
only output data by use of an ARMA model. The modal 
parameters are estimated by using the MATLAB, see 
PC-MATLAB [22) . 

3.1 Description of Platform 

The considered offshore platform built in 1993 is a 58 m 
long by 20 m wide multi-pile structure of reinforced con­
crete holding a steel superstructure which supports the 
power generation equipment for a large oil produetion 
complex. Water depth at the location of the offshore 
platform is about 30 m . Wave heights in this zone have 
been reported between 1.2 m and 2.5 m in the longitu­
dinal direction of the platform with recurrence periods 
of 3.8 and 4.9 s, respectively. The information reported 
for current action near the platform shows values in the 
order of 1.4 m/s in the direction of the waves. This 
particular new platform is very ftexible and it experi­
ences continuous vibrations caused by wave and current 
actions. The platform has been constructed with less 
number of piles and a different distribution from other 
offshore platforms built up to 1992. The reinforced con­
crete base structure is supported by 42 pre-stressed cir­
cular piles, 0.9 m in diameter. 
The platform was instrumented with three accelerom­
eters measuring the acceleration response in the longi­
tudinal, transversal and vertical direction, respectively. 
In the period from May 1993 to July 1994 160 acceler­
ation signals were recorded. The signals were sampled 
at 200 Hz. The length of the records varies between 20 
s and 76 s. 
Since the vertical accelerations were neglected, it was 
decided to limite the identification to the first two 
modes, one in the longitudinal and one in the transver­
sal direction. 
Since the number of points of the records were too 
short for identification using an ARMA-model, records 
from the same day were combined into one time series . 
This reduces the number of time series to 29. The dis­
continuities between the individual data segments were 
smoothed by use of a tapering function (a half Han­
ning Window). In order to improve the precision of the 
identification the signals were detrended and outliers 
were removed . Since the expected highest frequency 
in the s trueture is much smaller t han the N yquist fre­
quency, the sampling rate was decreased by deeimating 
the records in order to reduce the noise effects. The 
new sampling rate after decimation was 10 Hz . Before 
the decimation the record was low-pass filtered beyond 
the new Nyquist frequency. 
In Kirkegaard et al. [23) a more throughout description 
is given of the experimental setup, the signal processing 
and the investigation of the measurements with respect 
to stationarity, linearity and normality of the response . 
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3.2 Selection and Validation of ARMA-model 

In the foliowing it is explained how the ARMA-model 
was selected and validated. The results are given for a 
recorded signal in the longitudinal direction. 
By incorporating the FPE and AIC criteria it was de­
termined that a 5 degrees of freedom model w as appro­
priate . Le. a 6th-order model giving an ARMA(6,5). 
Figure 3 .1 shows a plot of the poles (x) and zeros (o) 
and it is seen that all the poles and zeros are inside the 
unit circle in the complex plane . The poles and zeros 
aregiven with confidence regions corresponding to three 
standard deviations. If these regions overlap , a lower 
modelorder should have been tried, since thisis aresult 
of a near pole-zero cancellation in the dynamic model 
indicating that the model order is too high . The most 
dominant mode of the system is the one corresponding 
to the pole closest to the unit circle. 

0.8 

0.6 

-0.6 

-0.8 

• [·L! -----:--o--=~-:---==='---="::----' 

Figure 3.1: Pole-Zero plot . 

Power Spectral Density 

l()· l 

lfr' 

Hr' 

Frequency 

Figure 3.2: Comparison of direct estimated spectrum 
and spectrum obtained from the ARMA-model (full­
line). 
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As discussed in section 2.1, after the model is selected 
and the parameters are determined, the next step is 
to check the validity of the model. The match of the 
power spectrum obtained by a Fast Fourier Transfor­
mation and the spectrum obtained from the ARMA­
model are shown in figure 3 .2. The figure shows a 
good match . Next the residuals of the identification are 
checked. Residuals are defined as the difference between 
the model output and the recorded output signal. In or­
der to have a valid identification, the residuals should 
be a white-noise sequence. The plot of the spectrum 
and autocorrelation of the residual time series are given 
in tigure 3.3 . 

Power Spectral l)ensity Cerrelation function af rcsiduals. 

Frequency lag 

Figure 3.3: Spectrum and Autocorrelation of the resid­
ual time series . 
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·0·1 o 200 400 600 800 l 000 1200 1400 

Figure 3.4: Comparison of calculated accelerations with 
recorded accelerations, plotted separately and together. 



Visual inspection of the spectrum in figure 3.3 suggests 
that the residuals are close to a white-noise sequence, 
since the peaks are distributed in all frequencies . A 
more accurate check is to test the autocorrelation of 
the residuals Two straight lines in the figure show the 
99% confidence level. For model validity, i.e . white­
ness of residuals, the autocorrelation should not exceed 
these levels, except at zero lag. Figure 3.3 shows that 
the autocorrelation remains, for the most part , within 
the limits, and therefore validate the model. The auto­
correlation test shows if there is any correlation in the 
residuals . In an ideal identification the residuals would 
be identical to a white-noise sequence . 
As a final test for model validity, a comparison of model 
output with recorded output. This is a more strict test 
than the previous ones. However, figure 3.4 shows that 
thematchis fairly good. Basedon all the above checks, 
it can be conducled that the estimated ARMA-model 
for the offshore structure is satisfactory. 

3.3 System Identification Results 

In this section the estimated natura! frequencies for the 
first and second mode, respectively, are presented and 
discussed . The firstand second natura! frequencies were 
estimated as approximately 0.42 s and 0.62 s, respec­
tively, which correspond to the values obtained from 
FEM calculations, see Tallav6 et al. [24] . In figure 3.5 
the estimates of the first and second natura! frequen­
cies, respectively, are shown as a function of time . Tht 
uncertainty given as plus minus three times the stari·­
dard deviation is shown with the dotted lines . As it 
should be expected from the spectrum h seems to be 
more uncertain than fi· Further, it is seen that fz has 
a small decrease . However, figure 3.5 does not show 
wether these changes are significant. In order to evalu­
ate this question a probability based damage indicator 
is formulated basedon the results in figure 3.5. Assum­
ing fi to be independent Gaussian distributed variables 
standard theory gives that the probability of negative 
changes P6.f, in li is given by 

(12) 

where <P is the unit normal distribution function and 
a} is the variance of li. af0 is the variance of the 
frequency fiD of the assumed undarnaged structure, i.e. 
the first estimated frequency. A negative change in fi 
is assumed to indicate that the structure has suffered 
structural changes. 
Figure 3.6 shows the probability of negative change in 
fi and f z, respectively as a function of time . It is seen 
that the two curves have many fluetuabons perhaps due 
to the faet that the estimates of the two frequencies and 
their variances are only based on short time series. This 
implies that the estimates are uncertain. However, it is 
seen in figure 3.6 that a change has occurred in the first 

and second frequency with 70 and more than 90 % prob­
ability, respectively. This means that with a probability 
close to one the structural properties have changed dur­
ing the first 12 months of the operation . If the struc­
ture has changed however, the changes are s m all and 
might be due to cracking of the concrete base structure 
or changes in the faundation that do not affect struc­
tural safety. The analysis of the dynamical responses 
indicates the usefullness of further investigations. 

fint and sccond natural rrequcncy 
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Figure 3 .5: Firstand second natura! frequencies as func­
tion of time. 
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Figure 3.6: Damage indicator P6.f, as function of time. 

4 CONCLUSIONS 

The structural integrity of a multi-pile offshore plat­
form is investigated by using a vibration based damage 
detection scheme. The damage indicator given as the 
probability of negative changes in the first two natura! 
frequencies is used to investigate the integrity of the 
structure. Based on this damage indicator it is cop­
cluded that with a probability close to one the consid­
ered offshore structure has suffered structural changes 
in the first year of operation. The changes are smal! 
however, and their influence on structural safety must 
be clarified by further investigations . 
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