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ABSTRACT
We propose a new classification of the human-to-human communication during the use of immersive teleoperation interfaces based on real-life examples. While a large body of research is concerned with communication in collaborative virtual environments (CVEs), less research focuses on cases where only one of two communicating users is immersed in a virtual or remote environment. Furthermore, we identify the unmediated communication between co-located users of an immersive teleoperation interface as another conceptually important—but usually neglected—case. To cover these scenarios, one of the dimensions of the proposed classification is the level of copresence of the communicating users. Further dimensions are the virtuality of the immersive environment, the virtual transport of the immersed user(s), the communication channel, and the mediation of the communication. We find that an extension of the proposed classification to real environments can offer useful reference cases. Using this extended classification not only allows us to discuss and understand differences and similarities of various forms of communication in a more systematic way, but it also provides guidelines and reference cases for the design of immersive teleoperation interfaces that support human-to-human communication.

Categories and Subject Descriptors
H.5.1 [INFORMATION INTERFACES AND PRESENTATION]: Multimedia Information Systems—artificial, augmented, and virtual realities.

General Terms
Human Factors.
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1. INTRODUCTION
Teleoperation allows human users to operate machines, in particular robots, at a distance [12]. Today, teleoperation is used routinely for operating surgical robots, handling radioactive material, defusing bombs, remotely piloting aircrafts, working in outer space, the deep sea, and other hazardous environments, etc. Many teleoperation interfaces attempt to immerse the human operator in a remote or virtual environment in order to achieve “telepresence,” i.e., the sense of being in the remote or virtual environment. A prime example is the use of head-mounted displays for immersive teleoperation interfaces.

A disadvantage of these interfaces is the isolation of the human operators from their immediate environment. This isolation usually compromises communication with co-located humans, for example, co-workers, expert advisors, trainers, apprentices, etc., and, therefore, hinders collaboration with them. While this results in many challenging problems, research on collaboration using immersive teleoperation interfaces tends to focus on collaborative virtual environments (CVEs) [3], in which multiple users are immersed in a shared, virtual environment. However, research on the training in robot-assisted surgery [6] convinced us that communication (and therefore collaboration) in CVEs is fundamentally different from the communication between an immersed user and a non-immersed user. Yet another very different scenario is the unmediated communication between co-located users of an immersive teleoperation interface, e.g., two pilots in a flight simulator.

To gain a better understanding of these differences, this work presents a systematic classification of common forms of human-to-human communication during the use of immersive teleoperation interfaces. Such a classification can provide a better understanding of the scope of technical solutions for computer-mediated communication, and it can inspire new solutions by revealing similarities between different scenarios—in particular if the classification is extended to cover operation in an unmediated, real environment. Furthermore, the classification can help to design the support for communication in immersive teleoperation interfaces more systematically.

After reviewing previous work in Section 2, we present our new classification in Section 3. Section 4 discusses how the proposed classification can help to design support for human-to-human communication while conclusions and future work are presented in Sections 5 and 6.

2. PREVIOUS WORK
Minsky was one of the first to discuss the concepts of teleoperation and telepresence [12], where teleoperation focuses...
on the ability to manipulate a remote or virtual environment, i.e., a mediated environment; and telepresence focuses on the sense of being in a mediated environment. We use the term “presence” to include also the sense of being in an unmediated environment. In addition to this conceptualization of (tele)presence as a sense of transportation, Lombard and Ditton [10] discuss further conceptualizations.

In this work, the term “copresence” denotes the (unmediated) sense of being together in the real world as well as the (possibly mediated) sense of “being there together” as discussed by Schroeder [14]. Lombard and Ditton refer to this concept as the impression of a shared space [10]. However, we distinguish two possibilities of “being there together”: the mediated sense of being together in a mediated environment and the unmediated(!) sense of being together in a mediated environment as discussed in more detail in Section 3.2.1.

Copresence is known to be an important part of the experience of mediated communication situations; for example, Aaltonen et al. [1] found in an experimental study that copresence provided the clearest difference between three mediated communication situations.

Milgram et al. [11] have classified various technologies that can provide telepresence on a reality-virtuality continuum. Benford et al. [2] have generalized this classification to include collaborative virtual environments (CVEs) as well as computer-supported collaborative work (CSCW). Our classification is different in several aspects. First, it focuses on the classification of different kinds of communication. Second, our classification of communication situations is different from Benford et al.’s work as our classification attempts to include CVEs and other real-life collaborative uses of immersive teleoperation interfaces while we do not attempt to include typical CSCW systems.

Our classification also covers nonverbal communication in CVEs, which was discussed by Guye-Vuillieme et al. [9]. However, we decided not to use the distinction between verbal and nonverbal communication in our classification since this distinction is often not relevant for the mediation of the communication; for example, an audio signal may or may not include nonverbal communication without affecting its mediation.

Similarly, our classification covers communication with the purpose of establishing awareness [5][7][8] even though awareness is not related to any of its dimensions.

3. PROPOSED CLASSIFICATION

3.1 Scope and Exemplary Situations

The proposed classification is supposed to provide guidance when designing support for human-to-human communication during the use of immersive teleoperation interfaces. Therefore, we are mainly concerned with immersive interfaces, e.g., Virtual Reality (VR) simulators (see Figure 1) or remote teleoperation systems (see Figure 2).

Some of these interfaces are designed for collaborating users and, therefore, communication between them, e.g., multi-user flight simulators (see Figure 1) or multi-user telesurgery systems (see Figure 3). However, in practice, communication also occurs for single-user teleoperation interfaces: Figure 2 shows a surgeon using a robot-assisted surgical system and an assistant who communicates with the surgeon by drawing on a touchscreen that displays the endoscopic camera view of the operating field. In this case, only the surgeon uses an immersive teleoperation interface while the assistant uses a non-immersive interface.

In our experience, this kind of communication between immersed users and non-immersed humans in various roles (e.g., co-workers, expert advisors, trainers, apprentices, etc.) is very common and occurs regardless of whether a teleoperation interface is designed to support it or not. In fact, this kind of communication is probably the most common form of communication during the use of teleoperation interfaces.
3.2 Classification of Communication Situation

We classify human-to-human communication during the use of immersive teleoperation interfaces in five dimensions. The first three (copresence, transport, and virtuality) classify the communication situation and are discussed in this section. Section 3.3 discusses the remaining two dimensions (communication channel and mediation of communication). Classifying the communication situation is important since it has a strong effect on the mediation and its technical implementation.

3.2.1 Copresence

The dimensions of transport and virtuality have been proposed by Benford et al. [2] and Milgram et al. [11]. In addition to these, we use copresence as another dimension as suggested by Aaltonen et al. [1]. While copresence is usually considered an emerging effect that most collaborative teleoperation interfaces try to achieve, we interpret the broad level of copresence as a design decision. Consider the example of an immersed surgeon communicating with a surgical assistant (Figure 2): while both users see a shared workspace (the operating field), the interface for the assistant neither is designed to immerse the assistant, nor is the assistant represented in the shared workspace, nor is the assistant (in the depicted situation) able to manipulate it. Thus, copresence of the surgeon and assistant was clearly not a design goal for this system.

On the other hand, two pilots in a multi-user flight simulator (Figure 1) will usually experience each other as copresent since they are actually co-located in the same physical environment. Technically spoken, the level of copresence is extremely high in this situation because these users can see, hear, touch, and smell each other without any mediation, and they are usually both manipulating the controls in their shared, immediate environment, which was designed for two co-located users.

Achieving this level of copresence in a CVE is impossible today and probably for several decades to come [4]. On the other hand, CVEs usually achieve a higher level of copresence than systems that are not designed to support it, such as the single-user telesurgery system in Figure 2.

Based on these examples, we distinguish three broad levels of copresence (see also the horizontal axes in Figure 6 and Figure 7). Analogously to Lombard and Ditton [10], we provide short verbal descriptions of the situations in quotation marks (but from the point of view of the immersed user):

- copresence is not a goal: single-user teleoperation by an immersed user communicating with a non-immersed user – “Only I am there.”
- mediated copresence: collaborative teleoperation by two connected, immersed users – “We are both here.”
- unmediated copresence: joint teleoperation by two co-located, immersed users – “We are there together.”

We do not provide precise definitions of these cases; instead they should be considered exemplary cases on the gradual dimension of copresence. It should also be noted that the proposed classification only describes pairwise relations between communicating users: if more than two users are involved, multiple communications in different categories can occur at the same time.

While the third case of unmediated copresence includes collaboration, we label it as “joint teleoperation” to distinguish it from the second case. Also note that the co-location of the third case is a necessary but not sufficient requirement for unmediated communication: co-located users can use mediated communication in one or more channels, for example, in order to increase the realism of a simulation; e.g., the mediated auditory communication in Figure 1. Furthermore, users might also be co-located in the first two cases and then use unmediated communication in some channels (in particular the auditory channel). Note that a mixture of mediated and unmediated...
communication channels is not specific to teleoperation interfaces: the co-located spacewalkers in Figure 5 require mediation of auditory communication and they would require mediation of visual communication to see each other's facial expressions or gaze direction. Due to the required mediation, we consider the situation of the spacewalkers in Figure 5 an example of mediated copresence. The actual level of copresence depends on many factors [14]. Nonetheless, the presented broad levels of copresence appear to be crucial when designing support for communication in teleoperation interfaces as discussed in more detail in Section 4.

### 3.2.2 Virtuality

Our classification includes the dimension of virtuality which was proposed by Milgram et al. [11]. Extreme cases are completely virtual environments (e.g., in flight simulators) and completely real environments (e.g., for telesurgery). This corresponds to the artificiality dimension proposed by Benford et al. [2].

Including unmediated, real environments in the classification provides additional reference cases that can lead to a deeper understanding of specific communication situations. Therefore, we extend our classification by further distinguishing between mediated, remote environments (e.g., in the case of telesurgery) and unmediated, real environments (e.g., in the case of spacewalks), where the latter is considered to be less virtual than the former. The rationale is that the immersive mediation of a real environment limits the ways in which it can be experienced and in this sense makes it more similar to the immersion in a virtual environment.

Figure 6 shows the proposed classification of communication situations according to the dimensions of copresence and virtuality – including the extension for unmediated, real environments.

**Figure 6: The dimensions of copresence (horizontal) and virtuality (vertical) of the proposed classification for high-transport situations. The row labeled “unmediated, real environment” is an extension for real environments.**

<table>
<thead>
<tr>
<th>copresence</th>
<th>Single-user operation</th>
<th>Collaborative teleoperation</th>
<th>Joint operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>unmediated, real environment</td>
<td>single-user teleoperation in virtual environment (e.g., supervised simulation)</td>
<td>collaborative teleoperation in remote environment (e.g., collaborative telesurgery)</td>
<td>joint operation in virtual environment (e.g., multi-user flight simulation)</td>
</tr>
<tr>
<td>mediated, remote environment</td>
<td>single-user teleoperation in remote environment (e.g., mentored telesurgery)</td>
<td>collaborative teleoperation in remote environment (e.g., supervised spacewalker)</td>
<td>joint teleoperation in remote environment (e.g., multi-user drone control)</td>
</tr>
<tr>
<td>virtual environment</td>
<td>single-user operation on virtual object</td>
<td>collaborative teleconference on virtual object with avatars</td>
<td>joint operation on virtual object</td>
</tr>
<tr>
<td>mediated, remote object/partner</td>
<td>single-user teleoperation on remote object</td>
<td>collaborative teleconference on remote object with video</td>
<td>joint teleoperation on remote object</td>
</tr>
<tr>
<td>unmediated, real object/partner</td>
<td>single-user operation on real object</td>
<td>collaborative teleconference on real object</td>
<td>joint operation on real object</td>
</tr>
<tr>
<td>immersed user and non-immersed user (&quot;Only I am there.&quot;)</td>
<td>two connected, immersed users (&quot;We are both there.&quot;)</td>
<td>two co-located, immersed users (&quot;We are there together.&quot;)</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 7: The dimensions of copresence (horizontal) and virtuality (vertical) of the proposed classification for low-transport situations. The row labeled “unmediated, real object/partner” is an extension for real objects/partners.**

<table>
<thead>
<tr>
<th>copresence</th>
<th>Single-user operation</th>
<th>Collaborative teleoperation</th>
<th>Joint operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>unmediated, real object/partner</td>
<td>single-user teleoperation on virtual object</td>
<td>collaborative teleconference on virtual object with avatars</td>
<td>joint operation on virtual object</td>
</tr>
<tr>
<td>mediated, remote object/partner</td>
<td>single-user teleoperation on remote object</td>
<td>collaborative teleconference on remote object with video</td>
<td>joint teleoperation on remote object</td>
</tr>
<tr>
<td>virtual object/partner</td>
<td>single-user operation on real object</td>
<td>collaborative teleconference on real object</td>
<td>joint operation on real object</td>
</tr>
<tr>
<td>immersed user and non-immersed user (&quot;It is here with me.&quot;)</td>
<td>two connected, immersed users (&quot;You are here with me.&quot;)</td>
<td>two co-located, immersed users (&quot;It is here with us.&quot;)</td>
<td></td>
</tr>
</tbody>
</table>
3.2.3 Transport
The transport dimension is based on the work by Benford et al. [2]. It is related to the extent-of-presence-metaphor by Milgram et al. [11] and the conceptualization of presence as transportation by Lombard and Ditton [10]. Specifically, we distinguish between high-transport situations in a virtual or remote environment as discussed so far (see Figure 6) and low-transport situations, where virtual or remote objects or people appear in the immediate environment (see Figure 7). Examples for the latter are teleconference systems and collaborative augmented reality systems.

For low-transport communication situations, we distinguish the same three broad levels of copresence as for high-transport situations. However, their descriptions have to be adapted:

- copresence is not a goal: single-user (tele)operation on a virtual or remote object by an immersed user communicating with a non-immersed user – “It is here with me.”
- mediated copresence: collaborative teleconference between two connected, immersed users – “You are here with me.”
- unmediated copresence: joint (tele)operation on a virtual or remote object by two co-located, immersed users – “It is here with us.”

Vicarious-transport situations: The immersive nature of the low-transport and high-transport situations exclude teleoperation systems in which users see a 3rd person’s view of the avatar or robot that they are controlling. In terms of the classification by Otto et al. [13], CVE’s of this type are using a “look-into” metaphor instead of a “step-into” metaphor. To cover these situations, we could extend our classification along the transport dimension to less immersive “vicarious-transport situations” in which the user is either controlling an avatar (in a virtual environment) or a robot (in a real and possibly remote environment). The copresence dimension would still distinguish between connected users and co-located users but instead of distinguishing between immersed and non-immersed users it might be preferable to distinguish between users who control an avatar or robot and users who don’t. However, we will not discuss these cases any further since our focus in this work is on immersive interfaces.

3.3 Classification of Communication Process
The proposed classification is intended to inform the design of the support for human-to-human communication, which often includes a form of mediation. Therefore, we classify the communication process by the level of mediation. Since the mediation usually depends strongly on the communication channel, the latter is another dimension of our classification.

3.3.1 Communication Channel
We distinguish the following communication channels:

- auditory without using media, e.g., speech or nonverbal utterances
- visual without using media, e.g., facial expressions, gaze direction, hand gestures, or full-body gestures
- using media, e.g., using written text, using visuals, using audiovisual recordings
- others, e.g., haptic, olfactory, etc.

The use of media for communication in shared workspaces includes drawing and writing, in particular, writing lists [16]. The auditory and visual communication without media is considered different from the use of media since the latter is always a form of mediated communication, which usually requires input and/or output devices, while the former can also occur without mediation.

3.3.2 Level of Mediation of Communication
Analogously to the broad level of copresence, we distinguish between three broad levels of mediation:

- explicit mediation, i.e., in general, users are fully aware of the mediation of the communication
- transparent mediation, i.e., users are not (or less) aware of the mediation of the communication
- no mediation, i.e., unmediated communication

Note that the mediation of the communication is different from the mediation of the environment or an object. However, all forms of mediation are likely to influence the resulting level of copresence.

4. SUPPORTING COMMUNICATION
To demonstrate the usefulness of the proposed classification for the design of support for human-to-human communication in immersive teleoperation interfaces, this section sketches how the dimensions of the classification and the provided examples can guide and inspire the design of support for communication in such interfaces.

The first question might be whether a single-user, immersive teleoperation interface needs to support human-to-human communication at all. In our experience, the communication between an immersed user and a non-immersed person (as depicted in Figure 2) is not only useful but often also critical for training, supervision, expert advice, etc. Even consumer head-mounted displays benefit from features such as a (video) see-through function, which supports visual communication with a co-located, non-immersed person. It is also important to realize that even without support for communication, many users will nonetheless try to communicate with non-immersed persons, which is likely to lead to a frustrating user experience if there is no support for it.

When assessing the need for support of communication, nonverbal communication is easily overlooked — in particular if it is used to establish awareness, which is important in shared workspaces [8]. It should also be noted that awareness cues are not limited to visual communication channels but are also common in auditory communication; e.g., in multiplayer games [5].

4.1 Choosing a Level of Virtuality
In most cases, the level of virtuality cannot be chosen to support human-to-human communication in the best way possible since it is determined by other constraints. There are, however, some exceptions, in particular, regarding the virtuality of the communication signal. We provide two examples, which illustrate that less virtuality usually allows for communication of better quality and more expressiveness.

Example 1: Pointing in a small workspace by a remote user can be supported by recording the user’s hand and overlaying the view of the workspace for another user with the recorded hand
Alternatively, a virtual hand or even a line drawing can be employed (as in the system for surgical assistants depicted in Figure 2). In terms of the quality of communication, the recording of a user’s hand allows the user to employ the full expressive power of natural hand gestures while the expressiveness of a virtual hand or a line drawing is in most cases significantly lower.

**Example 2:** In some systems, users can specify facial expressions, which are then applied to the faces of avatars [9]. Alternatively, a webcam can record a user’s face, which is then displayed to other users. It should be noted that a similar display would be necessary for spacewalkers to see each other’s facial expressions; thus, it is not always clear which approach is closer to reality and, therefore, more immersive. The quality of facial expressions of avatars does not only suffer from limitations of the specification of the expressions but also from limitations of their rendering; thus, a display of recorded facial expressions usually provides a considerably higher quality of communication.

### 4.2 Choosing a Level of Transport

Similarly to the case virtuality, it is usually not possible to choose the level of transport to support human-to-human communication in the best way possible. If it is feasible, the decision affects large parts of the design of the teleoperation interface and the communication between co-located users as illustrated by three examples:

**Example 1:** The teleoperation interface for the surgeon in Figure 2 is designed to immerse surgeons (and to let them rest their forehead and forearms on the console); however, this interface isolates the surgeon – at least visually – from the rest of the surgical team and, therefore, requires support for mediated communication. In traditional laparoscopic surgery, surgeons would often stand upright and watch the endoscopic camera view on a screen – similarly to the surgical assistant in Figure 2. In this case, the level of transport is lower but the interface would allow for easier, unmediated visual communication between the surgeon and the rest of the team.

**Example 2:** Augmented reality glasses and see-through head-mounted displays have become mass-market products; thus, they offer very affordable platforms to implement low-transport collaborative systems that support unmediated visual communication between co-located users at a level that today cannot be achieved in VR environments.

**Example 3:** A virtual window that provides two different views for two co-located users depending on their positions can be implemented with mass-market 3D TVs using passive stereo glasses and mass-market body trackers. This allows for joint operation on virtual objects with easier, unmediated communication than in the case of VR environments.

### 4.3 Choosing a Broad Level of Copresence

Often, the broad level of copresence is determined by other considerations than human-to-human communication. If there is a choice, however, it should be noticed that advances in mass-market products (augmented reality glasses, see-through head-mounted displays, 3D TVs with passive stereo glasses, etc.) have made it much more affordable to immerse co-located users while supporting unmediated communication (see Examples 2 and 3 in the previous section). This is important because co-located users can experience stronger copresence at a fraction of the costs for connected teleoperation interfaces.

For the other extreme of very low copresence, we stress again that communication between an immersed user and a non-immersed user is often unavoidable. Therefore, users are likely to appreciate support for this kind of communication. Additionally, it might be worth considering whether all users have to be immersed. Not immersing certain users removes many constraints on the design of their user interfaces and might not hinder communication if sufficient support for this communication situation is provided.

While we believe that the proposed broad levels of copresence are relevant concepts, there are no perfectly clear boundaries between them; for example, the co-located users in Figure 1 use unmediated communication in all but the auditory channel. The following example shows the reverse case: mediated (or no) communication between co-located users in all but the auditory channel. Therefore, we consider this example closer to the case of two connected users even though the users clearly benefit from the unmediated communication in the auditory channel.

**Example 1:** Imagine two, co-located users wearing head-mounted displays whose body movements are motion tracked and translated one-to-one into a shared virtual space. Furthermore, assume that these users have no other way of changing their relative positions and orientations to each other than physical body movements such that their virtual and physical relative positions and orientations are always consistent. In this case, unmediated auditory communication can provide them accurate three-dimensional information about the position of each other. Achieving this effect for mediated auditory communication using 3D audio techniques requires considerable effort and computational costs.

The next example shows that the distinction between an immersed user and a non-immersed user is not always completely clear, i.e., even though users are not fully immersed, they still can perform some functions that are usually only available to immersed user.

**Example 2:** Imagine that the surgical assistant in Figure 2 is equipped with two controllers that simulate the controllers of the surgical system. Furthermore, assume that the assistant can control a virtual robotic instrument that is shown to the immersed surgeon. From the point of view of the immersed surgeon, the assistant can play a role that is very close to the role of another immersed surgeon who controls one of the actual robotic instruments. This kind of visual communication was proposed for the training of robotic surgery as a cost-efficient alternative to the multi-user telesurgery system depicted in Figure 3 [6].

### 4.4 Choosing a Communication Channel

Ideally, the specific application should determine the supported communication channels; however, there is usually a cost associated with the support of each channel. Fortunately, humans are often quite flexible and effortlessly switch between different channels of communication if necessary; for example, one might try to get someone’s attention by calling, then – if unsuccessful – by waving, and finally by tapping on the other person’s shoulder. While this might suggest that one channel of communication could be sufficient, it should be noted that natural human-to-human communication often combines and relies on multiple channels, for example, by referencing visual gestures in auditory communication: “Take the one over there.”, “Do it like this.”, etc. Supporting multiple channels of communication is therefore often beneficial or even necessary for efficient communication.

In practice, most auditory communication (possibly including 3D information) can be classified as one channel except
communication using audio media, which is different since it requires additional support for selecting and playing audio data. Visual communication requires more channels since facial expressions, gaze direction, hand gestures, full-body gestures, and the use of visual media often have to be supported separately. Haptic communication and other forms of communication usually are separated into at least as many channels as there are output devices available to support them.

4.5 Choosing a Level of Mediation
For a given communication situation and a given communication channel, the level of mediation depends on cost considerations, the targeted level of copresence, consistency with the rest of the experience, etc.

In general, unmediated communication provides the best quality and the highest expressiveness at the lowest costs. Thus, it also provides the strongest level of copresence. However, unmediated communication is impossible in many applications. Limitations of unmediated communication that are specific to the communication channels are discussed in the following sections.

Mediated communication usually provides lower quality and often less expressiveness; thus, the level of copresence is reduced compared to unmediated communication. Increasing the quality of the mediation to the point that users are no longer aware of it (i.e., that the mediation becomes transparent) often requires excessively high costs. Therefore, support for high copresence is often associated with high costs, even though the best copresence is usually achieved with unmediated communication at low costs.

Transparent mediation, however, is often unnecessary. In fact, explicit mediation of communication can often provide better quality of communication at the same costs and, therefore, improve collaboration or task performance more than a stronger level of copresence would do. Thus, unless copresence is a goal in itself (which it usually is not in real workplaces), the possibility of explicit mediation should not be ruled out.

4.5.1 Mediating Auditory Communication
As mentioned, unmediated auditory communication usually provides the best quality including information about the relative 3D position of the communication partner. However, this 3D information might be inconsistent with the relative position in a shared virtual environment. To keep the information consistent, the relative movement in the virtual environment has to be constrained as mentioned in the first example of Section 4.3.

As illustrated by Figure 1, auditory communication is sometimes mediated even though unmediated communication is possible. In other cases, unmediated communication is not possible even in real environments as illustrated by the spacewalk example in Figure 5.

For mediated auditory communication, sound quality and latency are sometimes limiting factors. Stereo sound can provide basic 3D information about the communication partner, but 3D positional audio is preferable. However, the latter is computationally and technically much more costly.

Adapting the auditory communication to the shared environment (e.g., by adding sound reflections from virtual walls) can improve the level of presence and, therefore, the level of copresence. While this adaptation to the shared environment can be costly, it is often easier in a virtual environment since more information about the environment is known to the system in this case.

4.5.2 Mediating Visual Communication
Unmediated visual communication provides a higher quality than mediated visual communication in terms of latency, resolution, field of view, dynamic range of colors, depth perception (in particular due to optical accommodation), vergence (in particular consistent vergence and accommodation), frame rate, etc. Achieving transparent mediation is therefore practically impossible in most cases and attempting to achieve it can lead to excessive costs [4].

However, this limited quality is usually more important for the mediation of the environment than for the mediation of communication signals. Moreover, unmediated communication can suffer from other limitations, for example, facial expressions are easily missed when the other user focuses on a shared workspace. Another example is the limited precision of pointing at a distance with hand gestures or gaze direction.

Mediation of visual communication can take very different forms. Video streams of the face, body, or hands are just one possibility and often lead to quite explicit mediation, which sometimes reflects mediation in real situations, e.g., spacewalkers could use video streams of each other’s face to communicate with facial expressions. Other forms of mediation often rely on tracking and recognition techniques (e.g., gaze direction, hand and full-body motion, etc.), in particular, when mediating through a virtual avatar.

In analogy to the mediation of auditory communication, the mediation of visual communication is sometimes easier in virtual environments since more information about those environments is known to the system. For example, pointing with a virtual laser pointer in a virtual environment is straightforward while augmenting a video stream of a remote environment with the illumination by a virtual laser pointer is considerably more difficult.

4.5.3 Mediating Communication Using Media
This channel is special since unmediated communication is no option as the communication is already mediated by the use of a medium. However, the mediation can be more or less consistent with the virtual environment. For example, a sheet of paper could be represented as a textured 3D polygon in a virtual environment. An alternative would be to overlay the view of the virtual environment with a 2D representation of the contents of the paper, which is less consistent with the 3D virtual environment but is also likely to provide better readability without requiring potentially complex handling of a 3D representation of the paper.

4.5.4 Mediating Other Communication Channels
For other communication channels, e.g., haptic or olfactory, unmediated communication is usually the best option if available. Mediated communication in other channels than auditory and visual tends to be even more restricted and more expensive than the mediation of audiovisual communication. Therefore, a useful approach is often to transform the communication from its original channel to the auditory or visual channel, i.e., to use sensors (e.g., touch sensors) to record the communication and then communicating the recorded information as audio or visuals.

5. CONCLUSION
The proposed classification of human-to-human communication during the use of immersive teleoperation interfaces is based on examples of real-life usage of teleoperation interfaces. These examples suggest that the broad level of the experienced
copresence mainly depends on the relation of the communicating users with respect to immersion and co-location. We have identified three main cases (immersed user and non-immersed user; connected, immersed users; and co-located, immersed users) and showed that these cases are relevant for different levels of virtuality and transport. We conclude that the broad level of copresence is a suitable dimension for the proposed classification, which is one of the main contributions of this work along with the actual classification.

We demonstrate the usefulness of this classification for designing support for human-to-human communication by discussing design decisions in terms of the dimensions of the proposed classification. This provides a structured way of identifying challenges as well as alternatives and reference cases.

6. FUTURE WORK
In this work, we focus on communication between users, which often is a prerequisite for collaboration. Shifting the focus to collaboration is, therefore, a natural next step.

While we are mainly concerned with professional applications of teleoperation in this work, we acknowledge that these interfaces could also be used for entertainment. Applying the proposed classification in this context is another avenue for future work.

One part of the proposed classification is the classification of the communication situation. Whether this part is a useful classification of teleoperation scenarios in its own right, is yet another interesting question that has to be left for future work.
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