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Secondary Control Strategies for Frequency Restoration in Islanded Microgrids with Consideration of Communication Delays

Constanza Ahumada, Roberto Cárdenas, Senior Member, IEEE, Doris Saez, Senior Member, IEEE, and Josep M. Guerrero, Fellow, IEEE

Abstract—One of the well-known methods to share active and reactive power in microgrids, is droop control. A disadvantage of this method is that in steady state the frequency of the microgrid deviates from the nominal value, and has to be restored using a Secondary Control System (SCS). The signal obtained at the output of the SCS is transmitted using a communication channel to the generation sources in the microgrid, correcting the frequency. However, communication channels are prone to time delays which should be considered in the design of the SCS; otherwise, the operation of the microgrid could be compromised. In this paper, two new SCSs control schemes are discussed to deal with this issue: a Model Predictive Controller (MPC) and a Smith predictor based controller. The performance of both control methodologies are compared to that obtained using a conventional PI-based SCS using simulation work. Stability analysis based on small signal models and participation factors is also realised. It is concluded that in terms of robustness, the MPC has better performance.

Index Terms — Droop Control, Microgrid Control, Model Predictive Control, Smith Predictors.

I. INTRODUCTION

One of the advantages of MicroGrids (MGs) is the capability of operating isolated from a main grid. To achieve this, necessarily the demanded power has to be shared between all the units in the MG [1]–[3]. The usual method to accomplish active and reactive power sharing is to use Q-V and P-f droop control algorithms [2], [4]–[7].

When Q-V and P-f droop control systems are used [8], active and reactive power sharing is achieved but in steady state the system frequency and voltage are not necessarily the nominal values [2]–[4], [9], [10]. Therefore a Secondary Control System (SCS) [2], [11] is usually required to correct the frequency and voltage. Additionally, secondary control algorithms can be used for reactive power compensation [12] and to reduce the harmonic content of the voltage waveform [13]. In other studies, it is proposed to eliminate secondary control to restore the frequency, for instance using a smart transformer [14] (which is a rather bulky solution) or using a modified droop control which changes mainly the phase of the Distributed Generation Resources (DGRs), without affecting much the MG frequency [15]. However, the stability issues related to this control method have not been addressed at all in any publication. Moreover, phase control is possible only when static power converters are used, because with conventional generators the inertia does not allow the implementation of this control methodology. Additional information about these control methodologies is discussed in the review papers [6], [7].

In general terms SCSs can be distributed [16]–[18] or centralised [19], [20], with both topologies being depicted in Fig. 1. In the centralised control strategy the frequency is usually estimated by a PLL and compared with the reference value. A controller is used to process this error, producing a correcting signal \( \omega_r \) which is transmitted to all the DG units in the system (see Fig. 1a). A typical distributed control DSC is shown in Fig. 1b, in this case each generating unit is provided with secondary control capacity in order to correct the voltage and frequency deviations of each DGR. Moreover, each DGR in Fig. 1b is equipped with PLLs and transducers to measure or estimated the frequency, voltage and power at the DGR Point of Common Coupling (PCC).

Distributed secondary control systems have been recently proposed in the literature [21]–[24]. However in most of these papers some sort of centralised control system is still required.
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Fig. 1. Secondary control system topologies for frequency regulation. a) Centralised SCS. b) Distributed secondary control system.
For instance in [22] a master/slave control system is proposed to improve the sharing of active power.

In this paper the use of a CAN network is required for the master-DGR to transmit power references and synchronising signals to all the slave generating units (i.e. a kind of centralised control is implemented by the master-DGR). To the best of our knowledge, the only work where a highly distributed SCS is presented is [21]. However, some sort of centralised control is still required in this method for black start of the microgrid.

Even when the performance of the proposed distributed SCSs looks promising, the issues and problems inherent to this topology have not been fully investigated yet. Some of the issues which need to be addressed are:

- Centralised SCSs can operate using a unidirectional low bandwidth communication channel. On the other hand, in the distributed SCS proposed in [21], each of the SCS requires information about the voltages and frequencies measured by the other DGR units at the PCC. Therefore, for a relatively large microgrid, the use of a high bandwidth bidirectional communication link is mandatory. Moreover, as discussed in [22], in some applications time synchronisation signals have to be provided between the units (e.g. to coordinate the sampling of the variables). The use of these signals and the high bandwidth required by distributed SCSs could compromise the MG robustness.

- As discussed in [9], the electrical frequency is a global signal in a microgrid. Therefore if several controllers are regulating the grid frequency the stability of the system could be compromised. To the best of our knowledge the stability of highly distributed SCSs has not been analysed yet.

One of the reported advantages of distributed SCS is robustness in the presence of communication delays. This has been reported in [21], considering an experimental system of two DGRs. However, with only two generating units is difficult to obtain a general conclusion, considering that each DGR has to obtain information of only one additional DGR in the system. If the MG has a large number of generating units, all of them exchanging information through the communication channel, it is likely that the impact of the communication delays is going to be much more important.

In summary as discussed in [21], the future application of highly distributed SCSs is auspicious and they could be a good option in systems where high bandwidth bidirectional communication channels are available at a relatively low cost. However, at the present centralised controllers could be still considered more robust and reliable than distributed SCSs, particularly in microgrids located in developing countries and/or rural areas where good communication infrastructure is not always available [25]. As stated in [7] communication is crucial for centralised controllers and if failure could lead to a system collapse. Therefore, in this paper centralised DSCs, which can achieve robust performance in the presence of variable and unknown communication delays, are discussed. The communication delay is assumed between the controller and the DGRs.

One of the controllers proposed in this work is based on a Model Predictive Control (MPC) algorithm. Additionally a secondary control system based on a Smith Predictor (SP) is also analysed in this work. The performance of these control algorithms is studied considering their dynamic response and robustness. The former is analysed considering a MATLAB/SIMULINK model of the microgrid (see Fig. 2), with the primary control systems being implemented using synchronous rotating $d$-$q$ coordinates. Stability issues are analysed considering the system eigenvectors. The participation factor method [26] is used to determine the influence of the state variables on a particular eigenvector (or vice versa).

The control systems of the MG depicted in Fig. 2, are shown at the bottom of that graphic. Droop control, load voltage control and current control have to be provided to both inverters. Because of simplicity, only the control systems associated with the left side VSI are shown in Fig. 2. The voltage and current controllers are embedded in the block labelled “inner” control.
At the bottom right of Fig. 2, the SCS is shown. A Phase Locked Loop (PLL) is used to estimate the MG frequency. This value is compared with the nominal frequency and the error is processed by a controller. This is further discussed in Section IV. Fig. 2 also shows the secondary voltage control loop which is considered outside the scope of this paper. Further information about voltage restoration control is presented elsewhere [6], [7].

The rest of this work is organised as follows. In Section II a brief review of droop control is realised. In Section III the control strategies for the primary control system are briefly discussed. In Section IV the proposed secondary control strategies are introduced and analysed. In Section V a closed loop analysis for stability studies is derived. In Section VI simulation results are presented. Finally, in Section VII an appraisal of the control methods discussed in this work is presented at the conclusions.

II. DROOP CONTROL SYSTEM

In MGs, the sharing of active power is typically achieved by changing the phase angle between the DGR voltage outputs. This is further explained using the well-known expression:

$$P_{ij} = 3 \frac{v_{ij}^{m}}{x_{ij}} \sin(\delta_{ij})$$

(1)

Where $P_{ij}$ is the active power transferred from the power source “i” to the power source “j”, $(v_i, v_j)$ are the voltage moduli of both power sources, $\delta_{ij}$ is the phase angle shift between the two voltage vectors and $x_{ij}$ is the equivalent reactance between the two nodes in the microgrid.

The phase angle $\delta_{ij}$ is modified as a function of the active power supplied for each load. This is usually accomplished using droop control where the frequency is regulated using:

$$\omega_{oi} = \omega_{cf} - m_{pi}P_{ij}$$

(2)

Where, $m_{pi}$ is the droop slope, $\omega_{cf}$ is a function of the maximum frequency deviation allowed in the system (see [11]), $\omega_{oi}$ is the output frequency of the $i$th power source, and $P_{ij}$ is the mean power supplied to the MG by the same power source.

In this work, it is assumed that the impedance between power sources ($x_{ij}$) [see (1)] is inductive. If the impedance is not inductive some of the methods, e.g the ones proposed in [2], [3], [9], [27]–[31], have to be used. The analysis and discussion of these control methods are considered outside the scope of this work and the interested reader is referred elsewhere [2], [6], [25], [32], [33].

Using (2), the phase angle $\delta_{ij}$ between generating units is modified according to:

$$\delta_{ij} = \int (\omega_i - \omega_j) \, dt$$

(3)

Therefore if a load step is applied anywhere, e.g. at the output of the power source “j”, the control system of this unit will change its output frequency. Finally, in steady state, the system will settle down to a new operating point where the MG frequency is not necessarily equal to the nominal value $\omega_n$. The SCS regulates the frequency of the MG eliminating the deviation from the nominal frequency $\omega_n$ which is introduced by the $P-f$ droop control algorithm [2], [3], [9].

As mentioned before, centralized SCS requires a communication channel to send a correcting signal $\omega_c$ to the inverters. In this case the output frequency of each inverter is:

$$\omega_i = \omega_{oi} + \omega_c$$

(4)

The secondary control system is usually designed with a low control bandwidth in order to ensure decoupling from the primary control loops implemented in each power source. Otherwise, the stability of the whole system could be jeopardised.

III. PRIMARY CONTROL SYSTEM FOR THE MICROGRID

In this paper secondary control of the microgrid voltage and the tertiary control level are considered outside the scope of this work. The interested reader is referred elsewhere [2], [6], [7], [25], [32], [33].

A. Voltage and Current Control Systems.

The current and voltage control of each VSI is shown in Fig. 3. Each inverter has a voltage control loop implemented in $d$-$q$ coordinates and orientated along the load voltage vector. The outputs of the voltage controllers are the current references $i^*_d$ and $i^*_q$ which are processed by the internal current control loops [34]. As it is standard practice, the current control loops are about 10 times faster than the voltage control loops [35]. The electrical angle $\theta_i$ is obtained by integrating the electrical frequency of (4). In Fig. 3 decoupling terms are included to allow decoupled design of the $d$ and $q$ axis voltage and current controllers. Notice that standard PI controllers are used in the inner control loops, since in steady state the $d$-$q$ voltages/currents are dc signals.

B. Primary Control.

As mentioned before, in this work it is assumed that the impedance between the inverters is inductive; therefore, power sharing is achieved by modifying the phase angle between the inverter voltage vectors (see (1)) using droop control. However, before using (2), the output power $P_i$ of each inverter is filtered-out using a low pass filter. This allows a relatively good decoupling between the droop
control and the voltage/current control systems, improving the overall stability of the system.

Using the voltage and current vectors, the power can be calculated in the stationary \(\alpha-\beta\) frame or synchronous rotating \(d-q\) coordinates using:

\[ P_i = k \left( \text{Im} \right) \left( \text{Im} \right) \]

(5)

where \(k\) is dependent on the \(abc\) to \(\alpha-\beta\) transformation being used and the symbol \(\text{Im}\) stands for the inner product between the voltage and current vectors. Filtering out the power calculated from (5) is achieved using:

\[ P_{if} = \frac{\omega_c}{s + \omega_c} P_i \]

(6)

The value of \(P_{if}\) calculated from (6) is used in (2). Using the output of the SCS (\(\omega_i\)), the angle \(\theta_i\) is calculated as:

\[ \theta_i = \int (\omega_{oi} + \omega_i) dt \]

(7)

The angle \(\theta_i\) is used in the vector control system of Fig. 3 to transform from \(\alpha-\beta\) to \(d-q\) and vice versa.

IV. SECONDARY CONTROL SYSTEM FOR REGULATING THE MICROGRID FREQUENCY

Fig. 4 shows a typical SCS implemented using a PI controller. It is assumed in this case that the communication channel has a delay of \(\tau_d\) seconds. It is important to highlight that, unlike the delays usually used in power electronic system (which are in the order of \(\mu s\)), communication delays can easily achieve values in the order of milliseconds or even tens of milliseconds [36], [37]. The SCS usually requires a PLL to estimate the MG operating frequency \(\omega_i\) and a controller to process the error between the nominal frequency \(\omega_n\) and \(\omega_i\). This is shown in Fig. 4 where the SCS is enclosed in a dashed box.

Notice that in Fig. 4, the dynamics of the fast primary control system are neglected. Therefore, assuming that the control systems are decoupled, the characteristic equation of the SCS is obtained as:

\[ 1 + e^{-\tau_d G_p \omega_n H} = 0 \]

(8)

Where \(e^{-\tau_d G_p \omega_n H}\) is the transfer function of the communication delay; \(G_p\) is the PI controller; \(H\) is the PLL transfer function; and \(G_p\) is the system plant. Using (8) and some linear design control techniques as Bode or Evan’s Root Locus, the controller can be designed. However, the decoupling between the SCS and the primary control system can only be assumed when the SCS is well designed and tuned. i.e. (8) is only valid when \(\omega_i\) (see Fig. 4) could be considered as an external disturbance to the SCS. Moreover, if the communication delay is uncertain and changes in a relatively large operating range, a conventional controller (usually a PI) could not be robust enough to ensure good and stable operation of the SCS in all the operating conditions.

As mentioned before, in this paper two robust control strategies are studied as alternatives to the PI controller: a PI controller enhanced with a Smith predictor (SP), and a model predictive control (MPC) strategy. The secondary control system depicted in Fig. 4, which is based on a PI controller, is considered as the base case for this study.

A. Controller Based on Smith Predictor (SP)

A block diagram of a PI controller enhanced with a Smith Predictor is shown in Fig. 5. The complete control system is enclosed in the dashed box at the bottom of that graphic.

To implement the Smith predictor, good estimations of the transfer functions of the plant (\(\hat{G}_p(s)\)) and delay (\(\hat{G}_d(s)\)), in a typical operating point are required.

Using Fig. 5, the closed loop transfer function between \(\omega_i\) and \(\omega_n\) is:

\[ \frac{\omega_i(s)}{\omega_n(s)} = \frac{\frac{P(s)G_p(s)G_d(s)}{1+P(s)G_p(s)H(s)}}{1+P(s)\hat{G}_p(s)\hat{H}(s)G_d(s) - G_p(s)H(s)G_d(s)} \]

(9)

Assuming \(\hat{G}_p(s)\hat{H}(s)\hat{G}_d(s) \approx G_p(s)H(s)G_d(s)\), the transfer function of (9) is simplified to:

\[ \frac{\omega_i(s)}{\omega_n(s)} = \frac{\frac{P(s)G_p(s)G_d(s)}{1+P(s)G_p(s)H(s)}}{1+P(s)\hat{G}_p(s)\hat{H}(s)G_d(s)} \]

(10)

Therefore when good estimates \(\hat{G}_p(s)\), \(\hat{G}_d(s)\) and \(\hat{H}(s)\) are used, the delay \(e^{-\tau_d G_p \omega_n H}\) does not affect the closed loop characteristic equation (i.e. the denominator of (10)). Using (10), it is simple to design a controller using some of the well-known methods reported in the literature. To improve the controller performance when operating with a non-exact plant model (or unknown system delay) a low pass filter could be used in the Smith predictor feedback [38] [39].

B. Model Based Predictive Controller (MPC)

The model based predictive control is based on an optimisation of the future system behaviour with respect to the

\[ \min J \]

subject to:

\[ \dot{x} = f(x, u) \]

(11)

Where \(x\) is the state vector and \(u\) is the control input. The objective function \(J\) is defined as the sum of the cost functions for the next prediction steps. The cost function is given as:

\[ J = \sum_{k=0}^{N-1} \left( y^d(k) - y(k) \right)^2 + \sum_{k=0}^{N-1} 

\[ \left( u(k) - u_{ref} \right)^2 \]

(12)

Where \(y^d\) is the desired output and \(y_{ref}\) is the reference input. The control input is calculated as:

\[ u = \min_{u} J \]

subject to:

\[ \dot{x} = f(x, u) \]

(13)

Where \(x\) is the state vector and \(u\) is the control input. The objective function \(J\) is defined as the sum of the cost functions for the next prediction steps. The cost function is given as:

\[ J = \sum_{k=0}^{N-1} \left( y^d(k) - y(k) \right)^2 + \sum_{k=0}^{N-1} 

\[ \left( u(k) - u_{ref} \right)^2 \]

(12)

Where \(y^d\) is the desired output and \(y_{ref}\) is the reference input. The control input is calculated as:

\[ u = \min_{u} J \]

subject to:

\[ \dot{x} = f(x, u) \]

(13)

Where \(x\) is the state vector and \(u\) is the control input.
future values of the control actions [40], [41]. For the MPC proposed in this work, a discrete model of the system is used to predict the future behaviour; and a set of future control actions are calculated by optimising a cost function with constraints on the manipulated and controlled variables. An explicit solution can be obtained if the cost function is quadratic, the model is assumed linear, and there are no constraints.

In this work, predictive control is proposed to implement the SCS in order to mitigate the stability issues produced by the delays, as shown in Fig. 6. In particular, good design of MPC systems allows dealing with variable and uncertain delays [41].

The cost function used in this work is given by (11):

\[ J = \sum_{j=0}^{N_s}[\omega_{PLL}(t+j\Delta t - \omega_n)]^2 + \lambda \sum_{j=1}^{N_d}(\Delta u(t+j-1))^2 \]  

it generates the control action \( \omega_n \) at the SCS output. The first term minimizes the tracking error between the predicted future values of the control actions \( \omega_n \), and the second term minimizes the control action effort. \( \lambda \) is a weighting factor value, which in this work has been selected to obtain similar SCS bandwidth for MPC to that achieved for the delays, as shown in Fig. 6. In particular, good design of MPC systems allows dealing with variable and uncertain delays [41].

To study the stability of the system, the state equations associated to the primary and secondary control are derived in this section. For each SCS algorithm (designed with a given delay \( L \)), the maximum plant delay, \( \tau_d \), for a stable system is calculated.

The state equations for the primary control loops have already been discussed in [31], [33]. For completeness, a brief analysis is presented in the next sections.

A. Primary Control System.

The modelling is obtained from the MG topology of Fig. 2. The voltage and currents are represented as vectors in \( \alpha-\beta \) or d-q coordinates, e.g:

\[ \dot{i}_{\alpha} = i_{\alpha_0} + \frac{j}{\lambda} i_{\beta_0} \]  

\[ \dot{\phi}_{\alpha} = \dot{\phi}_{\alpha_0} + \frac{j}{\lambda} \dot{\phi}_{\beta_0} \]  

\[ \dot{\phi}_{\alpha_0} = (i_{\alpha_0} + j i_{\beta_0}) e^{j\theta_{el}} \]

Where \( \theta_{el} \) is obtained using (7). In this work, the state equations of the MG are obtained using d-q coordinates. The state equation of the voltage/current control systems depicted in Fig. 3 are not included in this section, because they are considered well known. Moreover, only the equations of DGR “i” and those describing the transmission line dynamics are presented below. The state equations corresponding to inverter “j” are similar. However to transform from \( \alpha-\beta \) to d-q and vice versa, the angle \( \theta_{ej} \) instead of \( \theta_{el} \) has to be used.

1) Dynamic Related with Inverter “i”.

The state equations describing the dynamic of the inverter output current, filter capacitor voltage and load current are [33]:

\[ \Delta i_{\text{inv}_i} = \alpha_i \Delta i_{\text{inv}_i} + i_{\text{inv}_i} \Delta \omega_i - \frac{\omega_i}{l_f} \Delta i_{\text{inv}_i} + \frac{\Delta v_{\text{inv}_i}}{l_f} - \frac{\Delta v_{\text{inv}_f}}{l_f} \]  

\[ \Delta i_{\text{inv}_j} = \alpha_j \Delta i_{\text{inv}_j} - i_{\text{inv}_j} \Delta \omega_j - \frac{\omega_j}{l_f} \Delta i_{\text{inv}_j} + \frac{\Delta v_{\text{inv}_j}}{l_f} + \frac{\Delta v_{\text{inv}_f}}{l_f} \]

\[ \Delta i_{\text{cid}} = \omega_i \Delta i_{\text{cid}} + i_{\text{cid}} \Delta \omega_i - \frac{\omega_i}{l_t} \Delta i_{\text{cid}} + \frac{\Delta v_{\text{cid}}}{l_t} \]
\[ \Delta i_{ciq} = -\omega_i \Delta i_{ciq} - I_{ciq} \Delta \omega_i - \frac{R_i}{L_i} \Delta i_{ciq} + \frac{\Delta v_{oiq}}{L_i} \]  
(22)

\[ \Delta v_{oiq} = \omega_i \Delta v_{oiq} + V_{oiq} \Delta \omega_i + \frac{\Delta v_{niq}}{c_{fi}} - \frac{\Delta v_{oiq}}{c_{fi}} \]  
(23)

\[ \Delta v_{oiq} = -\omega_i \Delta v_{oiq} - V_{oiq} \Delta \omega_i + \frac{\Delta v_{niq}}{c_{fi}} - \frac{\Delta v_{oiq}}{c_{fi}} \]  
(24)

**2) Transmission Line Dynamics**

The dynamic of the current \( i_{al} - i_{ci} \) are described by the following state equations:

\[ \Delta I_{al} = \omega_i \Delta I_{al} + I_{al} \Delta \omega_i - \frac{R_i}{L_i} \Delta I_{al} + \left( \frac{1}{L_i} + \frac{1}{L_t} \right) \Delta v_{al} - \frac{\Delta v_{al}}{L_t} \]  
(25)

\[ \Delta I_{ciq} = -\omega_i \Delta I_{ciq} - I_{ciq} \Delta \omega_i - \frac{R_i}{L_i} \Delta I_{ciq} + \left( \frac{1}{L_i} + \frac{1}{L_t} \right) \Delta v_{ciq} \]  
(26)

**3) State Equations for Droop Control**

Before obtaining these state equations, linearization of (5) is required, i.e:

\[ P_t = k(v_{invid}v_{invid} + v_{invid}v_{invid}) \]  
(27)

\[ \Delta P_t = k(\Delta v_{invid}v_{invid} + \Delta v_{invid}v_{invid}) \]  
(28)

The state equations are obtained from (2), (6) and (28) as:

\[ \Delta \dot{P}_{1} = \omega_c \Delta \dot{P}_1 - \omega_c \Delta P_{1f} \]  
(29)

\[ \Delta \dot{P}_{el} = \Delta \omega_s - m_{pi} \Delta P_{1f} \]  
(30)

**B. Secondary Control with SP Strategy**

Using Fig. 5, it can be shown that the dynamic behaviour of the Smith Predictor based SCS is given by the following expressions:

\[ \omega_i = \omega_s + \omega_m = \omega_s + \omega_n - m_{pi} P_{1f} \]  
(31)

\[ \omega_s = G_d G_p P_l e \]  
(32)

\[ e = \omega_n - \left( \hat{H} \hat{G}_p P_l e + F(\omega_t - \hat{G}_p \hat{H}d P_l e) \right) \]  
(33)

Using the equations (31)-(33), the secondary controller is described by:

\[ \omega_s(1 + \hat{H} \hat{G}_p P_l - F \hat{G}_p \hat{H}d P_l I + G_d G_p F H P I) = (G_d G_p P_l - G_d G_p F H P I) \omega_n + G_d G_p F H P I m P_l P_{1f} \]  
(34)

Considering \( \hat{H} = H, \ \hat{G}_p = G_p = 1, \ G_d = e^{-\tau_d} \) and \( \hat{H}_d = e^{-\tau_d} \), the state space representation is derived. Then, the state space model for the secondary control can be represented by:

\[ \dot{X}_{SP} = A_{SP} X + B_{FP SP} P_{1f} \]  
(35)

Matrices \( A_{SP} \) and \( B_{FP SP} \) are presented in Appendix A. Therefore, the state space model of the MG of Fig. 2, considering the SCS shown in Fig. 5, is given by:

\[ X = \begin{bmatrix} X_{1T}^T, X_{2T}^T, X_{SSP}^T \end{bmatrix}^T \]  
(36)

\[ \dot{X} = A_{SP} X \]  
(37)

With:

\[ X_1 = [\Delta \delta_1, \Delta \delta_{1q}, \Delta \phi_{1q}, \Delta \psi_{1q}, \Delta \psi_{1dq}, \Delta \psi_{1dq}, \Delta \theta_{1dq}, \Delta \theta_{1dq}] \]  
\[ X_2 = [\Delta \delta_2, \Delta \delta_{2q}, \Delta \phi_{2q}, \Delta \psi_{2q}, \Delta \psi_{2dq}, \Delta \psi_{2dq}, \Delta \theta_{2dq}, \Delta \theta_{2dq}] \]  
and

\[ X_{SSP} = [\Delta \omega_s^{(4)}, \Delta \omega_x, \Delta \omega_s, \Delta \omega_x, \Delta \omega_x]^T \]  

**C. Secondary Control with MPC Strategy**

For the MPC, the closed loop transfer function is obtained replacing the equation (15) in (14).

\[ \frac{(\Delta z^{-1})q(z^{-1}) - B(z^{-1})k(z^{-1})}{q(z^{-1})} \omega_{PLL} = \frac{(\Delta z^{-1})B(z^{-1})}{A(z^{-1})} P_{if} \]  
(38)

Equation (38) is transformed to the continuous domain and the state space model is derived as:

\[ \dot{X}_{PLL_{MPC}} = A_{MPC} X_{PLL_{MPC}} + B_{FFMPC} P_{if} \]  
(39)

Considering MPC, the state space model of the MG and primary/secondary control systems is given by:

\[ X = \begin{bmatrix} X_{1T}^T, X_{2T}^T, X_{SSP}^T \end{bmatrix}^T \]  
(40)

\[ \dot{X} = A_{MPC} X \]  
(41)

Where \( X_1 \) and \( X_2 \) have been defined above. The vector \( X_{SMPC} \) is defined as:

\[ X_{SMPC} = [\Delta \omega_s^{(6)}, \Delta \omega_s^{(5)}, \Delta \omega_s^{(4)}, \Delta \omega_x, \Delta \omega_s, \Delta \omega_x, \Delta \omega_x]^T \]  

**D. Eigenvalue Analysis**

To study the stability of the system, the state space models for the primary and secondary control with SP and MPC strategies are considered. Specifically the eigenvalues of the matrices \( A_{SP} \) and \( A_{MPC} \) are determined (see Appendix A). Then, participation factor analysis is used to associate each eigenvalue to its most relevant system state. Analytically, the participation factor \( F_{pij} \), which relates the eigenvalue \( j \) with the state \( i \), is given by:

\[ F_{pij} = \phi_{ji} \psi_{ji} \]  
(42)

With \( \phi_{ji} \) the right eigenvector associated to the eigenvalue \( j \), and \( \psi_{ji} \) the left eigenvector associated to the eigenvalue \( j \). The controllers to be studied in this work are tuned for a MG with the parameters presented in Appendix B. The resulting controller parameters are presented in the Appendix C. In Table I the natural frequency \( \omega_c \); the bandwidth \( BW \); the damping factor \( \xi \); and \( ts \) the settling time are presented. These values have been obtained using participation factor analysis. The design have been realised considering a delay \( L = 0.1 \) s. Notice that the secondary controllers have been designed with similar bandwidth, in order to allow a comparison on similar basis.
The robustness of each secondary control method is studied using small signal analysis. The controllers are designed for $L=0.1\,\text{s}$ and for each SCS strategy the maximum delay $\tau_{d\text{max}}$ which allows a stable system is calculated. These values are depicted in Table I (see $\tau_{d\text{max}}$). Notice that the MPC is more robust allowing a maximum communication delay of $\tau_{d\text{max}} = 1.11\,\text{s}$.

TABLE I

<table>
<thead>
<tr>
<th>Controller</th>
<th>$\alpha$ $[\text{rad/s}]$</th>
<th>$BW$ $[\text{rad/s}]$</th>
<th>$\xi$</th>
<th>$\tau_{d\text{max}}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Voltage Inner Current PI</td>
<td>42.87</td>
<td>-</td>
<td>0.99</td>
<td>0.10</td>
</tr>
<tr>
<td>SP</td>
<td>401.21</td>
<td>-</td>
<td>1</td>
<td>0.01</td>
</tr>
<tr>
<td>MPC</td>
<td>2.7676</td>
<td>3.27</td>
<td>1</td>
<td>1.63</td>
</tr>
<tr>
<td>SP</td>
<td>3.3024</td>
<td>3.25</td>
<td>1</td>
<td>1.36</td>
</tr>
<tr>
<td>MPC</td>
<td>1.6618</td>
<td>3.29</td>
<td>1</td>
<td>2.71</td>
</tr>
</tbody>
</table>

In Figs. 7 and 8, the system eigenvalues are shown, for the SCSs based on SP and MPC. The variation on the eigenvalue positions respect to the variation on the communication delay is plotted. The arrows indicates increasing values of $\tau_d$. For both control methodologies, it is observed that the poles near the origin are the ones associated to the SCSs. Therefore these are the poles producing unstable behaviour, when the communication delay is increased beyond $\tau_{d\text{max}}$.

VI. SIMULATION EXPERIMENTS

Beside of the stability analysis, simulation work has been used to study the dynamic performance of the MG depicted in Fig. 2, considering the secondary control systems proposed in this paper. A more detailed view of the microgrid used in the simulation work is depicted in Fig. 9. The parameters used in the simulation work are shown in Table II.

Again the SCSs are designed for a given value of $L$, and tested for several communication delays $\tau_d$.

Fig. 7. (a) Poles movement due to an increase in the plant delay working with SP. (b) Zoom of the poles movement.

Fig. 8. (a) Poles movement due to a change in the plant delay working with MPC. (b) Zoom of the poles movement.

Fig. 9. Microgrid used in the simulation work presented in this section.

TABLE II

| MICROGRID PARAMETERS |
|----------------------|--------|--------|
| Parameter | Value | Unit |
| Line Resistance ($R_L$) | 0.1 | [Ω] |
| Line Inductance ($L_L$) | 7.2 | [mH] |
| Filter Resistance ($R_f$) | 0.1 | [Ω] |
| Filter Inductance ($L_f$) | 1.8 | [mH] |
| Filter Capacitance ($C_f$) | 25 | [$\mu$F] |
| Nominal Voltage ($v_{01}$-$v_{02}$) | 220 | [V] |
| Nominal Frequency | 50 | [Hz] |
| PLL time constant | 0.05 | [s] |
| Communication delay (nominal) | 0.1 | [s] |
| Maximum active power inverter 1 | 1800 | [W] |
| Maximum active power inverter 2 | 1800 | [W] |
| Maximum reactive power inverter 1 | 1265 | [Var] |
| Maximum reactive power inverter 2 | 1265 | [Var] |
A. Performance of the Primary Control System

The results presented in this sections are obtained for a designed delay \( L = 0.1[\text{s}] \). The SCS are tested considering a plant delay of \( \tau_d = 0.1[\text{s}] \).

Fig. 10 shows the primary control results for active power and voltage using PI, SP and MPC strategies in the SCS. Fig. 10a shows a load step connection achieving 85% of the maximum load capacity of the system and Fig. 10b corresponds to a load disconnection from 85% to 50% of the maximum capacity. More information about these power steps is presented in Table V of the Appendix B.

From Fig. 10 it is concluded that there is virtually no difference in the performance of the primary control system when different secondary control methods are used. This validated the design strategy because the control loops have been designed for decoupled operation and this is achieved by all the SCS strategies studied. Fig. 10 shows that both inverters generate the same active power even though the loads connected in parallel to each of them are different. This is due to the use of the same droop control slope in both inverters. In addition, Fig. 10 shows that the settling time of the active power is approx. 0.05[\text{s}], which is well approximated to the settling time of \( \tau_s = 0.06[\text{s}] \) obtained from the small signal model analysis.

The tests corresponding to Fig. 10 have been repeated considering controllers designed for \( L=0.1[\text{s}] \) and \( \tau_d = 0.6[\text{s}] \). Again, the performance of the primary control system is good and the time response obtained from these tests are very similar to those depicted before. Therefore, it is concluded that unless the real part of the eigenvalues are very close to the right half-plane, the performance of the primary control system is adequate and fully decoupled from the SCS performance.

B. Performance of the Secondary Frequency Control with Uncertainties in the Communication Delays

The parameters of the designed secondary frequency controllers are presented in the Appendix C (see Table VII) for nominal delay times of \( L = 0.1[\text{s}] \) and \( L = 0.2[\text{s}] \). In this section, the dynamic performance of the SCS strategies is presented and their robustness analysed.

The results obtained for the SCS implemented with PI, SP and MPC strategies are depicted in Tables III and IV. In this tables MOV is the percentage of overshoot; \( \tau_s \) is the settling time; and \( J_F \) is an error index given by equation (43).

\[
J_T = J_F + \lambda J_U
\]

\[
J_F = \frac{1}{T_{sim}} \sum_{k=1}^{N} (\omega(k) - \omega_n)^2
\]

\[
J_U = \frac{1}{T_{sim}} \sum_{k=1}^{N} (\omega_s(k) - \omega_s(k-1))^2
\]

Where \( \lambda \) is the parameter used in the predictive control; and \( J_F \) and \( J_U \) are terms associated to the regulation and control of the system, \( \omega \), \( \omega_s \), and \( \omega_n \) are the system frequency, the SCS output, and the nominal frequency respectively; \( T_{sim} \) is the simulation time; and \( N \) is the time period.

\[K\]

From Table III, is concluded that for a designed delay \( L = 0.1[\text{s}] \) and an increasing plant delay \( \tau_d \), the overshooting, the settling time, and \( J_F \) increase for all the controllers. For the case of the MPC, the change in \( J_F \) is smaller, allowing the system to maintain stable eigenvalues for a wider \( \tau_d \) range.

\[
\text{TABLE III}
\]

<table>
<thead>
<tr>
<th>Controller</th>
<th>( \tau_d[\text{s}] )</th>
<th>( J_F )</th>
<th>MOV [%]</th>
<th>( \tau_s[\text{s}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>0.100</td>
<td>4.284</td>
<td>0.000</td>
<td>1.029</td>
</tr>
<tr>
<td>SP</td>
<td>0.000</td>
<td>2.775</td>
<td>0.000</td>
<td>1.224</td>
</tr>
<tr>
<td>MPC</td>
<td>0.100</td>
<td>3.093</td>
<td>0.000</td>
<td>1.861</td>
</tr>
<tr>
<td>PI</td>
<td>0.040</td>
<td>7.805</td>
<td>0.100</td>
<td>2.426</td>
</tr>
<tr>
<td>SP</td>
<td>0.000</td>
<td>5.266</td>
<td>0.060</td>
<td>1.900</td>
</tr>
<tr>
<td>MPC</td>
<td>0.040</td>
<td>4.641</td>
<td>0.000</td>
<td>1.328</td>
</tr>
<tr>
<td>PI</td>
<td>0.500</td>
<td>11.894</td>
<td>0.180</td>
<td>6.490</td>
</tr>
<tr>
<td>SP</td>
<td>0.000</td>
<td>7.069</td>
<td>0.120</td>
<td>4.260</td>
</tr>
<tr>
<td>MPC</td>
<td>0.500</td>
<td>5.391</td>
<td>0.040</td>
<td>2.340</td>
</tr>
<tr>
<td>PI</td>
<td>0.600</td>
<td>24.636</td>
<td>0.220</td>
<td>&gt;20.000</td>
</tr>
<tr>
<td>SP</td>
<td>0.500</td>
<td>10.410</td>
<td>0.160</td>
<td>7.560</td>
</tr>
<tr>
<td>MPC</td>
<td>0.600</td>
<td>6.379</td>
<td>0.060</td>
<td>2.700</td>
</tr>
<tr>
<td>PI</td>
<td>0.700</td>
<td>16.239</td>
<td>0.220</td>
<td>&gt;15.000</td>
</tr>
<tr>
<td>SP</td>
<td>0.700</td>
<td>7.746</td>
<td>0.100</td>
<td>4.420</td>
</tr>
<tr>
<td>MPC</td>
<td>0.700</td>
<td>9.494</td>
<td>0.120</td>
<td>16.500</td>
</tr>
<tr>
<td>MPC</td>
<td>1.100</td>
<td>22.762</td>
<td>0.200</td>
<td>&gt;19.000</td>
</tr>
</tbody>
</table>

Moreover, from the results shown in Table III it is concluded that the PI strategy cannot be used (because of stability issues) for a delay \( \tau_d = 0.7[\text{s}] \), while the SP cannot be used when the delay is \( \tau_d = 0.9[\text{s}] \). These values are comparable to those obtained using small signal stability analysis, which are discussed in Section V.D (see \( \tau_{dmax} \) in Table I).

It was expected to obtain the lower \( J_F \) with the MPC based SCS, because this controller is usually designed to minimize this index, nevertheless, SP has lower values of \( J_F \) for a nominal \( \tau_d \). This is due to the fact that the predictive control system presented in this work has been designed to obtain the same bandwidth of the other SCS strategies; i.e. it has not been designed to minimize \( J_F \) as it is typical for this controller family. Nevertheless, as the delay \( \tau_d \) increases, the \( J_F \) obtained
with MPC becomes considerably lower than that obtained using the other control strategies.

Table IV presents the results for the designed delay $L = 0.2 [s]$ tested with different plant delays. From this table it is concluded that the settling time increases as the plant delay decreases. Notice that (when the delay is lower than that used for designing purposes) the PI control strategy achieves the lowest settling times for all the cases followed by the SP and the MPC.

<table>
<thead>
<tr>
<th>Controller</th>
<th>$\tau_d$ [s]</th>
<th>$I_r$</th>
<th>MOV [%]</th>
<th>$t_s$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>5.001</td>
<td>0.000</td>
<td>0.892</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>3.378</td>
<td>0.000</td>
<td>0.982</td>
<td></td>
</tr>
<tr>
<td>MPC</td>
<td>3.761</td>
<td>0.000</td>
<td>1.972</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Controller</th>
<th>$\tau_d$ [s]</th>
<th>$I_r$</th>
<th>MOV [%]</th>
<th>$t_s$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>4.284</td>
<td>0.000</td>
<td>1.025</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>2.775</td>
<td>0.000</td>
<td>1.223</td>
<td></td>
</tr>
<tr>
<td>MPC</td>
<td>3.358</td>
<td>0.000</td>
<td>2.141</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Controller</th>
<th>$\tau_d$ [s]</th>
<th>$I_r$</th>
<th>MOV [%]</th>
<th>$t_s$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>3.622</td>
<td>0.000</td>
<td>1.19</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>2.423</td>
<td>0.000</td>
<td>1.41</td>
<td></td>
</tr>
<tr>
<td>MPC</td>
<td>3.131</td>
<td>0.000</td>
<td>2.35</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11 presents the frequency for both inverters under a load connection (see Figs. 11a, 11b, and 11e) and load disconnection (see Figs. 11c and 11d) for a plant delay $\tau_d = 0.1 [s]$ (see Figs. 11a and 11c), $\tau_d = 0.6 [s]$ (see Figs. 11b and 11d) and $\tau_d = 0.01 [s]$ (see Fig. 11e). From Figs. 11a and 11b it is concluded that the robustness of the MPC strategy is higher than that of the other SCSs. As shown in Fig. 11b, there are almost no oscillations for the MPC based SCS, for a delay $\tau_d = 0.6 [s]$, while the other control strategies have a noticeable oscillating behaviour.

Finally, comparing Fig. 11a and 11c, it is concluded that the dynamic performance is very similar for the cases of a step load connection (see Fig. 11a) and step load disconnection (see Fig. 11c).

VII. CONCLUSIONS

In this paper robust control methodologies for the secondary control of MGs have been presented. Two new SCS strategies based on Smith predictors and model predictive controllers have been analysed and tested using small signal analysis and simulation work. These control strategies have been designed to operate in MGs with variable and unknown communication delays with robust performance.

For the PI, SP and MPC strategies, the maximum delay achievable without obtaining unstable eigenvalues has been calculated in several operating points. From the stability analysis is concluded that the most robust performance is obtained using SCSs based on model predictive controllers.

A minor disadvantage of the MPC strategy is that the dynamic performance of this control method is slightly slower when compared to the PI and SP based SCSs when the design delay $L$ is close to $\tau_d$. However the MPC based SCS is considerably more robust in terms of maximum delay allowed.

Due to the robustness of the controller, it is concluded that MPC based secondary control system are the recommended control family to operate in systems where the communication delay is unknown with large variation values.

VIII. APPENDIX

A. SP Secondary control matrices

The matrices associated to the SP control as mentioned in section IV-B are the following:

TABLE IV
SECONDARY FREQUENCY CONTROL WITH $L = 0.2 [s]$
B. Microgrid parameters

The following table presents the load values for the two cases analysed.

<table>
<thead>
<tr>
<th>Case</th>
<th>Parameter</th>
<th>Value Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Connection</td>
<td>Load 1 before impact</td>
<td>289.258+j18.1746 [VA]</td>
</tr>
<tr>
<td></td>
<td>Load 2 before impact</td>
<td>289.258+j18.1746 [VA]</td>
</tr>
<tr>
<td></td>
<td>Load impact 1</td>
<td>1799.93+j799.967 [VA]</td>
</tr>
<tr>
<td></td>
<td>Load impact 2</td>
<td>1259.95+j3324.95 [VA]</td>
</tr>
<tr>
<td>Load Disconnection</td>
<td>Load 1 before impact</td>
<td>1799.93+j799.967 [VA]</td>
</tr>
<tr>
<td></td>
<td>Load 2 before impact</td>
<td>1259.95+j3324.95 [VA]</td>
</tr>
<tr>
<td></td>
<td>Load impact 1</td>
<td>1799.93+j799.967 [VA]</td>
</tr>
<tr>
<td></td>
<td>Load impact 2</td>
<td>0 [VA]</td>
</tr>
</tbody>
</table>

C. Controllers values

The following tables present the values of the controllers used in the primary and secondary control respectively.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Slope</th>
<th>Kp</th>
<th>Ki</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Voltage</td>
<td>−</td>
<td>1.70</td>
<td>73</td>
</tr>
<tr>
<td>Inner Current</td>
<td>−</td>
<td>17.30</td>
<td>7208</td>
</tr>
<tr>
<td>Droop P-f</td>
<td>6.98 × 10⁻⁶</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>
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