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Coordinated Control for Flywheel Energy Storage

Matrix Systems for

Wind Farm Based on

Charging/Discharging Ratio Consensus Algorithms

Qian Cao, Y. D. SongSenior Member, IEEE, Josep M. GuerreroFellow, IEEE and Shulin Tian*

Abstract—Abstract - This paper proposes a distributed algo-
rithm for coordination of flywheel energy storage matrix sysem
(FESMS) cooperated with wind farm. A simple and distributed
ratio consensus algorithm is proposed to solve FESMS dispett
problem. The algorithm is based on average consensus for ot
undirected and unbalanced directed graphs. Average consens
is guaranteed in unbalanced digraphs by updating the weight
matrix with both its row sums and column sums being 1.
Simulation examples illustrate the effectiveness of the jmposed
control method.

Index Terms—distributed coordinated control, average consen-
sus, ratio consensus, dispatch problem, FESMS.

I. INTRODUCTION

W

gration into the main electrical grid involves great chadjes,

search method [9]. Further more sophisticated technigaes h
been employed such as genetic algorithms (GA) [10], particl
swarm optimization (PSO) [11] and so on. However, the above
mentioned methods require for a central controller that can
access the state of the entire system. This centralizedatont
framework has many performance limitations. First, in ottde
control the whole system, some priori global knowledge bas t
be known, such as the number of the devices and the states of
every units under control. Second, the centralized framlewo
imposes great computational burden on the central coetroll
to complete the whole dispatching algorithm, especiallymwh
the number of agents is large. Moreover, the centralizetrabn
scheme is sensitive to single-point failure. Once the eéntr

IND energy is an environmental friendly renewabl&ontm"er or any communication line collapses, the system
energy source, yet its large-scale utilization and intdnay malfunction. Furthermore, the centralized scheme is no

as flexible as the distributed one in respect of system recon-

due to the wind power fluctuation caused by the stochasfiguration, units plug-and-play. These problems may ocour i

wind in a wind farm. [1] With the rapid development of t

industrial technology, the energy storage attracts irsinga
attention as a promising approach to address this issués[2

a relatively attractive storage method, flywheel energyeste

system (FESS) has been widely applied in power smoothi
quality regulating and voltage restoring for wind turbine

hethe FESMS due to the massive installation of FESS units. In

contrast, the distributed control scheme exhibits sevaelts.

]The distributed scheme disperses computational burden int

the distributed controllers. It is more robust to commutica

r{ ilures. It also allows for flexible reconfiguration. Thfmes,

is paper proposes a dispatching method that uses a distrib

generator system (WTGS). [3] [4] Compared with batterie§d algorithm.

pump storage system and other energy storage methods, FES®
presents several merits such as long life cycles, rapicresp

and environmental friendly. These attracting features ana
FESS an ideal option to coordinate wind power generation

nsensus problem is a fundamental issue in distributed
algorithms. It has been widely and deeply studied in the
|iterature (see [12] [13] [14] [15] for broad overview and
[16] [17] [18] [19] [20] for various application). The syste

Flywheel Energy Storage Matrix System (FESMS) is afchieving a consensus indicates that all the agents in amult

aggregation structure with multiple flywheel units coneelct
together to coordinate the fluctuated generators such ab will
turbine generators. Several investigations have beeriedar

agent system reach to a common state by exchanging infor-
ation between them through sparse communication network.

[Recently, there are several researches on the application o

out on the coordination of the FESMS and the WTGS [ onsensus algorithms in dispatching problem. Most of them

[6] [7]. However, to the authors’ best knowledge, little \Wor
has been done on the research of power dispatch within ftle
FESMS. Previous efforts to solve the dispatching proble
have been made by implementing various numerical method

consider the communication network with undirected graph
balanced graph [17] [21] [22] [23]. Other works address
fie unbalanced issue. In [24], the authors construct a row-
gchastic and a column-stochastic matrix, but the feddbac

including the lambda-iteration method [8] and the gradie§@in needs to be sufficient small. [25] studies the average
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consensus in general digraph, but the approach also needs a
small perturbation to avoid unexpected equilibrium poji2g]
investigates average consensus in unbalanced digrapty usi
three different algorithms. [27] proposed a ratio-bassgalich
method using a distributed algorithm with communication
failures. However, either these algorithms need two or more
auxiliary variables, or do they require ultra-iterations.

In this paper, we explore a distributed dispatch scheme for
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k “‘
Agent 3 \',

the FESMS based on ratio consensus algorithm. The mi
features and contributions of this work can be summarized Higherevel
follows. First of all, a fully distributed dispatching algthm oo -
for FESMS is proposed. The approach does not rely «
central controller and requires no prior knowledge of thee€o
munication network topology. Secondly, for the dispatch i

unbalanced network, the proposed algorithm does not ievol
complicated process of determining control parametergtwh
makes it more favorable for practical application. Moraove iy | ] > 4

Agent 1 Agent 2

4

the proposed method is able to guarantee that in the netw

corresponding to an unbalanced graph, the weight marix ~
converges with a certain rate. Last but not the least, t ——— e el ol
relationship between balanced graph and unbalanced gsap speed controller#1  speed controller #2 speed controller #N

established, based on which the proposed algorithm is made
adaptive to the variation of network topologies, as longhas tFig. 1. Distributed control framework for FESMS
corresponding graph is strongly connected.

The rest of the paper is organized as follows. In Section
Il, the problem of coordinated control of the networked8], is reasonable and accurate enough for the problemrunde
FESMS is stated and the overall distributed control stmectuconsideration. In fact, our dispatching period can be lbas t
for the FESMS is proposed. In Section IlI, the distributed few seconds, within which the variation of the steady wind
control scheme based on ratio consensus algorithm is ékplicSPeed can be regarded small enough.
addressed in both undirected and unbalanced directed graphAs we know from (1),AP is the reference power for the
Then a simulation of a FESMS with wind farm is establishedvhole FESMS. However, it still remains a problem on how to
The performance using the proposed control a|gorithm q&stribute this power difference among all the FESS units. |

illustrated in Section IV. Finally, conclusion remarks anade @ traditional centralized framework, the central coné&ofiro-
in Section V. vides all the FESS units their charging and discharging powe

references. In this paper, a decentralized framework iptedo
for the cooperative control of FESMS. Figure 1 illustrates
the hierarchical distributed method for FESMS, where &l th
Flywheels can be driven to acceleration or deceleratiorsSORESS units are network-connected without a central cdatrol
to generate or release energy depending on different equiThis hierarchical structure has also been applied in mritog
ments, thus smoothing the power fluctuation. In the wind fargbntrol [29]. The units calculate and update their refeesriy
with a large number of wind turbines, the power transmitted &xchanging information to one another in the higher control
the grid is considerable. Apparently, a single flywheel isiit |evel. Then the FESS unit realizes the charging and disafgrg
unable to smooth the power fluctuation in this case due to thercess according to the given power reference, by regglati
limit of its capacity. This calls for a Flywheel Energy Stgea the flywheel machine’s rotate speed in the lower controllleve

Matrix System (FESMS) with massive installation of FES§he acceleration and deceleration are controlled indegrethd
units. The FESMS and the wind farm cooperating together cgg the local controller in each FESS unit.

provide relative smoothing power to the main grid, reducing
the pollution of power fluctuation caused by the intermittter]II
and waving wind speed. ’

Il. FESMSCONFIGURATION AND OPERATION PRINCIPLE

D ISTRIBUTED CONTROL BASED ON RATIO CONSENSUS

The imbalance between the grid demanded power and the ALGORITHMS
actual output power of the WTGS is given by: A. Power Ratio Consensus Algorithm with Undirected Graph
AP = P* — Py 1) In this section, we propose a distributed dispatching ntwtho

for the FESMS based on the charging and discharging capacity

where Py, is the active power generated by WTGB* is of each FESS unit. First, we consider the networked FESMS
the total reference output power of WTGS-FESMS, whiclith n FESS units as an undirected graph = {V, E},
is set and regulated by the relevant authorities accordingrich implies that the information exchanging in the networ
to the operation conditions. In Eq. (AP > 0 indicates is balanced. In the undirected graph, = {vy,...,v,} and
that FESMS needs to be discharged and release extra poWeC V x V represent the set of FESS units and the set
to compensate the power generated by WTGS. Likewiss, edges respectivelyd = [a;;] € RV*V is the associated
AP < 0 indicates that the FESMS needs to be charged &aljacency matrix. Ifv;,v;) € E, then unitv; is a neighbor
smooth the peak of the power generated by WTGS. of unitv; anda;; = 1, otherwisew; is not a neighbor of unit

Remark 1: AP is constantly changing over time. To tackley; anda;; = 0. The set of neighbors of unitis denoted as
this problem, it is assumed th&tP remains nearly constantN; = {v;|(v;,v;) € E} . The degree matribD € RV*V is
during one dispatching period. This assumption is based andiagonal matrix with theth element beingleg(v;). The
the timescale relationship between the relatively steaohdw Laplacian matrix is defined a§ = D — A = RN*N,
speed and the short dispatching period, which, accordingD@efine a matrixP as P = [p;;] = I — vL € RV*N, where
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0 < m < 1/deg(v;) so thatd < p;; < 1fori,j=1,...,n. Lemma 2: P is a doubly stochastic matrix, and= 117
The weight matrixP is crucial in preparation for calculatmgis the left Perron-Frobenius eigenvector®f wherel,, is an
the reference power of each FESS in the following part. Asdimension column vector with all ones.
for the Laplacian matrix., we have the following lemma. Proof: It is easy to know that all the row-sums and the
Lemma 1. [30] All eigenvalues of L have non-negative column-sums of matrixP are 1, which makes® a doubly
real parts from Gershgorins disc theorem, and zero is a simptochastic matrix. The graph is connected, which megns
eigenvalue ofL if and only if the graph has a spanning treeis irreducible. According to Perron-Frobenius theorem],[31
The main principle of this dispatching method is that th# is the largest and simple eigenvaluefof Definev as the
charge or discharge power reference for each flywheel l&ft eigenvector ofP associated with eigenvalue 1, satisfying
decided by its current charging or discharging capacite Th”1, = 1. Then it is obvious that = 217",
current maximum charge and discharge power for FESS unitWith lamma 2, the following theorem can be obtained for
i are denoted a®;""", P!"** and given by the following the ratio factors-¢a" [k] andrgdis[k].

%

equations respectlvely Theorem 1: If the undirected graph has a spanning tree, the
_ charging and discharging ratio factors of all FESS units-con
ﬁchar N Ei — E’iO —disc N EiO — Ei 2 —char —disc
e e e (2) verge tory,,. = AP/ Z P, andri,.. = AP/ Z P,

respectively, given the |n|t|al values as in Eq. (4) and B a
sing the iteration protocols in Eq. (7).
Proof: To address the ratio consensus, we first argue the

where E;, E; are the maximum and minimum storage level
of FESS uniti. £,y is the current storage level of FESS unit’
< <
g andE,; < Ey < E;. ¢ represents the time duration of one convergence of the four auxiliary variables defined in Eg. (3
|spatch|ng period.
According to the well-known result in Markov chalns [31],
Here, we propose the charging and discharging ratio factors & T
one has hm Pk =1,0T, where from lemma 2 = 117 is
of FESS uniti at thekth time iteration as follows:

Ln

the left Perron Frobenius eigenvector Bf Takeny " [k] as

char disc

char Yi [k] di Y; [k]

ATk ikl = 2 3) an example, we have,

rt [ ] thar[k] rt [ ] ,Ldzsc[k] ( ) p 1

. . : _ _ T
where yg"er (K], ¢ [k], yi[K], {"**[k] are the auxiliary &&yWﬂmfﬁﬁpymﬂmfl pinyenrlO o
variables for further updating. B char g (8)
Then we set the initial values for the four variables in - Z Yi

réhar (k] andrd=¢[k]. Without loss of generality, we suppose
that the FESS units in FESMS that are directly connected A
the wind farm are indexed from 1 to These FESS units are
palled leader F,ESS units and only they have accesafo e consensus respectively. Therefore, we have the folgpwi
in FESMS, while other units do not have such access. TEgnvergence values of the four variables as time goes to
initial values for the leader FESS units and other units ate ?nflnlty

respectively as follows:

Eqg. (8) implies that the auxiliary variabﬁ’“”‘[k;] reaches
average consensus for= 1,...,n. In the same way,
variablesz¢ o7 k], ydisc[k] and z{**¢[k] can also achieve aver-

P
* — _ char
yzchar[ | = AP/, Zchar[o] _ F:har @ Yehar = Z Ys
yie[o] = AP/L, z<[0) = P} . (9)
* — char FOhar
fori=1,...1 Zehar = Z Z i
A 2 i:1
char (0] = 0, zgher (0] = Py o LN diseg _ AP
{ yjhsc [ ] Zdzsc [ ] _d;SC (5) Ydise = E Z
fori=1+ Ln . . Z:lisc — E Z dzsc Z—dzsc

The following iteration protocols are designed to update th
ratio factors using the weight matriX. For simplicity, we take

Eqg. (9) and (10) implles that the chargmg and discharging
ychar[k] as an example.

ratio factors of all the FESS units converge to the common

ychar char char values respectively. The convergence values are given as:
[k + 1] = pisy™ (k] + > sen, Payi K] (6)
. * y:har AP
The corresponding matrix form can be given as Tohar = e " (12)
char Zf ar
Ychar [k + 1] = Pydzar [k] (7)
wherey o, [k] = {ychr[k]}, fori =1,...,n e Yaise _ AP 12)
Given the initial values, the four auxiliary variables aik a Zdise Z ﬁd”C

updated according to (7) over time. The following lemma is
given on some basic knowledge for later use. This completes the proof of Theorem 1.
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. Rer_nark_ 2. The necessary and sufficient conditions for the O;[k +1] = %ei (k] + %Z Di;0; k] (17)
iteration in Eq. (7) to reach an average consensus areP (a) . -
has a simple eigenvalue at 1, with both left eigenvector andEd. (17) and (16) can be written in the vector form as:

right eigenvector1”, and (b) all the other eigenvalues &f 1 -
have magnitude strictly less than 1. In an undirected neétwor Yehar[k + 1] = Plk]ychar k] - §(P — Do[K] (18)
the fixed doubly stochastic weight matriR satisfies the

" . . 1 _
conditions naturally thus ensuring the agents asympibtica Ok +1] = = (P + 1)0[K] (19)
reach an average consensus. 2

The closed-loop dynamics of the system is obtained as:

B. Power Ratio Consensus Algorithm with Unbalanced Di- yehark + 1]\ Y yehar (k] (20)
rected Graph 0k + 1] o 0[k]

In the following, we consider another scenario where thghere B
communications network is denoted as an unbalanced digraph M= (P[k?] I—3(P+ I)) 21)
That means the exchanging of information among agents is 0 %(P‘F I)

not symmetrical, thus making the average consensus problemyotice that the row sums af/ are always 1. So by left
much more challenging. We consider the networked FESMgytiplying 17 on both sides of Eq. (20), we obtain that
with n FESS units as a directed gragh= {V, E}, where S (y$her k] + 6;[k]) is invariant over time.

V =A{vi,..,vn} and E.C V x V are the set of FESS units |n the following, we will analyse the convergence propertie
and the set of edges respectively. The set of agents Whigh giving out theorem 2.

can receive information from uniti is denoted asV;" = "Theorem 2: A multi-agent system under a strongly connect-
{vjl(vi,v;) € E}. Likewise, the set of agents which cand  eq digraph network reach average consensus using Eq. (16)
information to uniti is denoted asV;” = {v;|(v;,v:) € E}.  and (17). Furthermore, the row sum of the weight maf{x]

is not symmetrical, we therefore define a new weight matrggyen py:

P at iterationk as P[k] = [p;;[k]] € RNV*Y. The weights of P-1
nodei is set as follows: max 4 | Ai( B )
1—0i[k] j=i :
pij[k] = { pi;0;k] €N, (13) Proof. Consider system (20), it can be shown that
0 j¢ N wL,600)" = (>, yeharjo]a? vT)" is a unique equilibrium

point, wherev is the right eigenvector oP corresponding to
eigenvalue 1, normalized by, v; = >, 6;(0]. To prove this,

we consider the steady state of system (20). From Eqg. (19), we
Shaves = ~vv, wherevy # 0. According to Perron-Frobenius
Theorem,P has a simple eigenvalue 1. On the other hand,
from Eq. (19), since} (P + I) is column stochastic, the sum

where the paramete; is set by nodg and satisfiep;; = 0,
0 <pij <1, and} ;.. pi; = 1 (This can be achieved
under the condition that each agent knows its outgoing @ggr
0 < 0;[k] < 1 is a local variable for further updating.

Then we can write the weight matrix as

P[k] = PO[k] + (I, — Olk]), (14) of 6; is constant over time. That means the steady staté of
_ _ is unique asv.
where P = [pj;|, ©[k] = diag{0;[k]}. Substitutingd = v into (15), we obtain that the row

Remark 3: The idea of the weight setting is that each nodgum of P[k] is 1. It implies from (18) thatycher[k] =

K2

(nodej for example) separates its information into two partsE; S, yeher[k]. Because from Eg. (14), the column sum of
One part is left to itself{—6;), and the other part() is fully P[k] is 1, combining that (P — I)§[k] = 0, we know that
split among its neighbors, which is represented by matix the sum ofychr[k] is also invariant over time. Then we
Then nodei calculates its ingoing weights as (13). It can bggye yehar[k] = 130, yehar[0] and thus average consensus
noticed that the column sum @t is 1. This is a collaborative j5 achieved.

efforts of all jth outgoing neighbors by setting their ingoingi Furthermore, combining (15) and (19), we ha\g + 1] =
weights asp;;0;[k]. As a result, the row sum of matrik is  P—Is) Then it is obvious that the convergence rate is the

not necessary 1, which is addressed in the following ar&lysi,5«imum absolute value of the eigenvalue of maﬁ?';ef.
To achieve average consensus, a natural thought is to drivgp;q completes the proof of 2.

the row sum of weight matrix’[k] to 1 by updatingdlk].  Remark 4: Theorem 2 shows that the weight matrix
Define §;[k] = si[k] —1 = 3, pi;[k] -1 wheres;[k] is the  conyerge to a matrix where both the column sums and the
ith row sum of P[k]. Then we have: row sums are 1. The column guarantees the invariance of the

Skl = (Plk] — D1% = (P — 1)O[K]1T = (P — I)0[k] (15) SUm of y¢"e7[k], and the row sum guarantees the consensus
" " of y¢he[k]. However, the matrix does not need to be a doubly

whered[k| = {d;[k]}. stochastic one (where all the entries are non-negative) to
We propose the following update algorithm: possess these functions.
1 Remark 5: It is seen that the proposed algorithm is simple

cnhar cnar 1 =
Y [k 4 1) = pij[Rlys" " (k] + 0ilk] = 5pi;0[k] - (16) in structure and inexpensive in computation. In particular
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compared with the works [26], [27] and [32], the choiceppf 2310
andé;[0] has been significantly simplified, the matr#x does st
not need to be doubly stochastic. Furthermore, the propos
algorithm involves only one auxiliary variabl""[k] and

no super-iteration is needed, which obviously reduces t
complexity of the algorithm and makes it more favorable fc

0.5(

—FESS 1

—FESS 2
—FESS 3| |
—FESS 4

power differences

practical application. o5 l\ el
Remark 6: It is worth noting that the scenario with undi- e | FESS®

rected graph can be considered as a special case of unizlal s S S

directed graph with the entries df asp;; = 0, pi; = 55— T~ A

(fori # j) andd;[0] = 7 >, a,;. If the topology of the graphis _ _ _ _
not known, one can simply assume that it is an unbalanced ﬁg. 2. _Trgjectory of the power references using centrdlizentrol with
communication failures

rected graph, and sgt; andé;[0] as aforementioned. Average

consensus can be achieved in both scenarios. In other words,

as long as the graph is strongly connected, the algorithmagd the total charge and discharge capacities of FESMS. By
adaptive to the topology switches caused by communicatiperation computation, all the charging and dischargirtipsa

failures. converge to two same values respectively as in (11) and (12) .
To clarify the whole process, we summarized the algorithThe charge or discharge mode and the final power references
into the following three steps. are determined by (23).
step 1: At iteration k, agentj spreads its share;[k] and
the sharing weighp;; to its outgoing neighboi. IV. SIMULATION RESULTS

step 2: Agenti obtains information from its neighbgrand
set its ingoing weights as in Eq. (13).

step 3: Each agent update itg[k], as well as the four
variables used for ratio consensus. One iteration is over a
then go back tcstep 1.

A simulation model of FESMS integrated in a wind farm is
built by using Matlab/Simulink software. The FESMS corsist

six FESS units with the minimum speeds as 20@in
209rad/s) and the maximum speed as 10000nin (1047
rad/s). The moment of inertia aré = [10,9,8,7,6,5]kgm?>.

o ) The current rotate speed of the FESS units are 600@in.
C. Digtributed Cooperative Control of FESMS

AS we can see from the above se_ctlon, charging and dh?.' case study 1: centralized control with communication fail-
charging ratio factors have the same signs. However, thé&sF

units can only operate in one of the charging or discharging . ) ) ) )

modes in one dispatching period. That means only one kingB€fore providing simulation studies using the proposed
of the ratio factors can be used to calculate the actual povfdstributed algorithm, we first provide a case study with
references for flywheels, while the other is not applied is thcentralized control. To prevent the comparison from being
particular allocated period. According to the definitionp, ~comparing apple with orange, we need to set up the similar
when AP > 0, the flywheels should operate in the chargin@ond't'on for both methods. As centralized control is based
mode, otherwise, they need to operate in the dischargingmog" global information while the proposed distributed oné/on

In other words, the auxiliary variableg’*°[k] and ycher[k] —US€S local information, we thus consider the case thatwesol
reflect the sign ofAP. Therefore, we use;[k] to untify the communication failures such that only local information is
charging and discharging ratio factors. The saturatiores Available for both control schemes. In this centralizedecas

added to prevent the power reference exceed the rated po\ﬁg,_ss 1 is disconnected from the central controller in the firs
dispatch period (between time slot 07100). Figure 2 shows th

power references of the six FESS units. As can be seen from

disc[k?/lz’disc[k] 7fisc[i]sc§[k]ii 0 this figure, due to the communication fault in FESS 1, the
rilk] = { Yi, A EL L v (22) output power reference of FESS 1 does not changé Bs
y" k]2t k], 0 <Y (k] <1 varies at the second dispatch period. This leads to thetresul
L, yi k] = 1 shown in Figure 3 that the total power of FESMS can not
Then the power reference is calculated as compensate for the power imbalance any more.
—disc
AP[k] = {r"' [k]fg'hw’ rilk] <0 (23) B. case study 2: undirected graph with spanning trees
rilklP; 0, rilk] >0 In this case, the 6 FESS units are connected by undirected

So far, we have obtained the reference charging or disetwork. The topology is shown in Figure 4. The power imbal-
charging power for each FESS unit by using a distributexhce AP is -6MW. That means the FESMS should operate
ratio consensus algorithm. From the above analysis, we knowdischarging mode and the total power references should be
that the amount of charging or discharging power of eacBMW. Figure 5 shows the consensus of the ratio factors.
FESS unit is proportional with its current charge or disgear The horizontal axis is humber of iterations. Figure 6 shows
capacities. The proportion is decided by the power imbaanthe power references of the 6 units. The power references
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; ; ; ; ; ; ; ; ; -5.9 ; ; ; ; ; ; ;
—ap
of |
-5.95 —+—Power of FESMS
—~—ap
r ——Power of FESMS | | -6.05/"

o T -6.11
ok 1 -6.15
621
-4+ 6
—6.251
. . . . . . . . 63 . . . . . . . . .
0 20 40 60 80 100 120 140 160 180 200 0 10 20 30 40 50 60 70 80 90 100
time slots iterations

Fig. 3. The total power of FESMS and the power imbalance usamiralized Fig. 7. The total power of FESMS and the power imbalance unddirected
control with communication failures graph

Fig. 8. Topology of FESMS under unbalanced directed comoatioin
Fig. 4. Topology of FESMS under undirected communicatiotwnek network

C. case study 3: strongly connected unbalanced digraph

EEEEE% In this case, the network of FESMS is not balanced, as
—rEsss shown in Figure 8. We sep;; = 5+ and 0[0] = 317.
FESS 6| According to the definition in (13), the matri®¥ can be
8 obtained as
o8y 1 0 00001
N 1/2 0 0 0 0 0
P 0 1.0 0 0O
1 S S R 0 01 000
0 10 20 30 40 50 60 70 80 90 100
iterations 0 O 01 0 o

1/2 0 0 0 1 0

Figure 9 shows the consensus of the ratio factors under

unbalanced digraph. Figure 10 shows the power references
[T ; ; ; ; ; ; ; ; of the 6 units. The final values are the same ascire
1. Figure 11 shows the sum of the 6 units and the power
imbalance. It shows that the total power reference of FESMS i
equal to the power imbalance when FESS units are connected
through unbalanced digraph. Figure 12 is the trajectory of
the row sums errob[k]. The figure shows that all the row
sums tend to 1 when time goes to infinity. Figure 13 is
the trajectory off[k]. The stable state of[k] in this case
L is [0.75,0.375,0.375,0.375,0.375,0.75]7, which verifies the
e - S theoretical results that_, 6;[k] = >, 6;[0] = 3, and Po[k] =

0[k].

Fig. 5. Trajectory of ratio factors under undirected graph

power differences

U '_“

N @
N (

Fig. 6. Trajectory of the power references under undiregtegbh

D. case study 4: time-varying power imbalance with topology
changes

are[—1.33,-1.2,—1.06, —0.93, —0.8, —0.67) MW, which are In this case, the network topology changes between two
proportional to their capacities. Figure 7 shows the tota¥gr dispatch periods from a balanced graph in Figure 4 to an
of the 6 units and the power imbalance. It can be seen thatbalanced digraph in Figure 8. The power imbalance also
the total power of FESMS is converge to the power imbalangaries from -8/W to 6MWW. To avoid unnecessary large

asymptotically. overshoot between two dispatching periods, we make a slight
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0 1
—FESS 1
—FESS 2 0.9 |
—FESS 3
-0.2 —FESS 4 4
—FESS 5
FESS 6
_0.4F 4 —FESS 1]
) —FESS 2
—FESS 3|
_o6k | ——FESS 4
—FESS 5|
FESS 6 |
-0.8F —
1 . . . . . . . . . 0.2 . . , . . , . , ,
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

iterations iterations

Fig. 9. Trajectory of ratio factors under unbalanced digrap Fig.

x10°

S——
/ —FESS 1

_05F |
0.5
b |
g —FESS 2| |
e —FESS 3
-15 —FESS 1|4 —FESS 4
—FESS 2 sk ——FESS 5] |
—FESS 3 05 FESS 6
-2 —FESS 4| 1
—FESS 5
FESS 6 -1 b
o5 , , \ \ \ \ \ \ 7 . . . , , , , , ,
0 10 20 30 40 50 60 70 80 Q) 100 0 20 40 60 80 100 120 140 160 180 200

iterations

Fig. 10. Trajectory of the power references

x 10

under unbathrtigraph

-5.8

24, JrVevee

—~—AP
—+—Power of FESMS

? R
-6.2[
—6.4]
-6.6[
-6.8[

-7 L L L L L L

0 10 20 30 40 50 60
iterations

Fig. 11. The total
unbalanced digraph

power

of FESMS and the

70 80 90

100

iterations

Fig. 14. Trajectory of ratio factors with varying imbalanaeder switching

topologies

power differences
U 'L
r—

—FESS 1
—FESS 2
—FESS 3|1
—FESS 4
—FESS5| |
FESS 6

power imbalance munde

Fig. 15.
switching topologies

50
iterations

Trajectory of the power references with varying ataimce under

—F‘ESSl
02 T rreelh the value at the end of theh dispatch periodAP.,; and
~rese/] AP, represent the power imbalance of thet{1)th and the
FESS 6 cth periods respectively. Figure 14 shows the convergence of
| the ratio factors in two dispatch periods. Compared wittecas
study 1, this example shows that under unexpected communi-
1 cation faults and varying power imbalance, centralizedrobn
1 is unable to maintain power balance, while this undesirable
T T I N T situation does not occur in the proposed distributed cantro
iterations
Fig. 12. Trajectory of row sum erro§k] V. CONCLUSION

This paper investigates the distributed control scheme for
FESMS cooperated with wind farm. The control method

modification when setting the initial values. Instead ofisgt solves the dispatch problem within FESMS using only local
the initial values as (4) and (5), we keep the followers’ ealu and neighboring information. Each FESS unit in FESMS
unchanged as the last period, and set the leaders initiaé vatalculates its own charging and discharging power referenc
asy;[ck + 1] = yi[ck] + (AP.4+1 — AP.)/l, wherey;[ck + 1] according to the same ratio. The dispatch scheme is apfdicab
is the initial value of ¢ 4+ 1)th dispatch period, ang;[ck] is in both undirected and directed network topologies. In the
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El
[10]

i ——AP 7
—~—Power of FESMS | |

oF 4

[11]

-2t 4

[12]

4+ 4

20 40 60 80

[13]

. . . . .
100 120 140 160 180
iterations

)

200

Fig. 16. The total power of FESMS and the power imbalance usdiching [14]

topologies

[15]

network with undirected topology, the weight matrix is dbub
stochastic. The auxiliary states reach average conseaﬁds,[16]
the ratio factor can be obtained by calculation. In the néetwo
with unbalanced topology, the weight matrix is updated to a
matrix with both row sums and column sums being 1 usir{ﬂ;7
the proposed distributed algorithm. Average consensuleof t
auxiliary states and consensus the ratio factors are aogtyd
achieved. Simulation results show that the proposed sciemB?®!
effective for FESMS dispatch problem under general stonghoj
connected graphs. Nevertheless, for a power system toibe rel
able, perhaps both centralized and distributed units szdete
to meet critical safety requirements during its operatiamg
this is certainly an interest topic for future research.

[20]

[21]

ACKNOWLEDGMENT

This work is supported in part by the National Basit?2]
Research Program of China (973Program) No. 2012CB215200
and No. 2014CB249200. [23]

We also would like to thank the Editor and the 13 anony-
mous reviewers for their constructive comments and sugges-

tions. [24]
REFERENCES [25]

[1] J. G. Bitterly, “Flywheel technology: past, presentddist century pro-
jections,” Aerospace and Electronic Systems Magazine, IEEE, vol. 13, [26]
no. 8, pp. 13-16, 1998.

[2] Y.-D. Song, P. Li, W. Liu, and M. Qin, “An overview of reneakble
wind energy conversion system modeling and contrMgasurement  [27]
and Control, vol. 43, no. 7, pp. 203-208, 2010.

[3] H. Liuand J. Jiang, “Flywheel energy storagean upsweahhology for
energy sustainability,Energy and buildings, vol. 39, no. 5, pp. 599-604,
2007. [28]

[4] R. Hebner, J. Beno, and A. Walls, “Flywheel batteries eoaround
again,” Spectrum, |EEE, vol. 39, no. 4, pp. 46-51, 2002.

[5] J. Zhu, X. Jiang, and L. Huang, “A novel dynamic voltagstoeer with  [29]
flywheel energy storage system,” lectrical Machines and Systems,

2008. ICEMS 2008. International Conference on. IEEE, 2008, pp.
1995-1999. [30]

[6] T.-K. Liu and J.-G. Juang, “A single neuron pid controf fivin rotor
mimo system,” inAdvanced Intelligent Mechatronics, 2009. AIM 20009.
|IEEE/ASME International Conference on. IEEE, 2009, pp. 186-191. [31]

[7] M. Zhang, C. Xia, Y. Tian, D. Liu, and Z. Li, “Speed controf brushless

dc motor based on single neuron pid and wavelet neural nkfwor[32]
in Control and Automation, 2007. ICCA 2007. |EEE International
Conference on. IEEE, 2007, pp. 617-620.

C. Lin and G. Viviani, “Hierarchical economic dispatcbrfpiecewise
quadratic cost functions,Power Apparatus and Systems, |EEE Trans-

actions on, no. 6, pp. 1170-1175, 1984.

(8]

A. J. Wood and B. F. WollenbergPower generation, operation, and
control. John Wiley & Sons, 2012.

Z.-L. Gaing, “Particle swarm optimization to solvindie& economic
dispatch considering the generator constrainBaiver Systems, |IEEE
Transactions on, vol. 18, no. 3, pp. 1187-1195, 2003.

C.-L. Chiang, “Improved genetic algorithm for powero@omic dispatch
of units with valve-point effects and multiple fuelsPower Systems,
|EEE Transactions on, vol. 20, no. 4, pp. 1690-1699, 2005.

Y. Cao, W. Yu, W. Ren, and G. Chen, “An overview of receragress in
the study of distributed multi-agent coordinatiohjtiustrial Informatics,
|EEE Transactions on, vol. 9, no. 1, pp. 427-438, 2013.

R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensusl coop-
eration in networked multi-agent system®&foceedings of the IEEE,
vol. 95, no. 1, pp. 215-233, 2007.

H. Yu and X. Xia, “Adaptive consensus of multi-agentsgtworks with
jointly connected topologiesAutomatica, vol. 48, no. 8, pp. 1783-1790,
2012.

P. Lin and Y. Jia, “Consensus of second-order disdigte- multi-
agent systems with nonuniform time-delays and dynamicztignging
topologies,”Automatica, vol. 45, no. 9, pp. 2154-2158, 2009.

A. Bidram, A. Davoudi, F. L. Lewis, and J. M. Guerrero, ifixibuted co-
operative secondary control of microgrids using feedbawakization,”
Power Systems, |IEEE Transactions on, vol. 28, no. 3, pp. 3462-3470,
2013.

Z. Zhang and M.-Y. Chow, “Convergence analysis of therémen-
tal cost consensus algorithm under different communioatietwork
topologies in a smart grid,Power Systems, |IEEE Transactions on,
vol. 27, no. 4, pp. 1761-1768, 2012.

M. H. DeGroot, “Reaching a consensuslburnal of the American
Satistical Association, vol. 69, no. 345, pp. 118-121, 1974.

A. Q. Huang, M. L. Crow, G. T. Heydt, J. P. Zheng, and S. dleD“The
future renewable electric energy delivery and managemiaedm)
system: the energy internetroceedings of the IEEE, vol. 99, no. 1,
pp. 133-148, 2011.

W.-Y. Chiu, H. Sun, and H. V. Poor, “A multiobjective amach to
multimicrogrid system design,” 2015.

Z. Zhang, X. Ying, and M.-Y. Chow, “Decentralizing thecaomic
dispatch problem using a two-level incremental cost casisgalgorithm
in a smart grid environment,” ilNorth American Power Symposium
(NAPS), 2011. |EEE, 2011, pp. 1-7.

V. Loia and A. Vaccaro, “Decentralized economic digbein smart grids
by self-organizing dynamic agentsQystems, Man, and Cybernetics:
Systems, |EEE Transactions on, vol. 44, no. 4, pp. 397-408, 2014.
G. Binetti, M. Abouheaf, F. Lewis, D. Naso, A. DavoudndB. Turchi-
ano, “Distributed solution for the economic dispatch peohf’ in
Control & Automation (MED), 2013 21st Mediterranean Conference
on. |EEE, 2013, pp. 243-250.

S. Yang, S. Tan, and J.-X. Xu, “Consensus based appifoagtonomic
dispatch problem in a smart gridPower Systems, IEEE Transactions
on, vol. 28, no. 4, pp. 4416-4426, 2013.

K. Cai and H. Ishii, “Average consensus on general qigsg’ in
Decision and Control and European Control Conference (CDC-ECC),
2011 50th IEEE Conference on. |IEEE, 2011, pp. 1956-1961.

A. D. Dominguez-Garcia and C. N. Hadjicostis, “Distrted matrix scal-
ing and application to average consensus in directed gfaphwomatic
Control, |IEEE Transactions on, vol. 58, no. 3, pp. 667-681, 2013.
——, “Coordination and control of distributed energysoerces for
provision of ancillary services,” i@mart Grid Communications (Smart-
GridComm), 2010 First |EEE International Conference on. IEEE, 2010,
pp. 537-542.

Y.-K. Wu and J.-S. Hong, “A literature review of wind ferasting
technology in the world,” irPower Tech, 2007 |EEE Lausanne. |EEE,
2007, pp. 504-509.

L. Che, M. Shahidehpour, A. Alabdulwahab, and Y. Al-Kiur“Hi-
erarchical coordination of a community microgrid with acdadc
microgrids.”

W. Ren, R. W. Beard, and E. M. Atkins, “A survey of consemns
problems in multi-agent coordination,” Wmerican Control Conference,
2005. Proceedings of the 2005. IEEE, 2005, pp. 1859-1864.

E. SenetaNon-negative matrices and Markov chains. Springer Science
& Business Media, 2006.

A. D. Dominguez-Garcia and C. N. Hadjicostis, “Distitbd algorithms
for control of demand response and distributed energy ressil in
Decision and Control and European Control Conference (CDC-ECC),
2011 50th IEEE Conference on. IEEE, 2011, pp. 27-32.



