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Department of Acoustics, Aalborg University, 9220 Aalborg Ø, Denmark

Audible effects of second-order all-pass sections with center frequencies in the range of
1–12 kHz were studied in headphone listening experiments. All-pass sections give rise to two
effects. 1) A perception of “ringing” or “pitchiness,” which is related to an exponentially
decaying sinusoid in the impulse response of all-pass sections with high Q factors. The
ringing is especially audible for impulsive sounds, whereas it is often masked with everyday
sounds such as speech and music. With an impulse signal the ringing was found to be audible
when the decay time constant for the sinusoid exceeds approximately 0.8 ms (peak group
delay of 1.6 ms), independent of the center frequency within the frequency range studied. 2)
A lateral shift of the auditory image, which occurs when an all-pass section is inserted in the
signal path to only one ear. The shift is related to the low-frequency phase and group delays
of the all-pass section, and it was found to be audible whenever these exceed approximately
35 �s, independent of the signal.

0 INTRODUCTION

A linear and time-invariant sound reproduction system
can be characterized by its transfer function in the s do-
main. From this the magnitude and phase at a given fre-
quency � can be found by inserting s � j� (� real). This
is implied throughout this paper. The transfer function can
be split into a minimum-phase component and an excess-
phase component (see [1]). The excess-phase component
can be split further into a linear-phase component and an
all-pass component. In the s domain this can be written as
follows:

H�s� = H�s�minimum phase � H�s�excess phase

= H�s�minimum phase � H�s�linear phase � H�s�all pass. (1)

The minimum-phase component has the same magni-
tude as the original transfer function, but the phase is the
smallest possible for the particular magnitude. It has a

causal and stable impulse response and a causal and stable
inverse [1/H(s)minimum phase]. The linear-phase component
represents an initial delay in the impulse response. It has a
magnitude of unity and a phase that is a linear function of
frequency with a negative slope. The all-pass component
also has a magnitude of unity, but the phase is not a linear
function of frequency. The all-pass component can be di-
vided into a number of first- and second-order all-pass
sections.

The aim of this work was to study the effects of all-pass
components in transfer functions and to determine under
which circumstances such effects are audible. A listening
experiment was carried out in which signals that had been
filtered with a second-order all-pass section were com-
pared to the original unfiltered signals. Listeners adjusted
the properties of the all-pass section until its presence was
just audible. In this way a range of all-pass sections that
may have an audible effect was determined. Signals were
presented through headphones with the all-pass section
inserted in one or both sides. The signals were chosen to
make the effect of the all-pass section as audible as possible.

The work was carried out to give a background for
evaluating the significance of all-pass phase in binaural
synthesis and playback. However, the results may also be
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useful for other purposes and applications, for example,
evaluating all-pass phase in multipath transmission sys-
tems such as multidriver loudspeakers and headphones
and their crossover filters.

0.1 Phase and Delay
It is our impression that there are a number of potential

misconceptions about the phase of a transfer function and
the connection between phase and delay. The phase shift is
sometimes interpreted as being equivalent to a shift in time
of a signal. Depending on the signal and the course of the
phase along frequency, this time shift can materialize in
different ways, and it is important to distinguish between
these. In particular it is important to understand the con-
cepts of delay, phase delay, and group delay. A summary
of the definitions is given in the following, whereas more
details and some instructive examples are given in Appen-
dix 1.

A system performs a delay if the output is identical to
the input, except that it occurs later. If the shift in time is
�d, the phase �(�) of the transfer function is given by

���� = −��d. (2)

Thus the phase of a delay is linear in the (�, �) plane, and
it has a value of zero at a frequency of zero.

The phase delay �p(�) is defined as

�p��� = −
����

�
. (3)

The phase delay indicates a shift in time that applies to a
single frequency of a signal. As seen, �p(�) can vary with
frequency, while �d cannot since it applies to the entire
signal.

The group delay �g(�) is defined as

�g��� = −
�����

��
. (4)

The group delay indicates a shift in time that applies to the
envelope of a signal or part of a signal that has its fre-
quency content in a narrow region around �. Like �p(�),
�g(�) can vary with frequency.

Since a delay is represented by a single value, it is not
correct to say that a signal has been exposed to a fre-
quency-dependent delay, whereas it is fine to speak of
frequency-dependent phase and group delays. Neither the
phase nor the group delays should be interpreted as a delay
of the signal as a whole.

0.2 All-Pass Sections
This subsection gives a brief review of all-pass sections

and their characteristics with focus on second-order sec-
tions and issues that are important for the understanding of
the present study. More details and examples are found in
Appendix 2.

In the complex s plane all-pass sections have zeros in
the right half-plane and poles at corresponding mirror-
image positions in the left half-plane. In the complex z
plane all-pass sections have zeros outside the unit circle

and poles at the reciprocal positions inside the unit circle.
It is the mirror-image positions, or the reciprocal positions,
that guarantee the flat magnitude. Examples of pole–zero
positions are given in Fig. 1.

The transfer function in the complex s plane of a sec-
ond-order all-pass section is given by

H�s�ap2 =
s2 −

�0

Q
s + �0

2

s2 +
�0

Q
s + �0

2

(5)

where Q is the quality factor, or Q factor, and �0 (or f0 �
�0/2�) is the center frequency. If Q is 1⁄2 or lower, a
second-order all-pass section turns into two first-order
sections.

As mentioned, the magnitude is unity. Fig. 2 shows an
example of phase, phase delay, and group delay. The
phase is zero at a frequency of zero. As the frequency
increases, the phase decreases monotonically to −2� while
passing −� at the center frequency. The higher the Q
value, the more rapid is the change of phase around the
center frequency.

The phase and group delays are nearly constant in a
frequency range from zero to somewhere below the center
frequency. The two have the same value given by

�p���ap2
lim �→0

= �g���ap2
lim �→0

=
2

�0Q
. (6)

Fig. 1. Examples of pole–zero positions for second-order all-pass
section. f0 � 4 kHz; Q � 2; 48-kHz sampling frequency. (a) In
complex s plane. (b) In complex z plane.
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Around the center frequency the phase and group delays
each have a peak. The peak is especially prominent for the
group delay, and for high values of Q (Q2 k 1⁄4) it appears
nearly at the center frequency. The highest value, the peak
group delay, is given by

�g peak ≈
4Q

�0
. (7)

The group-delay bandwidth, that is, the width of the range
around the center frequency, where the group delay is
more than half of its peak value, is for high Q given by

BWg ≈
�0

Q
. (8)

The impulse response of a second-order all-pass section
consists of a single impulse (delta function) and an expo-
nentially decaying sinusoid as given by

h�t�ap2 = ��t� + Ae−t�� cos��1t + 	� (9)

where the decay time constant is given by

� =
2Q

�0
. (10)

At high Q (Q2 k 1⁄4) the frequency of the decaying si-
nusoid �1 is nearly equal to the center frequency �0, and
the number N� of cycles within a time constant is given by

N� ≈
Q

�
. (11)

The amplitude A is given by

A ≈ −
2�0

Q
. (12)

Hence for high values of Q the sinusoid has low amplitude
and decays slowly, while it has higher amplitude and de-
cays faster for low values of Q. The effect of the center
frequency on the decaying sinusoid is the opposite. Fig. 3
shows examples of impulse responses.

The decaying sinusoid can be interpreted as the energy
around the center frequency being delayed by the peak
group delay. The decay time constant is proportional to the
peak group delay [Eqs. (7) and (10)], thus the longer the
peak group delay, the longer is the decay. Note also that
the amplitude of the decaying sinusoid is proportional to
the group-delay bandwidth [Eqs. (8) and (12)]. The wider
the group-delay bandwidth, the more energy is delayed
and, hence, the higher the amplitude.

The all-pass sections described so far have zeros in the
right half of the complex s plane and poles in the left
half-plane. The phase is negative, and the impulse re-
sponse is causal. In principle, all-pass sections can also
have zeros in the left half-plane and corresponding poles
in the right half-plane. In that case the phase is positive,
and the impulse response is noncausal. Such noncausal
all-pass sections do not exist in physical systems, but it is
relevant to consider them because they may occur as a
result of calculations, such as when a transfer function that
includes a causal all-pass section is inverted with the aim
of equalizing it.

Whether an all-pass section is inverted or not, its im-
pulse response is infinitely long—decaying either forward
or backward in time. In order to implement the inverted
version, its impulse response has to be truncated in time
and delayed accordingly. In the following, such a trun-
cated and delayed noncausal all-pass section will be re-
ferred to as an inverted all-pass section.

0.3 Audibility of Phase
The human sensitivity to phase has been the topic of

many studies, and the question has generated heated dis-
cussions in the professional community and among enthu-
siastic audio amateurs. Helmholtz [2, pp. 124–127] is of-
ten quoted as claiming that the ear is insensitive to phase.
It is true that this was his main conclusion, but he carefully
pointed out limitations in his experiments, and later studies
have shown that there are audible effects connected to
phase aspects of signals. Some of the effects are subtle and

Fig. 2. Example of phase, phase delay, and group delay for
second-order all-pass transfer function. f0 � 4 kHz; Q � 2. (a)
Phase. (b) Phase delay. (c) Group delay.
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occur only with certain signals and under certain well-
controlled and ideal listening conditions. On the other
hand, there is no doubt that audible effects of phase do
exist—they are real and repeatable, and in some cases they
are clearly audible to everyone.

One effect relates to the quality of complex tones (usu-
ally timbre and/or pitch) which, under certain conditions,
change with the phase of individual tones. This has been
shown for harmonic tone complexes (for example, [3]–[6],
[7, sec. 70], [8]–[25]) and also for more narrow-band sig-
nals such as modulated tones (for example, [3], [7, sec.
69], [26]–[29]). Changes in timbre have also been shown
as a result of a simple polarity change of the signal (180°
change at all frequencies) (for example, [6], [18], [30],
[31]). Another effect relates to transients, which may
sound (and look) very different when the phase is changed
of some or all frequency components (for example, [7, sec.
71], [30], [32] as well as several studies reported in more
detail in the following).

Most of the investigations have used signals where the
phase conditions were manipulated in a rather sophisti-
cated manner, and only few have studied the effect of
transmitting signals through specific transfer functions
that modify the phase.

For minimum-phase transfer functions, phase and mag-
nitude are mathematically linked, and changes of the phase
only occur if the magnitude deviates from a flat response.
Nevertheless minimum-phase distortion has given rise to
worries, especially in connection with the high- and low-
pass filters that exist at the lower and upper frequency
ends of any transmission of audio signals. When the fre-
quency range is limited in either end, the signal waveforms
are obviously distorted. The natural question is, whether
this distortion is audible. However, due to the link between
phase and magnitude, an “undistorted reference” with the

same magnitude but without the phase distortion does not
exist. Lacking this reference, it is often taken for granted
that the phase should preferably be zero or linear, and tests
have been made of the audibility of the difference between
these and minimum phase (for example, [33]). However, a
transfer function with zero phase and a frequency-
dependent magnitude is unnatural. Its impulse response is
symmetrical around zero, so it is noncausal and does not
exist in the physical world. Thus it is not a straightforward
matter that such a transfer function should be a desirable
reference. Making the phase linear instead of zero only
means that the symmetrical impulse response of the zero-
phase version is delayed. This makes an (approximate)
physical implementation possible, but still it does not seem
as an obvious and natural reference.

0.4 Audible Effects of All-Pass
Transfer Functions

The presence of all-pass sections may be heard in two
ways. 1) The decaying sinusoid in the impulse response
can be heard as “ringing” or “pitchiness”, and 2) a lateral
shift can be observed if the all-pass phase is introduced in
the signal path to only one ear. The shift goes toward the
opposite side of the all-pass section (for a noninverted
all-pass section).

The ringing is most obvious for impulse-like signals
that concentrate their excitation at a certain time, while
they leave the following period open for optimum detec-
tion of the decaying sinusoid. If an impulse-like piece of a
signal is repeated, such as in a square wave of appropriate
frequency, a change in timbre or tone quality may be
observed. For a given center frequency the ringing is more
audible with high Q than with low Q. For the lateral shift
it is just the opposite; for a given center frequency, the shift
is larger and more obvious with low Q than with high Q.

Fig. 3. Examples of impulse responses of second-order all-pass sections with selected center frequencies and Q factors.
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The phenomenon of ringing is reported in several stud-
ies, but the lateral shift does not seem to have drawn the
attention in previous studies of all-pass phase audibility.
An exposure can be either monotic (sound in only one
ear), diotic (same sound in both ears), or dichotic (differ-
ent sounds in the two ears). In the previous studies, when
the exposure was dichotic, it had the natural interaural
differences from listening in a sound field (loudspeaker
experiments). Hence all-pass sections were not inserted in
one side with the original sound in the other side. The
existence of the lateralization effect is easily observed in
informal listening tests, and it is not unexpected since
lateralization due to interaural phase differences in general
is a well-known phenomenon. The effect may have sig-
nificant practical implications for binaural synthesis.
HRTFs at the two sides have typically different all-pass
phase, and if all-pass phase is ignored or not applied prop-
erly in the synthesis, it may thus affect the localization.

0.5 Previous Investigations
A review of previous studies of the audibility of effects

of all-pass sections will be given in the following. The
studies differ a lot in method and terminology, but at-
tempts have been made to use a common terminology in
accordance with Sections 0.1 and 0.2. Since center fre-
quency and Q factor are the basic parameters of all-pass
sections, these have been calculated whenever possible,
using the formulas of Section 0.2.

Patterson and Green [34] had two to four subjects lis-
tening to impulse responses of second-order all-pass filters
that were truncated in time. Comparisons were made be-
tween two different responses, thus comparisons were not
made with an original, unfiltered reference. The presenta-
tion was monotic via headphones (TDH-39). In one ex-
periment the duration of the impulses (truncation point)
was varied, and it was found that all-pass filters at 800 Hz
and 1.6 kHz with peak group delays of 3.2 ms (Q values
of 4 and 8, respectively) could be discriminated, provided
that the impulse responses were 2.5 ms or longer. In an-
other experiment the duration was kept constant at 10 ms,
while the peak group delays were varied. It was found that
all-pass sections at 400 and 800 Hz could be discriminated
when the peak group delays were around 6 ms (Q values
of 4 and 8, respectively), but not when the peak group
delays were around 60 ms (Q values of 40 and 80, respec-
tively). At values in-between there were large individual
differences. [The authors used the term Huffman se-
quences (after [35]) for digital-domain versions of trun-
cated impulse responses of all-pass sections.] Patterson
and Green also varied the distance between the center
frequencies of the two filters in a comparison, but they did
not report the Q values.

Also Green [36] tested the audibility of the difference
between truncated impulse responses of two all-pass fil-
ters. As reference he used single second-order all-pass
filters with center frequencies at 650, 1900, and 4200 Hz.
Peak group delays were at 1.6, 3.2, or 6.4 ms (Q values of
1.6 to 42, depending on frequency), and truncation was
made at two times the peak group delay. The test filters

were also all-pass filters, always at the same frequency and
of the same duration as the reference, but the peak group
delay was changed by varying Q and by cascading up to
16 filters. Thresholds of discrimination were found for test
filters with peak group delays higher as well as lower than
the reference. Thresholds were reported in terms of the
difference in peak group delay between reference and test.
An average value of approximately 2 ms was reported, but
this value conceals a significant variation (0.69 to 4.46 ms)
with other parameters of the stimuli.

Most of the later experiments compared filtered and
unfiltered signals. Jensen and Møller [14] studied the au-
dibility of effects of second-order all-pass sections with
center frequencies at 250, 500, 800, 1200, and 2000 Hz.
The stimulus was a 50-�s square pulse. Only two subjects
participated (the authors). For each center frequency they
found the lowest Q that produced an audible ringing. At
frequencies above 800 Hz the ringing was found to be
audible when the time constant in the exponentially de-
caying sinusoid of the impulse response was at least 0.8
ms (peak group delay of 1.6 ms). At frequencies below
800 Hz the ringing was found to be audible when Q was
at least 1.8.

Blauert and Laws [37] did a similar experiment with
center frequencies at 500 Hz, 1, 2, 4, and 8 kHz. In intro-
ductory tests with many different signals they found that
the highest sensitivity was with brief impulses played back
under anechoic conditions. In the formal test with seven
subjects, they used 25-�s rectangular pulses. Filters with
peak group delays of 1, 2, 3, and 4 ms were used (Q values
of 0.8 to 50, depending on frequency), and listening was
diotic via headphones. Thresholds of peak group delay
varied with frequency from 3.3 ms at 500 Hz through a
minimum of 0.9 ms at 2 kHz to 1.9 ms at 8 kHz. The data
correspond to Q values around 3 up to 2 kHz, rising to 24
at 8 kHz. Results were not significantly different if the
presentation was monotic (500 Hz, 1 kHz, and 2 kHz, four
subjects). In another experiment Blauert and Laws com-
pared signals exposed to the simulated phase of some typi-
cal transducers. One of the simulations was dominated by
a 7-kHz all-pass section, and a detection threshold was
found at a peak group delay of 1.1 ms (Q of 14). Blauert
and Laws also showed that training could lower the thresh-
old considerably.

Suzuki et al. [38] tested the audibility of effects of first-
order all-pass sections at the frequencies of 300 Hz and 1
kHz. A variety of brief stimuli was used (single sinusoidal,
square and triangular pulses, as well as short bursts of
these). For eight subjects who listened to filtered and un-
filtered signals, they found average detection rates of the
300-Hz filter slightly above chance for loudspeaker listen-
ing (anechoic and normal rooms), somewhat higher for
headphone listening. There were large individual differ-
ences. The effect of the 1-kHz all-pass filter was not au-
dible even in the headphone situation.

Lipshitz et al. [21] studied the audibility of effects of
first- and second-order all-pass filters with center frequen-
cies roughly in the range of 100 Hz to 3 kHz and, for the
second-order filters, with Qs in the range from 0.5 to 2.8.
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In search of effects they tried a large number of artificial
and natural waveforms. They noted that effects were more
audible the lower the center frequency and the higher the
Q. With natural signals, effects were less pronounced than
with artificial signals but could still be demonstrated. The
study did not attempt to determine specific criteria for
audibility of the effects of all-pass sections, but mainly
aimed at demonstrating the existence of audible effects,
and it strongly encouraged further studies.

Lee [39] tested the audibility of effects of first- and
second-order all-pass filters. Up to six identical, cascaded
filters were used (center frequencies in the range of 17 Hz
to 17 kHz, Qs at 1.4, 5.0, or 14.3). With a variety of
real-life signals (such as music, speech, key jangling) sub-
jects were not able to detect the difference between filtered
and unfiltered signals. With 1-ms square pulses repeated at
100–500 Hz the difference was audible with six first-order
filters at 1 kHz (not mentioned, but most likely also with
other configurations).

In an informal experiment Fincham [40] demonstrated
that two second-order all-pass sections, each with a Q of
1.4, produced a distinct change in sound quality of an
eight-cycle 40-Hz tone burst. The center frequency was
not given, but the filters were said to be those used by
Lipshitz et al. [21] (that is, in the range 100 Hz to 3 kHz).

Deer et al. [41] used 2-kHz second-order all-pass filters
with 0.5-, 1-, and 2-ms peak group delay (Q values of 1.6,
3.1, and 6.3). By using two, four, or eight filters in cas-
cade, they produced peak group delays of 1, 2, 4, 8, and 16
ms. 2, 4, and 8 ms were produced by more than one
combination, that is, with different group-delay band-
widths; these were analyzed in common. Six subjects lis-
tened to the impulse responses low-pass filtered at 4.1 kHz
and played back diotically via headphones (Beyer DT-
100). A statistically significant detection was seen for peak
group delays above roughly 2 ms. In a second experiment
the three combinations with peak group delays of 4 ms
(but with different bandwidths) were compared against
each other. Only the difference in the extreme comparison
was audible, that is, four 1-ms filters (wide-band) versus
one 4-ms filter (narrow-band). For this comparison the
largest difference in group delay was slightly above 2 ms
(occurring slightly below and above 2 kHz).

Karjalainen et al. [42] did an informal listening test with
transients and impulses as stimuli. Their description is
very short, but it seems that they compared signals that
were filtered with two different all-pass filters rather than
filtered and unfiltered signals. They found an audible dif-
ference between all-pass filters with a difference in group
delays on the order of 2 ms, when the difference occurred
within a critical band at “middle frequencies” (not further
specified). For more complex phase curves (also not speci-
fied) values at 1 ms or even lower were reported. Their
description gives reason to believe that at least some of
their all-pass filters were much more complex than single
first- and second-order sections.

Flanagan et al. [43] used all-pass filters at 1, 2, and 4
kHz to obtain peak group delays of 0.5, 1, 2, 4, 8, and 16
ms. The range of group delays was achieved by varying

the Q of second-order sections in the range of 0.8 to 6.3
and by cascading 1 to 32 sections. Filtered and unfiltered
impulses were compared monotically and diotically in a
headphone experiment with five subjects. Mean group-
delay thresholds were found to be 1.4–2.0 ms. No statis-
tically significant effect of frequency or listening condi-
tion was found in an analysis of variance. Slightly higher
thresholds were found with loudspeakers in a low-
reverberation room and still higher ones in a more rever-
berant room.

In general the studies on all-pass phase agree that the
playback conditions have a significant impact on the au-
dibility, and it is usually found that the effects are most
audible with headphone playback or loudspeaker playback
under anechoic conditions. Most studies used brief im-
pulses as test signals, since these were in general found to
be the signal with which the effects of the all-pass phase
was most audible. Several of the studies mention specifi-
cally a perception of ringing or “pitchiness,” as would be
expected from the exponentially decaying sinusoid of the
impulse response. There is also general agreement that the
effect of all-pass phase is much more difficult to detect
with normal program material, such as speech and music.

Despite the agreement on these qualitative issues, it is
difficult to see a general agreement about which all-pass
filters produce audible effects and which do not, for in-
stance given in terms of thresholds of Q as a function of
frequency. Some studies were mainly made to demonstrate
the existence of an audible effect of all-pass sections, and
of the systematic studies, some did not use an unfiltered
reference but compared the output of two all-pass filters,
and some used cascaded filters rather than single second-
order sections. The number of studies using all-pass sec-
tions with high center frequencies is limited, and none of
the experiments included inverted all-pass sections. The
studies did not examine the lateral shift from an all-pass
section introduced in one side.

0.6 Present Study
As mentioned in the beginning, our main concern is the

audibility of effects of those all-pass sections that occur in
binaural synthesis and playback. All-pass sections in head-
related transfer functions (HRTFs) and in headphone
transfer functions seem to be always in the high-frequency
range [44] (for headphones probably except multidriver
types with low crossover frequencies), so we decided to
restrict the study to all-pass sections at and above 1 kHz.
It was further decided to use single second-order all-pass
sections in noninverted and inverted forms, to always
compare filtered signals with an unfiltered reference, and,
for each center frequency, find values of Q for which the
all-pass section has an audible effect on a signal. We also
decided to study both the phenomenon of ringing and the
phenomenon of lateral shift.

1 METHOD

By means of headphones, listeners were presented with
two consecutive signals separated by an interval of 1 s.
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The first signal was unfiltered, whereas the second signal
was filtered with a second-order all-pass section, either in
both sides or in only one side. When only one side was
filtered, the other side still carried the unfiltered signal.
The all-pass section had a given center frequency, and the
task of the listener was to adjust the Q until the difference
between the signals was just audible.

1.1 Conditions and Stimuli
As reported in previous studies and confirmed by infor-

mal listening tests, the ringing that occurs at high Q is
most audible with short signals. Therefore a single im-
pulse at the sampling frequency of 48 kHz was chosen
as stimulus. For a given center frequency the lowest Q
that produced an audible effect was determined. Such
thresholds of ringing were found for all-pass sections
with center frequencies at 1, 2, 4, 8, and 12 kHz. All-pass
filters were inserted in either one or both sides. At 1 kHz
and 2 kHz, however, filters in only one side were omitted,
since pilot experiments revealed that the presence of the
all-pass section was always audible for center frequencies
below about 2 kHz—if not due to ringing then due to
lateralization.

Pilot tests showed that the lateralization that occurs with
all-pass sections in only one side is especially pronounced
with low values of Q. Therefore, for a given center fre-
quency the highest Q that produced an audible lateral shift
was determined. Such thresholds of lateralization were
found for all-pass sections with center frequencies of 1, 2,
4, 8, and 12 kHz. The stimulus for these tests was a pink-
noise signal (700 ms long, with 50-ms raised-cosine
ramps). Pilot experiments had shown that the lateralization
is relatively independent of the signal, and pink noise was
chosen because it effectively masks the ringing of the
all-pass section. Therefore all-pass sections with center
frequencies at 1 and 2 kHz could be included in the lat-
eralization experiment without risk of being detected due
to ringing.

Stimuli were presented through headphones (Beyerdy-
namic DT 990 PRO) that were equalized for their mini-
mum-phase response measured at the blocked ear canal
entrance of humans (mean of 13 subjects). In all cases both
noninverted and inverted all-pass sections were used.
Table 1 gives an overview of stimuli and conditions.

1.2 Discrete-Time Implementation of
All-Pass Sections

All processing was done on digital signals with a sam-
pling frequency of 48 kHz. Since the all-pass sections

were implemented as digital filters, a discrete-time equiva-
lent of the analog transfer function in Eq. (5) was required.
This was done by determining the roots of the polynomials
in the numerator and denominator of the analog transfer
function and mapping these from the s plane to the z plane
by means of the matched-z transform, z � exp(sT), where
T is the sampling period. These poles and zeros were then
used to construct the polynomials that describe the dis-
crete-time transfer function,

H�z�ap2 =
�z − z0��z − z0*�

�z − 1�z0��z − 1�z0*�

1

z0 � z0*
. (13)

Filters were implemented as FIR filters, using impulse
responses of H(z)ap2 with such long duration that the im-
pulse had effectively died out (varies with f0 and Q).

1.3 Listening Test Procedure
The psychometric method was the method of adjust-

ment. For a given center frequency and condition, the
listener adjusted the Q by selecting one of the points on a
12-point scale drawn on an electronic tablet interfaced to
a computer that played the preprocessed sound files. The
steps were logarithmic (each factor of 1.29), and the scale
always spanned 1.2 decades (a factor of 16). The Q at the
top of the scale was generally above the threshold,
whereas that at the bottom was below. The appropriate
ranges of Q were determined during pilot tests. Each time
a point on the scale was pressed, a stimulus pair (unfiltered
and filtered) was played, and the subjects could listen to as
many pairs as they wanted to encircle the threshold. When
they had found the threshold, an OK button on the tablet
was pressed, and a new adjustment was initiated at another
center frequency and/or condition.

The eight listeners (four male and four female) had
normal hearing according to an audiometric test and had
not participated in similar experiments before. The listen-
ers were seated at a table in a sound insulated room, while
the computer and other equipment were placed in an ad-
jacent control room. Before the start of the experiment, the
listener was familiarized with the task of determining the
threshold, but no training took place. Each listener partici-
pated in three sessions, each with two sound conditions
(A+B, C+D, and E+F in Table 1). All combinations of
sound condition and center frequency were presented
twice, and within a session (that is, from two sound con-
ditions) they were randomized individually for every lis-
tener. There were no restrictions in time for carrying out
the adjustments, and a session typically lasted 10–12 min.

Table 1. Conditions used in listening experiments.

Condition Type of Threshold Center Frequencies All-Pass Section Transfer Function Signal

A Ringing 1,2,4,8,12 kHz Both sides Noninverted Impulse
B Ringing 1,2,4,8,12 kHz Both sides Inverted Impulse
C Ringing 4,8,12 kHz One side Noninverted Impulse
D Ringing 4,8,12 kHz One side Inverted Impulse
E Lateralization 1,2,4,8,12 kHz One side Noninverted Pink noise
F Lateralization 1,2,4,8,12 kHz One side Inverted Pink noise
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2 RESULTS

For each of the six conditions described in Table 1, and
for each center frequency, means and standard deviations
of the thresholds were calculated. Since the original scale
of adjustment was logarithmic, and the data seem normally
distributed on a logarithmic scale, both were determined
logarithmically, that is, from log Q.

2.1 Thresholds of Ringing
The thresholds of ringing are given in Fig. 4. It is seen

that data lie nearly perfectly on straight lines for all con-
ditions. The slope of all indicated lines is 1 (note the
different scales of abscissa and ordinate). In the logarith-
mic plane this means that Q/f0 is constant, which again
means that the time constant � of the exponential decay of
the ringing is constant [see Eq. (10)]. Then the peak group
delay is also constant [Eq. (7)]. This means that the thresh-
olds of ringing can be described by a single value inde-
pendent of frequency, either of the decay time constant or
of the peak group delay.

For the noninverted all-pass sections (left frames, con-
ditions A and C) the indicated straight-line approximations
correspond to a decay time constant of 0.8 ms, or a peak
group delay of 1.6 ms. For the inverted all-pass sections
(right frames, conditions B and D) the lines correspond to
a decay time constant of 0.6 ms, or a peak group delay of
1.2 ms. Differences between data for inverted and nonin-
verted all-pass sections are statistically significant (analy-
ses of variance, significance levels of 0.003 for compari-
son A–B and 0.025 for comparison C–D). There is no

statistically significant difference whether the all-pass sec-
tion is present in one or both sides.

2.2 Thresholds of Lateralization
The thresholds of lateralization for the two conditions E

and F are given in Fig. 5. Data points can be well approxi-
mated by lines with a slope of −1. In the logarithmic plane
this means that Q � f0 is constant, which means that the
low-frequency phase and group delays are constant [Eq.
(6)]. Thus the thresholds of lateralization can be described
by a single value for the low-frequency phase and group
delays independent of center frequency. The straight-line
approximations that are included in the two frames corre-
spond to low-frequency phase and group delays of 35 �s.
There is no statistically significant difference between the
results for inverted and noninverted all-pass sections but,
of course, the lateral shift goes in either direction.

Although the low-frequency phase and group delays are
essentially the same for the different points, the frequency
range, for which the “low-frequency” phase and group
delays apply, varies a lot. The upper limit varies from just
below 1 kHz to roughly 10 kHz.

3 DISCUSSION

The results of the present investigation were obtained
with untrained listeners and using a simple method of
adjustment to obtain the thresholds. As pointed out in the
literature (see [37]), training may improve the subjects’
ability to detect the all-pass phase significantly. Also the
choice of psychometric method may influence the results.

Fig. 4. Thresholds of ringing for second-order all-pass sections for four conditions A–D. Means and standard deviations of Q are given
as a function of frequency (calculated from log Q). Approximations are proposed by straight lines with slopes of 1. (a) All-pass section
in both sides. (b) All-pass section in one side.
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For the ringing, the audibility depends much on the test
signal, and the impulse stimulus was selected as especially
revealing. Sound signals that are highly impulsive do oc-
cur in real life, such as from percussion, and the thresholds
may apply also to such critical real-life signals. However,
for most real-life signals the ringing is likely to be masked
by the signal itself, and it is expected to be inaudible, even
with Q values that are higher than the thresholds found.
Room reflections may also mask the ringing and impair
detection, whether they stem from the recorded stimulus or
from playback in a room. Some authors have reported that
it is more difficult to detect all-pass phase with loud-
speaker reproduction than with headphone reproduction
[37], [38], [43]. Since no difference was found regardless
of whether the all-pass section is inserted in one or both
sides, the audibility of the ringing is the same, whether it
occurs in both ears or in one ear with the unfiltered signal
in the other ear. This suggests that the detection takes
place in connection with the individual ear and not as part
of binaural processing. It was seen that the effects are
slightly more audible with inverted all-pass sections than
with noninverted all-pass sections. In general, backward
masking is considered less effective than forward masking
[45, ch. 3], and this may explain why the ringing is more
audible when it arrives before the click than after the click.

The lateralization effect of an all-pass section inserted
in one side depends only little on the signal, and the
thresholds obtained with a pink-noise signal will also ap-
ply to everyday signals such as speech and music. It could
be hypothesized that if the stimulus is restricted to a nar-
row frequency band around the center frequency, it would
be the value of the group delay in that region, that is, close
to the peak group delay, and not the low-frequency phase
or group delay, which determines whether a lateral shift
occurs. This was not explored further, and even if the
hypothesis holds, it would only apply to very special sig-
nals, and the practical significance may be limited.

In the experiments the reproduction level was simply
taken as a pleasant listening level, and means were not
taken for an accurate control of this. Since the thresholds
of ringing are determined by the joint presence of the
impulse and the decaying sinusoid, they are not absolute
thresholds for the decaying sinusoid. An influence from
the reproduction level is most likely moderate but cannot

be excluded. A phenomenon related to the absolute thresh-
old of the sinusoid was observed in pilot experiments,
where it was found that when Q was raised to very high
values (above those used in the main experiment), the
presence of the all-pass section became inaudible again.
This can be explained by the fact that at very high Q the
ringing becomes infinitely long while the amplitude be-
comes zero. Similar observations were made by Patterson
and Green [34].

Only second-order all-pass sections were used in the
experiments. This is not really a limitation, since a second-
order section turns into two first-order sections when Q
gets below 1⁄2. Such low values did occur in the stimuli if
the adjustment procedure led to such values. However, all
mean thresholds turned out to be above 1⁄2, and only two
were close (thresholds of lateralization at 12 kHz).

3.1 Comparison with Previous Studies
Two earlier investigations found thresholds for ringing

of single all-pass sections using an unfiltered reference
[14], [37]. A comparison with their data is given in Fig. 6.
A good agreement between investigations is seen. At fre-
quencies where the studies overlap, data for Q are with-
in a factor of 1.5 at the highest. It seems fair to conclude
that the minimum audible Q is proportional to the center
frequency in a range from 1 to 2 kHz and up, while it
most likely levels out around a value of 2 to 3 below this
range.

Fig. 5. Thresholds of lateralization for second-order all-pass sections (in one side) for two conditions E and F. Means and standard
deviations of Q are given as a function of frequency (calculated from log Q). Approximations are proposed by straight lines with slopes
of −1.

Fig. 6. Thresholds of ringing for second-order all-pass sections.
Data by Jensen and Møller [14], Blauert and Laws [37] (mean of
monotic and diotic presentation), and present study (noninverted,
mean of data for one- and two-sided all-pass sections).
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As mentioned in Section 2.1, the high-frequency thresh-
old corresponds to a decay time constant that is indepen-
dent of frequency. If duration of the ringing is defined as
the time it takes the sinusoid to decay a certain amount, the
high-frequency threshold also corresponds to a fixed du-
ration, independent of frequency. As an example and with
� ≈ 0.8 ms inserted, it takes 4.6 � ≈ 3.7 ms to decay to 1%
of the initial value (40 dB). The constant value of Q below
1 kHz means that, for this frequency range, the number of
cycles N� within the time constant is fixed [Eq. (11)],
which also means that there is a fixed number of cycles
within the duration of the ringing. As a parallel example
and with Q ≈ 2 inserted, there are (Q/�) 4.6 ≈ 2.9 cycles
within a decay to 1%. Thus the joint threshold below and
above 1 kHz can be interpreted so that, in order to be
audible, the ringing must have a certain duration (high
frequencies) and contain a certain number of cycles (low
frequencies). This interpretation was also proposed by
Møller and Jensen [14].

Some researchers used all-pass transfer functions, not
with the aim of studying specific all-pass configurations,
but as a means to producing group delay [34], [36], [41],
[43]. To obtain a certain amount of group delay, they
cascaded several second-order sections rather than in-
creasing the Q of a single section. Although then the data
are not directly comparable, it is possible to compare the
peak group delays across the different configurations. A
comparison with the two investigations that used an un-
filtered reference [41], [43] is shown in Fig. 7.

Fig. 7 also shows a good agreement between investiga-
tions with peak group delays of 1–2 ms for the frequency
range above 1 kHz. In particular, data from the two inves-
tigations that used multiple all-pass sections do not seem
to deviate from those of the others [41], [43]. It is thus
tempting to conclude that the audibility is determined in
general by the peak group delay. On the other hand this
may simplify matters too much. As an example, Fig. 8
shows impulse responses of two transfer functions with
the same peak group delay obtained in two different ways.
In Fig. 8(a) a single second-order all-pass section with a
high Q is used, whereas four second-order sections with a

lower Q are used in Fig. 8(b). It is reasonable to believe
that the higher level of late ringing in Fig. 8(b) is more
audible. The difference can be explained by the difference
in group-delay bandwidth; the low-Q sections of Fig. 8(b)
have a wider bandwidth, and hence they leave more en-
ergy to be exposed to the peak group delay. It is proposed
that not only the peak group delay is of importance for the
audibility, and further studies are needed.

The ringing from an all-pass section occurs separated in
time from the main impulse by an amount that is related to
the decay time constant, and thus the peak group delay. It
is interesting to note that the results for minimum detect-
able peak group delay in all-pass sections correspond well
with values for the temporal resolution or temporal acuity
of our hearing, obtained with a variety of methods. Moore
gave a review [45, ch. 4] that showed values generally on
the order of 2–3 ms, and in certain situations down to
below 1 ms. Zwicker and Fastl [46, p. 262] gave a value
of 2 ms for the temporal resolution of our hearing.

As mentioned in the Introduction, the lateralization ef-
fect of all-pass sections has not been covered in the litera-
ture. Since the effect seems closely connected to the low-
frequency phase and group delays, it would be natural to
compare the threshold for these with detection thresholds
for an interaural time delay (ITD). For a variety of stimuli
Klump and Eady [47] found values in the range of 9–75
�s, with the highest values for either pure tones at low
frequencies, noise bands above 1 kHz, or very brief
stimuli. For 100-�s clicks Hall [48] found thresholds in
the range of 20–50 �s with large individual differences.
Yost et al. [49] found thresholds in the 20–50-�s range for
a 1-ms pulse. Thresholds increased significantly if fre-
quencies below 1500 Hz were removed by high-pass fil-

Fig. 8. Impulse responses of two all-pass transfer functions with
same peak group delay of 4 ms. f0 � 3000 Hz. (a) Single second-
order all-pass section; Q � 19. (b) Four cascaded second-order
all-pass sections, Q � 4.75.

Fig. 7. Thresholds of ringing for various configurations of single
and multiple all-pass sections. Data by Jensen and Møller [14],
Blauert and Laws [37] (mean of monotic and diotic), Deer et al.
[41] (diotic), Flanagan et al. [43] (mean of monotic and diotic),
and present study (noninverted, mean of data for one- and two-
sided all-pass sections).
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tering of the pulse. Hafter and De Maio [50] measured ITD
thresholds for band-pass-filtered clicks. Thresholds were
in the range of 15–40 �s for 100-Hz to 2-kHz filtered
clicks, somewhat higher for clicks filtered to the 1–2-kHz
or 3–4-kHz ranges. Zwicker and Fastl [46, sec. 15.1] re-
ported that the just noticeable interaural delay had been
measured from 30 to 200 �s. Klinke [51, p. 210] gave a
value of 30 �s, or half of this under optimal conditions.

It is also interesting to compare the thresholds of the
low-frequency phase and group delays with current
knowledge of detection thresholds in localization. For
frontal directions it is believed that the main cue for de-
tecting a small azimuth angular difference is the ITD. For
these directions, Blauert [52, sec. 2.1] gives values for the
localization blur that are generally in the range of 1–4°.
These angles correspond to ITDs of roughly 10–30 �s.
The results of the current study are therefore in fair agree-
ment with our knowledge of detection thresholds for ITD
as well as of localization blur in front. In general it is inter-
esting that our hearing seems to compare the signals from
the two ears with a time resolution of around 35 �s, which
is roughly 50 times better than the temporal resolution of
the analysis carried out by the individual ear (1–2 ms).

Now having the data supported by observations from the
literature, Fig. 9 gives a summary of the results, including an
extension toward lower frequencies based on literature data.

3.2 Effect of Minimum-Phase Component
The thresholds found apply to transfer functions that are

purely all-pass and thus have a flat magnitude. Such a
situation occurs in practice, for example, if only the mini-
mum-phase component of a transfer function that also in-
cludes all-pass phase is equalized. The transfer function
after equalization will then be purely all-pass.

If the all-pass component is accompanied by a mini-
mum-phase component, it may change the signal consid-
erably. Since the ringing thresholds depend much on the
signal, it is, therefore, difficult to predict in general what
effect a minimum-phase component will have on the au-
dibility of ringing. Some consideration can be given, how-
ever, to the specific and common situation where a transfer

function has zeros in the right half of the complex s plane
without corresponding poles in the left half-plane. Despite
the “missing” poles, such zeros also represent all-pass sec-
tions. The all-pass sections can be identified by adding, for
every zero in the right half-plane, a pole and a zero at the
mirror-image position in the left half-plane. This does not
change the transfer function, but the all-pass component
can then be identified by combining the added poles in the
left half-plane with the original zeros in the right half-plane.

The added zeros in the left half-plane belong to the
minimum-phase component, and they give rise to a dip in
the magnitude. The dip is at the frequency where a pos-
sibly audible ringing occurs, and consequently the ampli-
tude of the ringing is reduced. As Q gets higher, the added
zeros come closer to the imaginary axis, and the dip in the
magnitude becomes deeper. As a result the more obvious
and audible the ringing of the pure all-pass section is, the
more it is reduced in amplitude by the minimum-phase
part. Unpublished inspections of HRTFs from 40 subjects
(from [53]) show that zeros in the right half-plane without
corresponding poles in the left half-plane are a common
phenomenon in HRTFs, and informal listening tests sug-
gest that they do not give rise to audible ringing.

The lateral shift by an all-pass section introduced in one
side is nearly independent of the signal. Therefore it is
reasonable to assume that the minimum-phase part of a
transfer function will not affect the audibility.

3.3 Multiple All-Pass Sections
It is not straightforward to extend the thresholds for

ringing to cases with multiple all-pass sections. If the cen-
ter frequencies differ, ringing may occur at more frequen-
cies at the same time, and in case of more all-pass sections
at the same frequency, other decay patterns than exponen-
tial decay will be seen. Since, in general, the threshold
seems closely related to the peak group delay, it is tempt-
ing to propose that the audibility can be evaluated from the
peak group delay of the total all-pass component. This is
to some extent supported by the similarity of peak-group-
delay thresholds for multiple and single all-pass sections at
the same center frequency (Fig. 7). On the other hand,
other factors may also play a role (such as the group-delay
bandwidth, as demonstrated in Fig. 8), and more investi-
gations are needed to clarify this.

Transfer functions with very high numbers of all-pass
sections exist in the transmission of sound in rooms. This
was studied by Johansen and Rubak [54] among others,
who divided room impulse responses (including a loud-
speaker) into their minimum and excess-phase compo-
nents. Both components turned out to have impulse re-
sponses with durations on the same order of magnitude as
the reverberation time. The excess phase was not split into
linear phase and all-pass phase components, but since no
prominent initial delay was seen in the impulse responses,
it can be concluded that the excess phase was mainly
all-pass. For a room with a reverberation time of 0.6 s, the
excess phase amounted to nearly 1000 rad at 10 kHz,
which means that there were more than 300 pole–zero
pairs in the transfer function (each pair gives up to � rad).

Fig. 9. Summary of thresholds. Ringing thresholds for nonin-
verted all-pass sections. Literature data added below 1 kHz (- - -).

PAPERS AUDIBLE EFFECTS OF ALL-PASS PHASE

J. Audio Eng. Soc., Vol. 55, No. 3, 2007 March 125



Listening tests indicated that the presence of the excess
phase was audible with normal music signals. The authors
did not show the group delay of the transfer function, and
it remains to be investigated whether the peak group delay
is a useful measure of audibility also with such a high
number of (probably overlapping) all-pass sections.

The lateralization seems to be connected to the fact that
all-pass sections work essentially as a delay at low fre-
quencies. This suggests that such low-frequency delays of
more all-pass sections in a transfer function can simply be
added to get their joint effect. This means that a possible
lateralization effect should be evaluated from the low-
frequency phase or group delays of the total transfer func-
tion, for example, as found by �p(�)all-pass or �g(�)all-pass,
� → 0. It is further reasonable to believe that if there
are also all-pass sections on the opposite side, the delays
of these should be subtracted to get the effective inter-
aural delay. If this value exceeds the threshold of roughly
35 �s, the joint effects of all-pass sections in both sides
will be audible. It is important to keep in mind, though,
that the results of the current experiment were obtained
with second-order all-pass sections with center frequen-
cies at 1 kHz and above. For center frequencies below 1
kHz this cannot be assumed valid, since the frequency
range where the all-pass section acts as a delay is then
reduced.

4 CONCLUSIONS

The aim of this work was to study the effects of all-pass
components in transfer functions, and to determine under
which circumstances the effects are audible. The work was
carried out with the purpose of giving a background for
evaluating the all-pass phase in binaural synthesis and
playback, but the results may also be useful for other
purposes and applications.

All-pass sections give rise to an exponentially decaying
sinusoid, which may be perceived as ringing or “pitchi-
ness.” The higher Q is, the longer is the decay, and the
more audible is the ringing. It was found that the audibility
of the ringing depends strongly on the signal. For the most
sensitive signal, an impulse, thresholds for Q correspond
to a decay time constant of the ringing around 0.8 ms for
center frequencies in the range of 1–12 kHz. The peak
group delay of an all-pass filter is twice the decay time
constant. Therefore the threshold may also be given in
terms of a peak group delay of 1.6 ms. The audibility is the
same, whether the all-pass section is inserted in both sides
or in only one side, which suggests that the ringing is
detected in the individual ear and not as part of a binaural
processing. The thresholds are slightly lower for inverted
all-pass sections, which seems natural, since backward
masking is usually less effective than forward masking.
The thresholds found for the ringing correspond well with
the few data that exist in the literature for the same con-
ditions. In addition, the peak group delay at threshold cor-
responds well with existing knowledge of the temporal
resolution of our hearing. For frequencies below 1 kHz,
the data are well complemented by literature data, which

suggest that the threshold is given by a constant Q of
around 2 to 3.

The experiments were carried out with an artificial sig-
nal, an impulse, but sound signals that are highly impul-
sive do occur in real life, such as from percussion, and the
thresholds may also apply to such critical real-life signals.
However, for most real-life signals the ringing is more
likely to be masked by the signal itself, and it is expected
to be inaudible, even if Q is higher than the thresholds
found. Reverberation in the recording or during loud-
speaker playback may also impair detection.

The thresholds were obtained with isolated all-pass sec-
tions, and they may not apply to transfer functions where
the all-pass phase is accompanied by a minimum-phase
component. As an example, if an all-pass component
stems from zeros in the right half of the complex s plane
that do not have corresponding poles in the left half-plane,
the magnitude of the transfer function has a local dip at the
center frequency. Consequently the amplitude of the ring-
ing is significantly reduced, and the thresholds do not apply.

If an all-pass section is applied in the signal path to only
one ear, it may give rise to a lateral shift of the auditory
image. The lateralization seems related to the fact that, at
low frequencies, the all-pass section acts as a delay, that is,
its phase and group delays are approximately constant and
have the same value. The lower Q is, the longer is the
delay, and the more audible is the lateralization. The effect
is nearly the same for different broad-band signals. For
center frequencies in the range of 1–12 kHz thresholds for
Q correspond to low-frequency phase and group delays of
approximately 35 �s, independent of the center frequency.
The literature does not offer data for the same conditions,
but the value agrees well with literature data on minimum
audible interaural delay. The result also agrees with our
knowledge about the localization blur for frontal sound
sources in the horizontal plane, for which the interaural time
difference is believed to be the main cue for discrimination.

In the experiments only one all-pass section was intro-
duced at a time. Real-life transfer functions may include
more than one all-pass section. For the ringing it is uncer-
tain what the joint effect of several all-pass sections will
be. The total peak group delay seems to play an important
role, possibly together with the group-delay bandwidth,
but more studies are needed. For the lateralization it seems
reasonable to conclude that the joint effect of several all-
pass sections can be evaluated from the difference be-
tween the two sides of the total low-frequency phase or
group delays.
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APPENDIX 1
ON PHASE AND DELAY

The phase shift of a transfer function is sometimes in-
terpreted as being equivalent to a shift in time of a signal.
Depending on the signal and the course of the phase along
frequency, this time shift can materialize in different ways,
and it is important to distinguish between these. Specifi-
cally, the concepts of delay, phase delay, and group delay
are reviewed in this appendix.

A1.1 Delay
If the output of a system is identical to the input, except

that it occurs later, the system performs a delay. The trans-
fer function of a delay is

H�s� = e−s�d (14)

where �d is the delay. For a given frequency �, s � j�,
and the phase is

���� = −��d. (15)

It is seen that the phase is a linear function of �. There-
fore the term “linear phase” is often used to characterize
the transfer function of a delay. Note, however, that the
phase of a delay is not only linear; it is zero at a frequency
of zero. There are transfer functions where the phase is
linear but not 0° at 0 Hz; for example, the phase of a
polarity inversion is a straight line at −180°, and this is
clearly not equivalent to a delay.

A1.2 Phase Delay
Consider a sinusoid with frequency �,

ein�t� = B sin��t�. (16)

If this signal is sent through a system with a transfer func-
tion with magnitude A(�) and phase �(�), the output is
given by

eout�t� = A���B sin��t + �����. (17)
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If

����� =
����

�
(18)

Eq. (17) can be rewritten as

eout�t� = A���B sin���t + �������. (19)

This shows that the phase shift is equivalent to a shift in
time given by Eq. (18). ��(�) can take both positive and
negative values, where a positive value indicates an in-
crease in the argument of the sinusoidal function. A posi-
tive value thus means that a particular point in the signal
is reached earlier, implying that the output is ahead of the
input. In real life, however, the output always comes at the
same time as, or later than the input. Therefore the time
shift is rather considered as a delay equal to the negative
of ��(�),

�p��� = −����� = −
����

�
. (20)

The term �p(�) is referred to as the phase delay of the
transfer function. Note that it describes the time shift to
which each individual frequency is subjected, and it
should not be interpreted as a delay of the signal as a
whole.

A1.3 Group Delay
The term group delay has its origin in high-frequency

radio transmission. Here an information signal is used to
modulate, for example, the amplitude of a carrier signal
that has a much higher frequency. The modulated signal
has only frequency components in a narrow region around
the carrier frequency. In such a narrow frequency band the
magnitude of most transfer functions is nearly constant,
and the phase can be approximated by a straight line.
When the modulated signal is sent through the system, its
envelope is shifted in time by an amount that is referred to
as the group delay.

The value of the group delay can be determined by
considering the ideal case of two sinusoidal signals of
equal amplitude B and frequencies �1 and �2 that are close
to each other. If the two tones are in phase at t � 0,

ein�t� = B sin��1t� + B sin��2t�. (21)

This can be rewritten as

ein�t� = 2B cos��it� sin��ct� (22)

where �i � (�1 − �2)/2 and �c � (�1 + �2)/2. In high-
frequency radio transmission this is considered as a high-
frequency carrier signal with frequency �c that is ampli-
tude modulated with a low-frequency information signal
with a frequency �i. The amplitude modulation given by
2B cos(�it) determines the envelope of the carrier signal.

Now consider the signal given in Eq. (21) being sent
through a system that has a transfer function with magni-
tude A and phase �(�1) and �(�2) at the frequencies �1

and �2, respectively. Then the output of the system can be
calculated as

eout = AB sin��1t + ���1�� + AB sin��2t + ���2��

= 2AB cos��1 − �2

2
t +

���1� − ���2�

2 �
× sin��1 + �2

2
t +

���1� + ���2�

2 �
= 2AB cos��i�t +

���1� − ���2�

�1 − �2
��

× sin��c�t +
���1� + ���2�

�1 + �2
��. (23)

Notice that the mathematical form of the output is the
same as that of the input [Eq. (22)], but that the envelope
is now given by

2AB cos��i�t +
���1� − ���2�

�1 − �2
��. (24)

Thus the envelope has shifted in time by an amount equal to

�� =
���1� − ���2�

�1 − �2
. (25)

Since a positive value of this indicates that the output is
earlier than the input (as was the case with ��), it is pref-
erable to consider the time shift as a delay equal to the
negative of ��. Furthermore it is seen that �� goes toward
the derivative of the phase with respect to the frequency in
the limit where the two frequencies �1 and �2 approach
each other. The group delay at any frequency � is there-
fore defined as

�g��� = −
�����

��
. (26)

This definition can be used with any transfer function
and is not restricted to high-frequency transmission. How-
ever, it should be noted that the interpretation of group
delay as a delay only applies to the envelope of signals
with frequency content in a narrow frequency band. As
with the phase delay, the group delay should not be con-
sidered as a delay of the signal as a whole.

Other terms that are sometimes used for the group delay
are envelope delay and energy delay. In addition, the term
signal delay has been observed in the literature. While the
first two alternatives are rational, the latter might seem
misleading.

It follows from applying Eqs. (20) and (26) to Eq. (15)
that the phase and group delays of a delay are independent
of frequency and have the same value equal to the value of
the delay, that is, �p � �g � �d.

It should be noted that while the phase and group delays
of a transfer function can vary with frequency, there is
only one single value of a delay. Therefore it is not correct
to say that a signal has been exposed to a frequency-
dependent delay, but fine to speak of frequency-dependent
phase and group delays.
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A1.4 Examples
In order to illustrate some of the concepts discussed in

Sections A1.1 to A1.3, some small examples are pre-
sented, where different signals are transmitted through a
system. The phase, phase delay, and group delay of the
system’s transfer function are shown in Fig. 2. (These data
belong to a certain second-order all-pass section. At this
stage this is not important, and it is possible to follow the
examples by only referring to the figure. A detailed de-
scription of second-order all-pass sections and their prop-
erties follows in Appendix 2.)

In Fig 2(a) it is seen that the phase changes from 0 to
−2� as the frequency increases from zero to above 20 kHz.
Although it is not clearly seen with the logarithmic fre-
quency scale of the figure, the phase is an approximately
linear function of frequency at low frequencies (up to
about 1–2 kHz). The phase goes through zero at a fre-
quency of zero. In Fig. 2(b) it is seen that the phase delay
is nearly constant at low frequencies. It has a maximum
around 5 kHz. The group delay shown in Fig. 2(c) is also
constant at low frequencies. It has a more pronounced
maximum around 4 kHz. Furthermore it can be seen that
at low frequencies the values of the phase delay and the
group delay are virtually the same.

Now consider three different signals to be transmitted
through the system. Signal A is a pure tone with a fre-
quency of 1 kHz, weighted by a Hanning window (see, for
example, [1]). Signal B also consists of a pure tone
weighted by a Hanning window, but the frequency of the
tone is 4 kHz. Signal C is the sum of signals A and B. Fig.
10 shows these three input signals (grey lines) as well as
their corresponding output signals (black lines).

In Fig. 10(a) it is seen that for signal A the input and
output signals are practically identical, but the output is
slightly later than the input. A zoom at the signals will
reveal that the delay is around 45 �s. Signal A has its
frequency content in a narrow band centered around 1
kHz, thus the whole signal lies in the frequency range
where the phase is linear and goes through zero at a fre-
quency of zero. Consequently, to this signal the transfer
function acts like a delay. In Fig. 2(b) and (c) it is seen that
both the phase delay and the group delay have values of
about 45 �s.

For signal B [Fig. 10(b)] the envelope of the signal has
been delayed by slightly more than 300 �s. The frequency
content of this signal is confined to a narrow range around
4 kHz, and as described in Section A1.3, such signals will
have their envelope delayed by the group delay. As seen in
Fig. 2(c), the group delay at 4 kHz is just 320 �s. From
Fig. 2(a) it is seen that the phase at 4 kHz is equal to −�,
which implies that the signal component at this frequency
should be exactly out of phase. This is also seen to be the
case in Fig. 10(b). It can also be expressed as a 125-�s delay
of the carrier, corresponding to the phase delay at 4 kHz.

For signal C, shown in Fig. 10(c), the input and output
differ a lot, and it is not possible to identify the output as
a delayed version of the input. This is often explained by
saying that the different frequency components have been

subjected to different delays, or that the signal has been
subjected to a frequency-dependent delay. As mentioned,
it would be more correct to say that the different frequency
components have been subjected to different phase delays
and group delays.

APPENDIX 2
ALL-PASS SECTIONS

As is understood from Eq. (1), the all-pass component
carries the phase information, which neither is connected
to the magnitude of the transfer function, nor is a simple
delay. The all-pass component can be divided into first-
and second-order sections. In the complex s plane, all-pass
sections have zeros in the right half-plane and poles at
corresponding mirror-image positions in the left half-
plane. In the complex z plane all-pass sections have zeros
outside the unit circle and poles at the reciprocal positions
inside the unit circle. It is the mirror-image positions, or
the reciprocal positions, that guarantee the flat magnitude.
For first-order sections, poles and zeros are on the real

Fig. 10. Examples of three signals filtered by transfer function of
Fig. 2. Original signals are shown in gray, those after filtering in
black. (a) Signal A; fc � 1 kHz. (b) Signal B; fc � 4 kHz. (c)
Signal C; signal A + signal B.
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axis, while for second-order sections poles and zeros appear
in complex conjugate pairs. Examples are given in Fig. 1.

A2.1 First-Order All-Pass Section
A first-order all-pass section is represented in the s

plane by a single zero on the positive real axis and a pole
at the same position on the negative real axis.

The transfer function can be written as (see [55])

H�s�ap1 =
�0 − s

�0 + s
. (27)

A2.1.1 Phase, Phase Delay, and Group Delay
The phase is found to be given by

����ap1 = −2 tan−1� �

�0
�. (28)

This function is zero at a frequency of zero, and as the
frequency increases, it changes monotonically from zero
to −�.

By using the definition of phase delay [Eq. (20)], this is
seen to be given by

�p���ap1 =
2 tan−1����0�

�
. (29)

From the definition of group delay [Eq. (26)] this is found as

�g���ap1 =
2��0

1 + ����0�
2 . (30)

A2.1.2 Impulse Response
The transfer function given in Eq. (27) can be rewritten as

H�s�ap1 = −1 +
2�0

s + �0
. (31)

From this equation the impulse response can be deter-
mined by means of the inverse Laplace transform,

h�t�ap1 = −��t� + 2�0e
−�0t. (32)

It is seen that the impulse response of a first-order all-pass
section consists of an impulse (delta function) and an ex-
ponential decay. The time constant in the decay is 1/�0.

A2.2 Second-Order All-Pass Section
In the s plane a second-order all-pass section is repre-

sented by a complex conjugated pair of zeros with positive
real parts and poles with the same values but with negative
real parts.

The transfer function is given by (see [55])

H�s�ap2 =
s2 − ��0�Q� s + �0

2

s2 + ��0�Q� s + �0
2 (33)

where Q is the quality factor, or Q factor, and �0 (or f0 �
�0 /2�) the center frequency.

A2.2.1 Phase, Phase Delay, and Group Delay
The phase is given by

����ap2 = −2 tan−1� ���0

Q�1 − ����0�
2�
�. (34)

Like for a first-order all-pass section the phase is zero at a
frequency of zero. As the frequency increases, the phase
changes monotonically to −2�. It passes −� at the center
frequency (f0 � �0/2�). An example of the phase of a
second-order all-pass section is seen in Fig. 2(a).

Using its definition [Eq. (20)], the phase delay can be
found as

�p���ap2 =

2 tan−1� ���0

Q�1 − ����0�
2�
�

�
. (35)

The group delay is found as [using its definition in Eq. (26)]

�g���ap2 =
2

�0Q
� 1 + ����0�

2

�1 − ����0�
2�2 + ����0Q�2� . (36)

Examples of phase delay and group delay of a second-
order all-pass section are given in Fig. 2(b) and (c). It is
seen from the figure that both phase and group delays have
peaks around the center frequency. As already noted in
Section A1.4 the phase and group delays are approxi-
mately constant at low frequencies, and they seem to have
about the same value. In fact, as seen in the following, they
approach the same mathematical term when the frequency
approaches zero.

For the phase delay the asymptotic value is found as
[using Eq. (35)]

�p���ap2
lim �→0

=

2� ���0

Q�1 − ����0�
2�
�

�
=

2

�0Q
, (37)

and the asymptotic value for the group delay is [using Eq. (36)]

�g���ap2
lim �→0

=
2

�0Q
. (38)

Since the phase and group delays approach the same value
and are nearly constant at low frequencies, the all-pass
section acts as a delay in this frequency region. The value
of the delay is given by any one of Eqs. (37) and (38).

It can be shown that if Q is high (Q2 k 1⁄4), the peak of
the group delay occurs at approximately the center fre-
quency. Thus the peak group delay can be found by evalu-
ating Eq. (36) at the center frequency, which gives

�g peak ≈ �g��0�ap2 =
4Q

�0
. (39)

The width of the frequency range around the center fre-
quency, where the group delay is more than half of its peak
value, can be defined as the group-delay bandwidth BWg.
It can be shown that for high Q, this is given by

BWg ≈
�0

Q
. (40)

In order to illustrate the influence of the variables �0 and
Q on the phase and group delays, examples of all-pass
sections with different combinations of low and high cen-
ter frequencies (3 and 10 kHz) and of low and high Q (1
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and 10) are shown in Fig. 11. It is seen that when Q is high
[Fig. 11(a) and (b)] the peak in the group delay is very
high. The peak in the phase delay is also high, although
this is less pronounced. The fact that the phase and group
delays are the same at low frequencies can be seen in all
frames. It is also seen that the low-frequency phase and
group delays are relatively large when Q is low [Fig. 11(c)
and (d)]. The phase and group delays are also larger at low
center frequencies [Fig. 11(a) and (c)] than at high center
frequencies [Fig. 11(b) and (d)]. These observations agree
with Eqs. (37), (38), and (39).

A2.2.2 Impulse Response
The impulse response of a second-order all-pass section

can be derived by rewriting Eq. (33) as

H�s�ap2 = 1 −
2�0

Q � s + 1��

�s + 1���2 + �1
2 −

1

�1�

�1

�s + 1���2 + �1
2�

(41)

where

�1 = �0�1 − � 1

2Q�2

(42)

and

� =
2Q

�0
. (43)

By means of the inverse Laplace transform, the impulse
response is found as

h�t�ap2 = ��t� −
2�0

Q
e−t���cos��1t� −

1

�1�
sin��1t��.

(44)

This can be rewritten as

h�t�ap2 = ��t� + Ae−t�� cos��1t + 	� (45)

where

A = −
2�0

Q

1

�1 − �1�2Q�2
(46)

and

	 = tan−1� 1

��2Q�2 − 1
�. (47)

From Eq. (45) it is seen that the impulse response consists
of a single impulse (delta function) and an exponentially
decaying sinusoid. The frequency �1 of the sinusoid is
given by Eq. (42), and the decay is controlled by the time
constant �, as given in Eq. (43). It is seen that at high Q
(Q2 k 1⁄4) the frequency of the decaying sinusoid is nearly
equal to the center frequency, and the number N� of cycles
within a time constant can be found as

N� ≈
Q

�
. (48)

Also at high Q the initial amplitude A of the decaying
sinusoid is given by

A ≈ −
2�0

Q
. (49)

Fig. 3 shows impulse responses for the four examples from
Fig. 11. In the high-Q examples [Fig. 3(a) and (b)] it is
seen that the impulse response “rings” after the initial
impulse. The ringing is not as obvious in the low-Q ex-
amples [Fig. 3(c) and (d)] since the decay is shorter and

Fig. 11. Examples of phase delay (- - -) and group delay (——) for second-order all-pass sections for selected center frequencies and
Q factors.
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takes place over just a few oscillations of the sinusoid. On
the other hand, the initial amplitude of the sinusoid is
higher for the low-Q examples than for the high-Q. The
lower Q is, the higher the amplitude and the shorter the
decay of the sinusoid.

A comparison between the left and right frames of Fig.
3 reveals that the initial amplitude of the sinusoid is higher
and the decay shorter with the high center frequencies than
with the low. All these observations are in agreement with

Eqs. (43) and (46) or (49). At very high Q values the
ringing will be very long [Eq. (43)], but its amplitude very
low [Eq. (49)]. Thus the impulse response approaches a
delta function.

A comparison of Eqs. (43) and (39) shows that for high
Q there is a simple relation between the time constant for
the decaying sinusoid and the peak group delay,

�g peak = 2�. (50)
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