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Abstract—Inspecting the quality of printed texts has its own
importance in many industrial applications. To do so, this paper
proposes a grading system which evaluates the performance of
the printing task using some quality measures for each character
and symbols. The purpose of these grading system is two-folded:
for costumers of the printing and verification system, the overall
grade used to verify if the text is of sufficient quality, while
for printer’s manufacturer, the detailed character/symbols grades
and quality measurements are used for the improvement and
optimization of the printing task. The proposed system has been
tested on images from a real industrial environment and the
obtained results are promising.

Index Terms—character recognition, quality assessment.

I. INTRODUCTION

For decades, symbols and labels have been printed onto all
sorts of items in order to provide information about the item.
However, in some industries the quality is of high importance,
as errors can have a vital influence, like in pharmaceutical
packages. If these pharmaceutical packages are labelled with
wrong or low quality symbols and text, it can have detrimental
outcomes. This highlights the important aspect of inspecting
the labels printed on pharmaceutical packages in order to
verify the quality of the label.

To deal with this problem, we have developed an optical
recognition (OCR) system that besides recognition of the
characters and symbols, provides a kind of grading for the
quality of the print of each symbol and character. The OCR
technology is seen as a solved issue as most OCR modules
are able to achieve above 99 % recognition rate for well
formatted isolated characters [14]. However, grading quality
of prints for each individual character can help improving
the printer configuration. This is exactly the purpose of this
paper to develop a system that can assess the quality of the
prints and provide grading score reflecting the performance
of the printers for each character.

The rest of this paper is structured as follows: Related work
is presented in Section II. The proposed text grading system
is presented in Section III. Experimental results are given in
Section IV. Finally, the paper is concluded in Section V.

II. RELATED WORK

The primary focus of a text grading system is recognition
of the printed text in order to verify whether the correct text
is printed. This section first provides related work within text
recognition, then, within grade labeling.

A survey by Q. Ye and D. Doermann [14], analyses the
field within text detection and recognition in imagery. A
common text detection and recognition system is composed
of multiple steps. Often, these steps are laid out as: acqui-
sition, preprocessing, localization, verification, segmentation,
and recognition. Image acquisition and preprocessing are the
basic steps of an image processing system used to acquire the
image and prepare it for the rest of the system. Localization
is used to localize the text in image. Known methods for
this are using Connected Component Analysis (CCA) methods
or sliding window classification to find text candidates, often
by determining regions as text or non-text. Different features
can be used for text localization such as color, gradients,
and texture. To find text with different characteristics, hybrid
feature can be used. Verification is used to verify localized
text region candidates as text or non-text. Methods for this can
be prior knowledge or feature based. Segmentation is used to
segment the text, which can be done on different levels, e.g.
using binarization which separates text pixels from background
pixels in order to create a binary text image. Another method
is text line segmentation, which segments each line of text.
An example of this is using a skeletonized image proposed
by Shivakumara et al. [10]. Character segmentation works
to segment isolated characters. A simple method is using
projection histogram. Another method is proposed by Nomura
et al. [8], which uses morphology operations. Roy et al. [9]
uses convex hull for character segmentation. Recogniton is
the step of recognizing the isolated character/text depending
on the level of recognition. Recognition of isolated characters
can be used by basic template matching to compare characters
with known reference samples. Another use is extracting
features and a classification method to find the best match.
Proposed features for character representation are among
many: Variations of projection histogram [3], border profile
[12][4], crossing [2][3], zooning [11][2], and gradients [11].
Classification of characters could, e.g. be done using a nearest
neighbor classifier or a trained SVM classifier [14].

Quality assessment is generally an important topic in image
processing [6], [7]. In the context of OCR, quality grading
is sometimes referred to as Optical Character Verification
(OCV). OCV is used to confirm the legibility of OCR results
[5] by measuring the print quality of characters using, e.g.
sharpness and contrast of character images. Grading is more
developed within other symbols such as barcodes and Data-
Matrix. Measurements of barcode and datamatrix print quality
are standardized by ISO and IEC. The ISO 15415 and ISO



15416 [13] have defined a standard measurement for barcodes
and DataMatrix. These quality scores are calculated based on
multiple parameters, like, symbol contrast, edge contrast, and
other defined parameters. Such standards, however, do still not
exist for character grading. This paper paves the way for such
a standard.

III. PROPOSED SYSTEM

The block diagram of the proposed system is shown in
Figure 1. The steps of the system are explained in the
following sub-sections.

Figure 1: The block diagram of the proposed system

A. Input image

The input image to the system is acquired by an industrial
printer that prints on small scales like visit cards or phar-
maceutical packages. Examples of such images are shown in
Figure 2.

(a) Figure B (b) Figure D

Figure 2: Examples of input images

B. Pre-processing

In order to prepare the image for the system, it is first
rescaled to a height of 100 pixels and a width calculated
based on the original aspect ratio. Furthermore, the image is
converted to grayscale and normalized to the range of 0-255.
At last, the image is filtered in order to remove noise, using a
7× 7 Gaussian filter. Figure 3 shows the result of the applied
pre-processing.

(a) Figure B (b) Figure D

Figure 3: Processed images.

C. Segmentation

The proposed system uses a character-based segmentation
by applying local thresholding to obtain a binary image with
text as foreground and non-text as background. Furthermore,
morphology operations for closing small holes and removing
small BLOBs are applied to remove noise and redundant
information. The result of this is seen in Figure 4

(a) (b)

Figure 4: Binary images.

The binary image is used to segment isolated characters by
calculating a vertical projection histogram. This is possible, as
the text is horizontally aligned. With the use of the projection
histogram, a splitting mask is generated in order to segment
isolated characters. The splitting mask is generated by finding
the centers between elements in the projection histogram.
Figure 5(a) shows the results of the projection histogram and
splitting mask generation of Figure 4(a). Figure 5(a) shows the
calculated projection histogram and the marked center between
elements. Figure 5(a) shows the generated mask. Each region
of the mask corresponds on a character of the processed image.

(a) (b)

Figure 5: Projection histogram (a) and splitting mask (b) of Figure
4(b).

The binary image is masked with the generated splitting
mask, and for each region the bounding boxes of all CCs
are found. This way it is possible to extract characters with
multiple CCs. From each region, an isolated character is
extracted. This is shown in Figure 6.

(a) (b)

Figure 6: Isolated characters.

D. Feature Extraction

The isolated character images and the reference characters
are normalized to be comparable. This is done by rescaling the
binary character images to a size of 64×64 pixels and keeping
the aspect ratio. The aspect ratio is kept by generating a black
image of 64× 64 pixels and rescale the character image to 64
pixels on the largest side and then placing it in the middle of
the generated black image. This provides the results as shown
in Figure 7.



(a) (b) (c) (d)

Figure 7: (a) and (c): Isolated characters ; (b) and (d) normalized
characters.

Features are extracted in order to represent the normalized
characters.This work proposes to use a combination of mul-
tiple features to represent characters. The used features are
border profile, region projection, and zooming.

1) Border Profile: Border Profile [11] describes the outer
contour of a character. The distance from bounding box to
the first foreground (Non-zero) pixel is used to describe the
character. The distance is calculated from four sides: two in
horizontal direction from right and left, and two in vertical
direction from top and bottom. The distance is found for each
pixel row in horizontal direction and for each pixel column in
vertical direction

2) Region Projection: By using ordinary projection his-
togram and a partitioned character image, Region projec-
tion histogram, also named Celled Projection, is obtained,
as proposed by [3]. By calculating the horizontal projection
histogram for each region in the partitioned character image,
a combined region projection histogram feature vector can
be constituted by concatenating the projection histogram for
each region. In the proposed system, the character image is
partitioned into 5 regions.

3) Zooning: In zooning [3] [11], the character image is
divided into N × M zones. From each zone, features are
extracted and then combined to constitute a feature vector for
the whole character. For each zone, Histograms of Oriented
Gradients (HOG) [1] are extracted.

E. Classification

To classify an unknown isolated character of the acquired
input image, a nearest neighbor classifier is used by calculating
a distance between the isolated character and each of the
reference characters. This is done for each of the three features.
The distance between two characters is calculated based on a
histogram matching algorithm, which calculates the sum of pr.
element error between the two feature vectors. The calculation
of the histogram matching is shown in Equation 1

Distance =

N∑
n=0

|F̂1(n)− F̂2(n)| (1)

where F1 and F2 are the two feature vectors and N = Size of
F1 and F2 .

The calculated distance from the three features are then
combined into a single combined distance, as shown in Equa-
tion 2.

CombinedDistancei = w1 ∗ B̂i + w2 ∗ R̂i + w3 ∗ Ẑi (2)

where B̂, R̂ and Ẑ are the normalized distances of the three
features.

F. Grading

The proposed system has used an adapted version of the
ISO 15416 standard [13] for quality grading of printed text.
The adapted version performs a scan line across the image
for every 5th pixel row. For each scan line multiple parameter
grades are calculated, and the lowest is used as scan line grade.
An average of all scan line grades is then used as the final
character grade. The used parameters are described in Table I.

Parameter Description

Decode Based on the recognition
of the character.

Symbol Contrast The contrast between maximum
and minimum value of the character image.

Min Edge Contrast
The min contrast of a transistion
from foreground pixel to background
or background to foreground.

Modulation The ratio between Symbol Contrast
and Min Edge Contrast.

Rmin The min pixel value must be lower
than 0.5 max pixel value.

Broken
Check if the characters have equal
elements as their classified
reference character.

Blur
Calculates the standard deviation
of the image frequencies to check
for blurry image.

Table I: Grading Parameters.

To calculate an overall grading score for the text image, the
lowest individual character grade is used.

IV. EXPERIMENTAL RESULTS

The proposed system is able to recognize characters of a
text image and, in addition to this, calculate a quality grade
for each character in the text image. The inspection results of
the acquired input images from Figure 2 are shown in Figure 8,
where the recognized character is written above the bounding
box of isolated characters, and the calculated grade is written
below.

(a) (b)

Figure 8: Inspection results of the proposed text grading system.



A. Recognition

The character recognition of the text grading system is
tested with a dataset of 100 images with a total of 840 charac-
ters and another dataset containing known printing errors with
84 text images and a total of 1032 characters. The character
recognition results are shown in Table II.

Dataset Recog. Rate Precision Sensitivity
Border Profile
Real Dataset 92.14 % 0.9203 1
Error Dataset 89.15 % 0.8770 0.9978
Region Projection
Real Dataset 97.86 % 0.9774 1
Error Dataset 91.86 % 0.9054 0.9979
Zooning
Real Dataset 97.62 % 0.9750 1
Error Dataset 91.76 % 0.9062 0.9979
Combined Features
Real Dataset 98.69 % 0.9857 1
Error Dataset 92.93 % 0.9177 0.9978

Table II: Recognition Results.

The error dataset consists of subsets with known print errors,
more specifically recognition results for the different error
subsets are seen in Table III.

Dataset Border
Profile

Region
Projection Zooning Combined

Blur 94.19 % 98.84 % 95.35 % 97.67 %,
Spray 85.47 % 87.21 % 88.95 % 84.88 %,
Cutted 95.93 % 92.44 % 97.67 % 97.09 %,
Tail 77.91 % 83.72 % 86.05 % 90.12 %
Smear 91.28 % 97.67 % 91.86 % 96.51 %
Missing Line 90.12 % 91.28 % 90.70 % 91.28 %
Error Dataset 89.15 % 91.86 % 91.76 % 92.93 %
Real Dataset 92.14 % 97.86 % 97.62 % 98.69 %

Table III: Recognition rates for the different features using different
datasets.

B. Inspection

The result of an inspection using the text grading system is
an inspection log holding all grading results for both individual
isolated characters and the overall grading result.

V. DISCUSSION AND CONCLUSION

The recognition results showed high recognition rate as the
system was able to perform a recognition rate of 98.69 %
along with a precision of 0.9857 and a sensitivity of 1. The
results show that the sensitivity is very high for the real dataset
as the system achieves a sensitivity of 1. This means that
the system is not missing any character in the system. At
the same time, the system has a precision of 0.9857. This
indicates that the system applies a strict segmentation in order
not to classify noise as characters, and at the same time,
without missing characters. The highest results are achieved
using a combination of multiple features for representing and
matching the characters. None of the single features are able
to achieve the same high results alone. However, the use of
the combination of multiple features has a downside, as the

system has longer computation time. However, reducing the
computation time by only using a single feature will also
decrease the recognition rate. The log provides information
about the recognition results, print quality, and grading scores
of both the overall text image and the individual characters.
The overall grading is valuable for costumers, as it is the actual
purpose of the system, so it is possible to reject packages
with bad prints. The individual character recognition and print
quality results are valuable to printer manufacture, in order
to troubleshoot the system. In this way, the system can be
improved/optimized based on knowledge of system errors.

ACKNOWLEDGMENT

The idea of this work has been proposed by Thomas Heder,
from HSA Systems, in Aalborg. The authors are thankful for
his collaboration.

REFERENCES

[1] N. Dalal and B. Triggs. Histograms of oriented gradients for human
detection. In Computer Vision and Pattern Recognition, 2005. CVPR
2005. IEEE Computer Society Conference on, volume 1, pages 886–
893 vol. 1, June 2005.

[2] Øivind Due Trier, Anil K. Jain, and Torfinn Taxt. Feature extraction
methods for character recognition-A survey. Pattern Recognition,
29(4):641–662, April 1996.

[3] M. Zahid Hossain, M. Ashraful Amin, and Hong Yan. Rapid feature
extraction for optical character recognition. CoRR, abs/1206.0238, 2012.

[4] Hsin-Te Lue, Ming-Gang Wen, Hsu-Yung Cheng, Kuo-Chin Fan, Chih-
Wei Lin, and Chih-Chang Yu. A novel character segmentation method
for text images captured by cameras. ETRI Journal, 32(5):729–739,
October 2010.

[5] Inc MICROSCAN Systems. Microscan - Optical Character Verification
(OCV), 2015.

[6] K. Nasrollahi and T. B. Moeslund. Finding and improving the key-
frames of long video sequences for face recognition. In Biometrics:
Theory Applications and Systems (BTAS), 2010 Fourth IEEE Interna-
tional Conference on, pages 1–6, Sept 2010.

[7] Kamal Nasrollahi, Thomas B. Moeslund, and Mohammad Rahmati.
Summarization of surveillance video sequences using face quality as-
sessment. International Journal of Image and Graphics, 11(02):207–
233, 2011.

[8] Shigueo Nomura, Keiji Yamanaka, Osamu Katai, Hiroshi Kawakami,
and Takayuki Shiose. A novel adaptive morphological approach
for degraded character image segmentation. Pattern Recognition,
38(11):1961–1975, November 2005.

[9] P.P. Roy, U. Pal, J. Llados, and M. Delalandre. Multi-oriented and multi-
sized touching character segmentation using dynamic programming. In
Document Analysis and Recognition, 2009. ICDAR ’09. 10th Interna-
tional Conference on, pages 11–15, July 2009.

[10] P. Shivakumara, Trung Quy Phan, and C.L. Tan. A laplacian approach
to multi-oriented text detection in video. Pattern Analysis and Machine
Intelligence, IEEE Transactions on, 33(2):412–419, Feb 2011.

[11] Kartar Singh Siddharth, Renu Dhir, and Rajneesh Rani. Article: Com-
parative recognition of handwritten gurmukhi numerals using different
feature sets and classifiers. IJCA Proceedings on International Confer-
ence on Recent Advances and Future Trends in Information Technology
(iRAFIT 2012), iRAFIT(5):20–24, April 2012.

[12] Pritpal Singh and Sumit Budhiraja. Feature extraction and classification
techniques in o.c.r. systems for handwritten gurmukhi script – a survey,
2010.

[13] ISO (the International Organization for Standardization). Information
technology – Automatic identification and data capture techniques –
Bar code print quality test specification – Linear symbols, 2015.

[14] Q. Ye and D. Doermann. Text detection and recognition in imagery: A
survey. Pattern Analysis and Machine Intelligence, IEEE Transactions
on, PP(99):1–1, 2014.


