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Abstract—Microgrids are energy systems that aggregate distributed energy resources, loads and power electronics devices in a stable and balanced way. They rely on energy management systems to schedule optimally the distributed energy resources. Conventionally, many scheduling problems have been solved by using complex algorithms that, even so, do not consider the operation of the distributed energy resources. This paper presents the modeling and design of a modular energy management system and its integration to a grid-connected battery-based microgrid. The scheduling model is a power generation-side strategy, defined as a general mixed-integer linear programming by taking into account two stages for proper charging of the storage units. This model is considered as a deterministic problem that aims to minimize operating costs and promote self-consumption based on 24-hour ahead forecast data. The operation of the microgrid is complemented with a supervisory control stage that compensates any mismatch between the offline scheduling process and the real time microgrid operation. The proposal has been tested experimentally in a hybrid microgrid at the Microgrid Research Laboratory in Aalborg University.

Index Terms—Power generation scheduling, Energy management, Integer programming, Dispersed storage and generation.

I. INTRODUCTION

MICROGRIDS (MG) integrate and manage Distributed Energy Resources (DER) by ensuring a reliable and stable operation of the local energy system either when the MG is connected or disconnected to the main grid. A MG can aggregate different kinds of DERs, such as distributed generators and distributed storage, loads and power electronics devices and grid components [1], [2]. For an interactive operation of DERs, an Energy Management System (EMS) is required to coordinate their operation within the MG [3]. The EMS provides reference profiles for the controllers of the MG in accordance to predefined objectives [4]–[6].
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The energy scheduling problem for providing commands to power electronics devices has been addressed in previous works, such as [7]–[9], but only in the framework of reactive approaches (the actions are determined based on current operational conditions). On the other hand, scientific contributions focusing on the optimization problem do not consider the operation modes of the controllers and devices [2], [10], [11], or lack of experimental validation [12]. In this way, it is still missing the modelling and experimental implementation of an optimal scheduling in a microgrid that considers the demand and the availability of energy in short term, as well as the operation modes of the power electronics devices.

Several models for MG optimization have been proposed including heuristic methods such as genetic algorithms, particle swarm optimization and game theory [13]. Those methods do not guarantee the global optimal solution and may be inefficient and time-consuming [14]. Linear and dynamic programming methods ensure the optimal solution when the solution is feasible. But, they typically consider the Renewable Energy Sources (RESs) just as non-dispatchable sources (input data), and, accordingly, Energy Storage Systems (ESSs) are scheduled for balancing generation and demand [2], [10], [11].

The use of ESSs in MGs demands additional technical requirements within the EMS. Especially, those based on batteries need a proper management of the State of Charge (SoC) in order to prevent fast degradation. Therefore, the ESS should be accompanied by a battery charge control which avoids overcharge and deep discharge of the battery. Meanwhile, the EMS is responsible of scheduling properly the DERs, seeking for a proper window of stored energy, and a reduction in the stress caused by repeated cycles of charge [15]. An optimal energy storage control strategy for grid-connected MGs is presented in [12] where a Mixed Integer Linear Program (MILP) optimization is used to solve an economic problem but the results are not validated experimentally. Besides, in previous works, [16] and [12], the authors do not consider the fact that the ESS can get fully charged during the time horizon. In [17], an energy management strategy is proposed for operating photovoltaic (PV) power plants with ESS in order to endow them with a constant production that can be controlled. In that work, the optimization aims to keep the SoC level of the battery as close as possible to a reference value at all times. Nevertheless, keeping the SoC of batteries in a fixed level is
not the best practice since battery manufacturers recommend to charge completely the batteries between discharges cycles in order to improve their performance [15]. In [18], the authors consider periods of full charge of the battery as well as reduced stress in discharge cycles of the battery by limiting the deep of discharge (DoD) to 30%. The main disadvantage of this approach is that the ESS is fully charged from the main grid at the beginning of the operation day instead of using the surplus of power from the renewable energy generators.

In the case of small-scale microgrids, the current trend is oriented to promote local consumption of the energy generated by RESs rather than exporting the surplus of electricity to the main grid [19]. This is specially important because under periods of high generation and low local consumption, the surplus of power generated from RESs and fed-in to the main grid may cause significant variations in the voltage at the common coupling point [20]. In order to ensure voltage quality in the grid-connected microgrid, the surplus in RES generation should be limited when there is not enough storage capacity in the ESSs [20]. In this sense, [21] defines the term connected islanded mode in which the MG is connected to the grid but the management is performed to avoid power exchange with the utility. One strategy to deal with this issue is by means of power curtailment of the RES generation [22]. In [23], this alternative is used to limit the power injected to the main grid. In [20] authors develop a power control strategy by limiting the maximum power injected by PV systems, ensuring a smooth transition between maximum power point tracking (MPPT) mode and Constant Power Generation.

In this paper, a flexible structure of EMS for battery-based hybrid microgrids is designed and experimentally tested to provide optimal power references for DERs by considering their operation modes. The EMS includes the modelling of an optimization problem that aims to minimize operating costs, taking into account a two-stage charge procedure for ESSs based on batteries. In this way, the power delivered to the grid is limited while safe operation ranges of ESSs are ensured, which in turn, avoids their fast degradation [15]. The mathematical formulation is straightforward, reproducible and can be used and enhanced to other microgrids. The MG is complemented with the design of a fuzzy-based supervisory control level that reacts to the deviation of the utility power by adjusting the references of the DERs. This supervisory control level can also work without the EMS to provide power references in a reactive mode. The experimental verification is performed under the particular case of grid connected condition and promoting self-consumption (connected islanded mode) based on 24-hour ahead prediction.

The paper is organized as follows: Section II describes the operation of the MG defined as case study, Section III includes the modelling of the optimization problem, Section IV presents the experimental results and Section VI concludes the paper.

II. MICR OGRID OPERATION

The MG selected as case study is a lab-scale prototype of a real microgrid platform implemented in Shanghai, China (Fig. 1) [24]. The MG consists of two RES (a wind turbine (WT) and a PV generator), each one with a power rating of 1.2 kW, a battery-based ESS, a variable load and a critical load. The MG is connected to the main grid through a transformer as shown in Fig. 2.

Since the MG is grid-connected, the main grid imposes the conditions of the common bus (voltage and frequency) and manages any unbalance between generation and consumption. Meanwhile, DERs work as grid-following units, which are synchronized with the main grid at the connection point in order to exchange properly the power defined for each unit within the MG and with the main grid [25]. In this sense, the power references can be defined by grid non-interactive or grid-interactive operation strategies [4]. Namely, grid-noninteractive operation means that the power reference of the unit is determined locally without considering a predefined power set point (non-dispatchable source). For instance, the operation of RESs, which follows MPPT algorithms or regulated charge of the ESS, can be considered as grid-noninteractive operation. On the other hand, grid-interactive operation means that the DERs will follow a power value provided by the supervisory control after adjusting the defined references given by the EMS (dispatchable source).

The supervisory control manages the deviation between the reference and measurement of the utility power due to the variability and prediction errors of RESs by adapting the references of the DERs, whenever possible. The implemented strategy is based on a fuzzy inference system that adjusts the set-points of DERs considering the SoC of the battery so that the power profiles scheduled for absorbed power from the grid can be followed.
The power references for the supervisory control are provided by the proposed EMS which is composed of four modules, optimization, data processing, user interface and data storage. The optimization model is implemented in the module optimization by means of an Algebraic Modelling Language (AML) that automatically translates the problem so that the solver can understand it and solve the problem. The input and output data is structured by the data processing model and stored in the data storage which is a collection of files accessible by the user interface and the supervisory control.

### A. Local Controllers

In particular, the case study considered in this paper is mainly focused on grid-connected operation of the microgrid. Because of that, the control loop of all the DERs (ESS and RES) can be unified as shown in Fig. 3 where, the inner current control loop regulates the current injected or absorbed from the main grid [26]. Additionally, the current control loop is complemented with a current reference generator which generally defines the feed-forward reference signal $I_{dq}^*$ (in d-q reference frame) as a function of the active and reactive power references $P^*$ and $Q^*$, and the output voltage of each DER $V_{Cd}$ as

$$
i_d^* = \frac{2}{3} \frac{P^*}{v_{Cd}}, \quad i_q^* = \frac{2}{3} \frac{Q^*}{v_{Cd}}$$

where, $v_{Cd}$ is the d-component of $V_{Cd}$, and the q-component $v_{Cq} = 0$ since each DER is synchronized with the voltage at the common coupling point $V_{PCC}$ by means of a phase lock loop (PLL) [27].

For the proposed management of the microgrid, all the DERs can operate in noninteractive or grid-interactive mode in accordance to particular operational conditions of each unit. There are some differences that should be considered between the operation of the ESS and the RESs [25], [28].

1) **Operation of RESs**: RESs are more likely to operate by following a MPPT algorithm but, under certain conditions, it is required to limit the active power generation in accordance to optimization objectives defined by the EMS [22], [29]. Because of this, the active power reference $P^*$ should be defined as the minimum value between the power reference established by the MPPT algorithm ($P_{MPPT}$) and the power reference scheduled by the EMS ($P_{sch}$). In this way, it is possible to achieve the curtailment in the generation of RESs (grid-interactive operation) when ($P_{sch} < P_{MPPT}$), or ensure the maximum possible generation (noninteractive operation) in the case that ($P_{MPPT} < P_{sch}$). Fig. 4 shows a simplified scheme of the power reference selection for RESs where the power reference is defined as $P^* = \min (P_{MPPT}, P_{sch})$. It is worth to say that MPPT algorithms are out of the scope of this paper. Interested reader may refer to [30] and [31] for MPPT strategies applied to PV and WT generators respectively.

RESs commonly use a multi-stage converter in which one of
them is mainly responsible of the regulation of an intermediate dc-link while the other follows the power reference. In this application, the power reference is regulated by the grid side converter (see Fig. 3) and the intermediate dc-link is assumed as regulated by the first conversion stage. Because of that, it is possible to consider RESs as a power source just as is shown in Fig. 3.

2) Operation of ESS: When the ESS is based on batteries, a two-stage charge procedure is recommended for charging them in order to limit excessive overcharge of the battery array [15], [32]. Fig. 5 represents the stages for the operation of the ESS. In the first stage (limited current charge), the ESS is in grid-interactive operation and injects or absorbs active power in accordance to the power reference ($P_{ref}^{bat}$). When the voltage per cell in the battery array reaches a threshold value ($V_r$), known as the regulation voltage (typically $2.45 \pm 0.05$ V/cell), the battery voltage should be limited to this value while the current at the battery approaches to zero asymptotically. In this case, the ESS switches to a grid-noninteractive operation (voltage charger mode) in which the ESS extracts a small amount of power from the system in order to ensure a constant voltage charge [33], [34].

The transitions of the ESS between operation modes (noninteractive and grid-interactive) are managed by a local sequential logic unit. Once the battery voltage reaches the threshold value ($V_r$), the local unit triggers the transition between interactive to grid-noninteractive operation. Similarly, the logic unit returns the operation of the ESS to grid-interactive operation on request ($P_{ref}^{bat} > 0$). Fig. 6 shows the current reference generation block for the ESS, including the transition table of the sequential logic unit. In the transition table, X indicates that the value of the variable is unimportant. The transition between operation modes depends of the current operation mode ($S$ where 1 represents activated state), and the logic value of the inputs ($P_{ref}^{bat} > 0$ and $V_{bat} = V_r$). It is possible to see
that the current reference generation under grid-noninteractive operation is quite different to the one defined previously for RESs. In order to ensure a smooth transition between operation modes, the initial conditions of inactive PI controllers are set to the active value of the reference current.

For islanded operation, one of the distributed energy resources should assume the grid-forming responsibility. Typically, the ESS assumes the regulation of the common grid, being responsible of managing the power unbalance. Therefore, for islanded operation of the microgrid the ESS should include an additional control operation mode and operates as a voltage source in voltage control mode. This mode has been previously considered in [35]. In this work, we have only considered the operation of the microgrid in grid connected operation.

### B. Supervisory Control

The main idea behind supervisory control is to compensate any mismatch between the power exchanged with the main grid \( P_{\text{grid}} \) and the scheduled value obtained from the optimization process \( P_{\text{sch}} \). The core part of the supervisory control is composed of two fuzzy inference systems (FISs) with integral action. Fuzzy systems have been selected because they can synthesize easily the expected control action under different operational conditions, they can manage nonlinearities in the control action and they are straightforward to design for multi-variable systems. The FISs generates incremental values \( \Delta P_{\text{RES}} \) and \( \Delta P_{\text{bat}} \) which are added to the scheduled values \( P_{\text{sch}} \) for the RESs and the ESS, respectively, as can be seen in Fig. 7.

In Fig. 7, (FIS1) represents the fuzzy inference system which generates the incremental value for RES generation \( \Delta P_{\text{RES}} \). The input of FIS1 is the difference between \( P_{\text{grid}} \) and \( P_{\text{sch}} \):

\[
\mathcal{E} = P_{\text{grid}} - P_{\text{sch}}
\]

where, positive values of \( \mathcal{E} \) means that the grid is supplying more power than expected and, therefore, the power generation from the distributed units needs to be increased in order to compensate excess in the power supplied by the main grid. The output of FIS1 is integrated in order to generate the incremental value \( \Delta P_{\text{RES}} \). This value is added equally to the scheduled values of both RESs \( P_{\text{sch}} \) for the RESs and the ESS, respectively, as can be seen in Fig. 7.

In the case of FIS2, it is important to consider not only the value of \( \mathcal{E} \) but also the SoC of the ESS. The output of FIS2 is integrated to generate the current incremental value \( \Delta P_{\text{bat}} \) which is added to the scheduled value \( P_{\text{sch}} \). In this case, it is preferable to absorb some energy from the main grid rather than allow a deeper discharge of the ESS. Because of that, \( \Delta P_{\text{bat}} \) is only increased when the SoC is higher than 50%, and the increment will be proportional to the current SoC and the value of \( \mathcal{E} \). For negative values of \( \mathcal{E} \), \( \Delta P_{\text{bat}} \) will decrease inversely to the SoC in order to privilege the charge of the battery for low values of the SoC rather than sending energy to the main grid. Fig. 9, shows the proposed control surface for FIS2 which shows the control action of the fuzzy system.

In this way, the supervisory control will compensate any unexpected power flow with the main grid, while it tries to avoid deeper discharge of the ESS.

---

**Fig. 6.** Current Reference Generator for the ESS.

**Fig. 7.** Supervisory control.

**Fig. 8.** Control curve for FIS1.
The system is complemented with a contingency system for avoiding deep discharge of the ESS. This fact is particularly important by considering the uncertain behaviour of the primary energy resources proposed in this case study. The contingency is activated when $\text{SoC} \leq 45\%$ and will force a limited current charge of the ESS with a charge rate of about $0.9C$ where $C$ is the battery capacity. The contingency system will be deactivated when $\text{SoC} \geq 55\%$. These values are chosen for lead acid batteries in order to keep $\text{SoC} \geq 50\%$ [15]. At this point, the supervisory control will re-assure the regulation of the microgrid.

Additional functions can be included in the supervisory stage but will not be addressed in this paper to be focused on the application of the EMS. For instance, if sudden disconnection of the main grid is detected, the supervisory stage should change the operation mode of the ESS to grid-noninteractive, ensuring the power balance in the local grid. The scheduling should be executed again by setting the power of the main grid equal to 0 kW.

### III. Optimization model

In order to schedule optimal power references for the DERs in the MG, a flexible optimization problem has been defined and implemented. The model is suitable for generation-side scheduling of battery-based MGs.

#### A. Statements

The optimization model is presented in a generic way to be used in different structures that consider $n_k$ ESSs, $n_d$ dispatchable sources, $n_{nd}$ nondispachable sources and $n_l$ loads. This problem is addressed as a deterministic model that relies on prediction data and by assuming that the microgrid incorporates supervisory and local controllers to manage any additional mismatch.

The model is formulated as a MILP. It includes real variables and binary variables, which are the most used type of integer variables in MILP, restricted to take values 0 or 1 [36]. This is defined in discrete time representation with $t$ as the elementary unit in the range $t = 1, 2, ..., T$ as in [10]. Thereby, the time horizon corresponds to $T \times \Delta t$. Additionally, the index $k$ is related to ESSs and $i$ is used for generators which, in turn, can be either $i_d$ for dispatchable sources or $i_{nd}$ for non-dispatchable ones.

#### B. Mathematical formulation

The problem is defined as a mixed integer linear programming, composed by real variables, $x$, and binary variables, $z$. The generic form to present such kind of formulations is [37],

$$\min_{x,z} f(x, z) = a^T x + b^T z$$

subject to,

$$G(x, z) = c$$

$$H(x, z) \leq d$$

(3)

#### TABLE I

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{d}}(i_d, t)$</td>
<td>Power of the dispatchable source</td>
</tr>
<tr>
<td>$P_{\text{curt}}(i_{nd}, t)$</td>
<td>Curtained power of the non-dispatchable source</td>
</tr>
<tr>
<td>$P_{\text{ESS}}(k, t)$</td>
<td>Power of the ESSs</td>
</tr>
<tr>
<td>$\text{SoC}(k, t)$</td>
<td>SoC of the ESSs</td>
</tr>
<tr>
<td>$\text{status}(k, t)$</td>
<td>Indicates if ESSs work in grid-interactive mode</td>
</tr>
<tr>
<td>$\text{Totalcost}$</td>
<td>Objective function</td>
</tr>
</tbody>
</table>

#### TABLE II

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>Number of time slots</td>
<td>24 (h)</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Duration of interval</td>
<td>1 (h)</td>
</tr>
<tr>
<td>$n_d$</td>
<td>Number of disp. sources</td>
<td>1</td>
</tr>
<tr>
<td>$n_{nd}$</td>
<td>Number of non-disp. sources</td>
<td>2</td>
</tr>
<tr>
<td>$n_k$</td>
<td>Number of storage systems</td>
<td>1</td>
</tr>
<tr>
<td>$n_l$</td>
<td>Number of loads</td>
<td>2</td>
</tr>
<tr>
<td>$C(i_{nd}, t)$</td>
<td>Cost of non-disp. sources</td>
<td>[0, 0], $\forall t$ (EU)</td>
</tr>
<tr>
<td>$C(i_d, t)$</td>
<td>Cost of disp. sources</td>
<td>$2, \forall t \in {6, 18} \cup 1, \forall t \notin {6, 18}$ (EU)</td>
</tr>
<tr>
<td>$P_{\text{d}}(i_d, t)$</td>
<td>Max power of disp. sources</td>
<td>0-1.2 (kW)</td>
</tr>
<tr>
<td>$P_{\text{nd}}(i_{nd}, t)$</td>
<td>Max pow. of non-disp. source</td>
<td>2 (kW)</td>
</tr>
<tr>
<td>$E_L^{\text{critical}}(t)$</td>
<td>Energy of the critical load</td>
<td>0.345 (kWh)</td>
</tr>
<tr>
<td>$E_L^{\text{variable}}(t)$</td>
<td>Energy of the variable load</td>
<td>0 - 1 (kWh)</td>
</tr>
<tr>
<td>$P_L(t)$</td>
<td>Power required by the load</td>
<td>0.6 (kW)</td>
</tr>
<tr>
<td>$E_{\text{losses}}(t)$</td>
<td>Average energy lost at $\Delta t$</td>
<td>0.072 (kWh)</td>
</tr>
<tr>
<td>$P_{\text{losses}}(t)$</td>
<td>Power losses</td>
<td>0.068 (kWh)</td>
</tr>
<tr>
<td>$P_{\text{ESS}_{\text{max}}}(k)$</td>
<td>Maximum power of ESS</td>
<td>1 (kW)</td>
</tr>
<tr>
<td>$P_{\text{ESS}_{\text{min}}}(k)$</td>
<td>Minimum power of ESS</td>
<td>-1 (kW)</td>
</tr>
<tr>
<td>$\text{SoC}_{\text{max}}(k)$</td>
<td>Maximum SoC</td>
<td>100 (%)</td>
</tr>
<tr>
<td>$\text{SoC}_{\text{min}}(k)$</td>
<td>Minimum SoC</td>
<td>50 (%)</td>
</tr>
<tr>
<td>$\text{SoC}(k, 0)$</td>
<td>Initial Condition of SoC</td>
<td>50-100 (%)</td>
</tr>
<tr>
<td>$\text{SoC}_{\text{th}}(k)$</td>
<td>State of Charge threshold</td>
<td>96%</td>
</tr>
<tr>
<td>$\varphi_{\text{bat}}(k)$</td>
<td>SOC coefficient</td>
<td>11.16</td>
</tr>
</tbody>
</table>
where \( f(x, z) \) is the objective function presented as a linear combination of the variables, and \( G(x, z) \), \( H(x, z) \) are the constraints, modelled as equalities and inequalities, which are used to limit the solution in a feasible region. In turn, the objective function defines which particular assignment of feasible solution to the variables is optimal. This feasible region is convex in linear programming and, consequently, the model can ensure that the found solution is optimum related to the defined objective function [37].

Particularly, the variables used in the case study are presented in Table I. The binary variables \( z \) corresponds to \( status(k, t) \), related to the battery, and \( x \) are composed by the rest of variables. The objective function and the constraints of the optimization problem will be presented in detail through this section.

1) Objective function: The objective function has been defined to minimize operating cost, i.e. the cost for absorbing energy from the \( n_d \) generators, and it is defined as,

\[
f(x, z) = \text{Totalcost} = \sum_{t=1}^{T} \sum_{i_d=1}^{n_d} E_g^d(i_d, t) \cdot C(i_d, t) + \sum_{t=1}^{T} \sum_{i_{nd}=1}^{n_{nd}} E_g^{nd}(i_{nd}, t) \cdot C(i_{nd}, t)
\]

where \( \text{Totalcost} \) is the value to be optimized. \( E_g^d(i_d, t) \) and \( E_g^{nd}(i_{nd}, t) \) are the energy of the dispatchable and non-dispatchable, respectively, \( C(i_d, t) \) and \( C(i_{nd}, t) \) are the unitary cost associated to those generators.

The formulation of the objective function can be considered for several kinds of dispatchable generators. For instance, the power absorbed from the utility can be considered as a dispatchable generator, (e.g. \( P_g(i_d, t) \), for \( i_d = \{ \text{utility} \} \)) and the associated operating cost, \( C(i_d, t) \) as a parameter that changes in terms of the time. Selling energy to the main grid can also be included in the objective function by defining an additional variable, (e.g. \( P_g^d(i_d, t) \), for \( i_d = \{ \text{sell} \} \)), with a negative value of operating cost \( C(i_d, t) \), for \( i_d = \{ \text{sell} \} \).

Additional costs associated to DERs or distribution network are not included since this is an approach for operational level of a MG where installation, maintenance or planning costs are fixed values and do not change the optimal solution.

2) Constraints: In order to obtain a feasible optimal solution, the following constraints are defined in the optimization model as equalities and inequalities.

a) Energy balance: The energy balance must be hold all the time in the MG and can be written as,

\[
\sum_{i_d=1}^{n_d} E_g^d(i_d, t) + \sum_{i_{nd}=1}^{n_{nd}} E_g^{nd}(i_{nd}, t) + \sum_{k=1}^{n_k} E_{\text{ESS}}(k, t) = \sum_{i_l=1}^{n_l} E_{\text{L}}(i_l, t) + E_{\text{losses}}(t), \quad \forall t
\]

where \( E_{\text{ESS}}(k, t) \) is the charged/discharged energy of ESSs, \( E_{\text{L}}(i_l, t) \) is the energy required by the loads and \( E_{\text{losses}}(t) \) is the energy lost in the MG.

b) Energy Sources: In general, there are two types of energy sources known as dispatchable and non-dispatchable sources.

The energy provided by the dispatchable sources can be defined in terms of its power as,

\[
E_g^d(i_d, t) = P_g^d(i_d, t) \cdot \Delta t, \quad \forall i_d, t
\]

On the other hand, the recent technology of the power devices allows to manage the non-dispatchable sources as dispatchable downwards i.e. by limiting the available energy [38]. Consequently, the energy provided by these generation units can be written as,

\[
E_g^{nd}(i_{nd}, t) = P_{\text{losses}}(i_{nd}, t) \cdot \Delta t - P_{\text{curt}}(i_{nd}, t) \cdot \Delta t, \quad \forall i_{nd}, t
\]

In this case, the energy provided by these kind of sources is defined as the subtraction between the available energy of the sources and the energy scheduled to be curtailed.

c) Supplied Energy: The energy requested by the loads, \( E_L(i_l, t) \), is considered as a parameter since the aim of the proposal is the generation-side scheduling in the MG.

Besides, for the sake of simplicity, the parameter \( E_{\text{losses}}(t) \) is set as a constant, as presented in Table II, similar as in [39], where the losses are presented as a piecewise constant function. This value has been estimated by multiplying \( \Delta t \) with the average power losses obtained by means of iterative simulations in the power operation range of the DERs. It is included in the balance equation in order to compensate errors that were observed in preliminary simulations.

d) Energy Storage System: The energy of the ESSs can be written in terms of their power as,

\[
E_{\text{ESS}}(k, t) = P_{\text{ESS}}(k, t) \cdot \Delta t, \quad \forall k, t
\]

where \( P_{\text{ESS}}(k, t) \) is the power of the ESSs. \( P_{\text{ESS}}(k, t) \) is positive when the ESS is discharged and negative when is charged.

The \( \text{SoC}(k, t) \) of each \( k \)-th ESS at time \( t \) of the MG can be represented in terms of its power as,

\[
\text{SoC}(k, t) = \text{SoC}(k, t - 1) - \varphi_{\text{bat}}(k) \cdot [P_{\text{ESS}}(k, t) \Delta t], \quad \forall k, t
\]

where \( \varphi_{\text{bat}}(k) \) is a parameter that depends on the technology of the ESS. In the algorithm, \( \text{SoC}(k, t - 1) \) at \( t = 1 \), is replaced by the given initial condition \( \text{SoC}(k, 0) \).

Additionally, the global balance of the SoC is defined by establishing the condition:

\[
\sum_{t=1}^{T-1} \text{SoC}(k, t + 1) - \text{SoC}(k, t) \geq 0, \quad \forall k
\]

In this way, the SoC at the end of the time horizon is greater or equal to the initial value of SoC, ensuring similar condition for performing the scheduling of the next day.
e) Variable Boundaries: The binary variable \( \text{status}(k, t) \) is included in the model to define the operation modes of the batteries, described in section II-A2, and, accordingly, set the boundaries of the variables of the model. This variable estimates whether every \( k \)-th battery is fully charged (and thus, it works in grid-noninteractive mode) or it is able to be charged/discharged (and works in grid-interactive mode) as shown in Fig. 10.

Specifically, the \( \text{status}(k, t) \) of each \( k \)-th battery is equal to 1 if it is fully charged and is 0 when it can be charged/discharged, analogous to the operational modes explained in section II-A2. The advantage of including this variable is that when the battery is charged, its power is not 0 but can be a small value. In this way, the asymptotic behaviour of the grid-noninteractive operation (when the ESSs do not follow the references) can be emulated and the predicted \( \text{SoC}(k, t) \) is more accurate than in the LP model [35].

When a battery is being charged/discharged, the \( \text{SoC} \) is in the range \([\text{SoC}_{\text{min}}, \text{SoC}_{\text{th}}]\) and the power of the battery, \( \text{Pbat} = P_{\text{ESS}} \), should be in the range \([\text{Pbat}_{\text{min}}, \text{Pbat}_{\text{max}}]\) (see Fig. 10).

Once the \( \text{SoC} \) reaches the threshold value \( \text{SoC}_{\text{th}} \), the battery changes its \( \text{status} \). While the energy is enough to hold charged the battery, its \( \text{SoC} \) is set inside the region defined between \( \text{SoC}_{\text{th}} \) and \( \text{SoC}_{\text{max}} \). At the same time, the boundaries of \( \text{Pbat} \) have been reduced to a narrower band \([\text{Pbat}_{\text{th}1}, \text{Pbat}_{\text{th}2}]\), instead of having a fixed maximum value, in order to emulate the asymptotic behaviour of the power.

In light of the above, the boundaries of \( \text{SoC}(k, t) \) can be written at each \( t \) as,

\[
\text{SoC}(k, t) \leq \text{SoC}_{\text{th}}(k) + (\text{SoC}_{\text{max}}(k) - \text{SoC}_{\text{th}}(k)) \times \text{status}(k, t), \quad \forall k, t
\]

\[
\text{SoC}(k, t) \geq \text{SoC}_{\text{min}}(k) + (\text{SoC}_{\text{th}}(k) - \text{SoC}_{\text{min}}(k)) \times \text{status}(k, t), \quad \forall k, t
\]

Considering the two-stage operation of the \( k \)-th battery, the boundaries of its power can be defined as,

\[
P_{\text{ESS}}(k, t) \geq P_{\text{ESS}_{\text{th}2}}(k) + c(k) \times (1 - \text{status}(k, t)), \quad \forall k, t
\]

\[
P_{\text{ESS}}(k, t) \leq P_{\text{ESS}_{\text{th}1}}(k) + d(k) \times (1 - \text{status}(k, t)), \quad \forall k, t
\]

where \( \text{Pbat}_{\text{th}1}(k) \) and \( \text{Pbat}_{\text{th}2}(k) \) are the boundaries values for the power in the \( k \)-th battery in the case of fully charged condition, as shown in Fig. 10, and the constants \( c(k) \) and \( d(k) \) are,

\[
c(k) = P_{\text{ESS}_{\text{th}2}}(k) - P_{\text{ESS}_{\text{th}1}}(k)
\]

\[
d(k) = P_{\text{ESS}_{\text{th}1}}(k) - P_{\text{ESS}_{\text{th}2}}(k)
\]

At the same time, it is not required to absorb energy from the dispatchable sources when the batteries are charged and the power curtailment should be allowed. Therefore, the constraints for the generation units can be written as,

\[
0 \leq P_{g}^{d}(i, t, d) \leq \left( \frac{1}{n_{k}} \sum_{k=1}^{n_{k}} (1 - \text{status}(k, t)) \right) \times P_{\text{max}}^{d}(i, t, d), \quad \forall t, i_{d}
\]

\[
0 \leq P_{\text{curt}}(i, t, d) \leq \left( \frac{1}{n_{k}} \sum_{k=1}^{n_{k}} \text{status}(k, t) \right) \times P_{\text{max}}^{n}(i, t, d), \quad \forall t, i_{nd}
\]

where \( P_{\text{max}}^{d}(i, t, d) \) and \( P_{\text{max}}^{n}(i, t, d) \) are forecast datasets in terms of \( t \) in order to consider cases when the available power is variable, for instance when the source is a RES.

To summarized, the boundaries of the decision variables are presented in table III and the complete model is composed by the equations (4-14), (17) and (18).

### TABLE III

<table>
<thead>
<tr>
<th>Mode</th>
<th>Partially Charged</th>
<th>Charged</th>
</tr>
</thead>
<tbody>
<tr>
<td>status</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Lowest SoC</td>
<td>( \text{SoC}_{\text{min}} )</td>
<td>( \text{SoC}_{\text{th}} )</td>
</tr>
<tr>
<td>Highest SoC</td>
<td>( \text{SoC}_{\text{th}} )</td>
<td>( \text{SoC}_{\text{max}} )</td>
</tr>
<tr>
<td>Lowest ( P_{\text{ESS}} )</td>
<td>( P_{\text{ESS}_{\text{min}}} )</td>
<td>( P_{\text{ESS}_{\text{th}2}} )</td>
</tr>
<tr>
<td>Highest ( P_{\text{ESS}} )</td>
<td>( P_{\text{ESS}_{\text{max}}} )</td>
<td>( P_{\text{ESS}_{\text{th}1}} )</td>
</tr>
<tr>
<td>Lowest ( P_{g}^{d} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Highest ( P_{g}^{d} )</td>
<td>( P_{g_{\text{max}}}^{d} )</td>
<td>0</td>
</tr>
<tr>
<td>Lowest ( P_{\text{curt}} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Highest ( P_{\text{curt}} )</td>
<td>0</td>
<td>( P_{g_{\text{max}}}^{d} )</td>
</tr>
</tbody>
</table>
C. Optimization Statements for the Case Study

The selected case study is a PV-wind-battery Microgrid oriented to self-consumption operation and does not sell energy to the grid, operating in connected islanded mode, namely, the power exchange with the utility is avoided [21].

Specifically, the power variables to be scheduled are the power of the battery ($P_{ESS}(k, t)$ with $k = 1$), the power absorbed from the utility, defined as a dispatchable source ($P_{dg}(i_d, t)$ with $i_d = 1$), and the curtailed power for the RESs, which are defined as non-dispatchable sources, ($P_{cart}(i_{nd}, t)$ with $i_{nd} = 1, 2$, corresponding to the PV and the WT, respectively). The results of the scheduling are saved in the data storage of the EMS.

The supervisory control of the MG uses three datasets, the power of the battery, $P_{sch\_bat} = P_{ESS}(1, t)$, the power absorbed from the grid, $P_{sch\_grid} = P_{dg}(1, t)$, and the power references for the RESs, $[P_{sch\_v}, P_{sch\_w}] = P_{gmax}(i_{nd}, t) - P_{cart}(i_{nd}, t)$, with $i_{nd} = 1, 2$. The power profiles, $P_{gmax}(i_{nd}, t)$, corresponds to the predicted generation of the non-dispatchable sources that, in this case, are equal to the predicted power in maximum power point (MPP) for the RESs, $P_{gmax}(i_{nd}, t) = [P_{forecast\_v}, P_{forecast\_w}]$, with $i_{nd} = 1, 2$.

Regarding the objective function presented in 4, the elementary cost of buying energy to the utility, $C(i_d, t)$, is defined as a function in terms of the time with a constant value during day hours and another value during the night (see Table IV). The second term, related to the non-dispatchable sources, is neglected because the operating cost of the renewable resources is virtually zero ($C(i_{nd}, t) = 0$), [40].

The MG used as case study includes two kinds of loads ($n_l = 2$), one critical load, $E_{critical}$, and one variable load, $E_{variable}(t)$, considered as parameters in the model.

IV. EXPERIMENTAL RESULTS

In order to validate the proposed approach, the microgrid has been implemented at the Microgrid Research Laboratory in Aalborg University [41], with and without the optimization strategy, in a HiL architecture with three different levels (Fig. 11): software level, real time simulation and physical level.

The software level is developed in a microgrid central computer. It corresponds to the EMS that includes scheduling module, data storage and substation monitoring as shown in Fig. 11 where the optimization model is implemented by using the commercial software called GAMS [42] as AML and
setting the solver CPLEX within GAMS [43]. The substation monitoring includes the user interface and is performed by using Matlab [44].

Meanwhile, the real time simulation is performed into a real time platform (dSPACE 1006). The model downloaded to this platform is previously established in MATLAB/Simulink and it includes the RESs generation profiles with their local controllers as well as a detailed model of a valve-regulated lead-acid (VRLA) battery that models slow and fast dynamics as presented in [45]. On top of that, the references scheduled by the EMS are downloaded as a table and are read by the simulation model every time slot of the scheduling. Furthermore, the dSPACE platform is running in real time but the time slot of the generation/consumption profiles and the scheduling have been scaled down to 60 s. so that the whole simulation spends 1440 s. instead 1440 min as in [46]. Simultaneously, the capacity of the battery, $C_{bat}$, can be scaled in the time base 1h to 1min (3600s:60s) and obtain $C_{p_{sim}}$ by applying the simple relation, $C_{p_{sim}} = (60/3600) \times C_{p_{bat}} = C_{p_{bat}}/60$.

The physical level is integrated by three inverters fed by a stiff dc source. Each of the inverters is connected to a LCL filter which, in turn, is connected to the common bus. The experimental setup is shown in Fig. 12 and the parameters of the microgrid are summarized in Table IV.

In order to validate the performance of the proposed strategy, the power profiles for PV and WT, shown in Figs. 13 (a) and (b), have been obtained based on real data of irradiance and wind speed acquired from [47], and by considering simplified power calculation models as presented in [13]. The generation profiles used in the scheduling process are presented as $P_{FORECAST}$ in Figs. 13 (a) and (b), while the experimental verification is executed by using the $P_{MPPT}$ power profile of RESs.

With respect to the consumption, a fixed load and two profiles of variable load (weekend and weekday profiles) have been defined, as presented in Figs. 13 (c). The variables profiles have been obtained from [48]. These profiles are used both in scheduling and experimental verification. They have been chosen to show how the system operates with enough local energy to supply the loads (Case 1) and when the MG has to absorb energy from the main grid (Case 2).

For scheduling and experimental verification, the initial condition of SoC is set as 60%. Additionally, the behaviour of the MG is presented with and without the EMS for the two defined variable loads. To perform the experiment without the EMS, the reference of the main grid is set as 0 kW and the RESs operate in MPPT mode. The operating costs obtained for each case are presented in Table V and they will be discussed along this section.

### A. Case 1. Low demand profile.

In this case, the local energy is enough to supply the load without absorbing energy from the main grid. The experimental results presented in Fig. 14 are obtained for the MG without EMS (left side) and with EMS (right side) and for each one, the variables, from top to bottom are SoC of the battery, battery voltage (with the threshold voltage), PV power, WT power, battery power, power absorbed from the main grid and demand profiles. In the implementation without EMS, the power of the RESs correspond to the maximum available power, $P_{MPPT}$, while in the case with EMS, the results include also the reference power provided by the EMS, $P_{sch}$, and the measured RES power, $P_V$ and $P_W$.

From the results obtained without EMS (left side in Fig. 14), the implemented supervisory control is able to keep the power absorbed from the main grid about 0 kW (sixth frame)
by providing references for the battery (fifth frame) as long as the battery is not fully charged which means the battery voltage (blue line in second frame) is lower than the threshold value (green line in second frame). In this case, operating cost is 1.24 euros as presented in Table V.

If the battery is charged, its control changes to grid non-interactive mode and does not follow the references provided by the supervisory control (period Ch. Bat in left side of Fig. 14) in order to avoid overvoltage that can damage it or reduce its lifetime, as mentioned in section II-A2. It can be seen that, during this period, the system is not able to control the power exchanged with the main grid and the surplus energy is injected to the utility.

The results obtained by implementing the EMS (right side in Fig. 14) show that the system can follow the power profile scheduled for the main grid at any time. The EMS schedules to absorb energy from the grid in one time slot (period Sch. in right side of Fig. 14), when the price is low and, after that, the profile is 0 kW. The EMS also establishes the curtailment of the WT generation when the battery is charged. This reduction of the RES generation is scheduled before the period, as it was expected more energy from the PV. In the highlighted box of $P_{WT}$, it can be seen how the supervisory control adjusts the scheduled reference, $P_{sch}$ according to the available energy, $P_{MPPT}$. The operating cost is 1.43 euros (Table V), which is a little higher than in the previous case since it is required to restrict some energy from RESs in order to get control over the system at any time.

**B. Case 2. Average demand profile.**

In this case, the consumption is high enough to require absorbing energy from the main grid at some time of the day. The set of variables presented in Fig. 15 are similar to the one presented in Case 1, but in the power of RESs of the MG with EMS (third and forth frames of right side), it is shown the maximum available power, $P_{MPPT}$ and the measured RES power, $P_V$ and $P_W$.

From the results obtained by implementing the MG without the EMS, it can be seen that the supervisory system is able to hold the SoC of the battery over a predefined value in order to avoid damage of the battery [15]. As explained in section III, when the SoC is 45%, the supervisory system activates the contingency unit and sets a constant charge mode of the battery until the SoC reaches 55%, as shown in periods Conting. 1 and Conting. 2 in the left side of Fig. 15. Therefore, the system requires to absorb power from the main grid (sixth frame of the left side in Fig. 15), regardless if the price at this time of the day is high (price day) or low (price night). In this way, the resulting operating cost is 8.61 euros as presented in Table V. Apart from those periods, the supervisory control is able to set the power of the grid about 0 kW.

For the experimental results of the MG with the EMS shown in the right side of Fig. 15, the optimization process schedules to absorb power from the grid during the periods Sch. 1 and Sch. 2, which are within the lowest cost of the grid, Price Night period, reducing the operational cost, which results to be 6.32 euros, as shown in Table V. In this way, the battery is charged in period B1 (Fig. 15) and can manage the unbalances between RES generation and consumption during the high cost of the grid, Price Day period. The highlighted box of the fifth frame shows how the supervisory control adjusts the references given by the scheduling process $P_{sch}$. Meanwhile, the highlighted boxes related to RESs show the available power $P_{MPPT}$ and the measured power, $P_V$, $P_{WT}$. The last one is the result of the downwards management of the RES energy and the regulation of the supervisory control.

In the Case 2, the performance of the battery without using the EMS is a reactive approach that uses the battery as much as it is required to reduce the cost without considering how high the levels of DoD can be achieved (in this case 45% twice during the time horizon) and without ensuring similar conditions for the next day. Meanwhile, all these conditions are included as constraints in the EMS, avoiding the damage of the battery and increasing its lifespan.

**V. Conclusion**

An energy management system has been integrated in a grid-connected hybrid microgrid. It has been implemented as a modular system in which a general generation-side optimization model has been defined to minimize the operation cost of
a MG. This model has been defined in a flexible way so that it can be used for different amounts of DERs. A fuzzy-based supervisory control has been implemented in order to manage the deviation of the utility power from the predefined reference by adjusting the set-points of the DERs provided by the EMS. The theoretical assumptions were verified experimentally by implementing the MG with and without the EMS. It is possible to conclude that the EMS allows to reduce cost in the MG and also can include technical restriction for managing the storage devices in a proper way. As future work, the optimization...
problem can be improved by considering power losses and including demand side management programs. Additionally, this approach should be implemented in a rolling horizon scheduling so that it can be applicable without relying on very accurate prediction data. Further work regarding robust scheduling managing uncertainty is still under way.

Fig. 15. Relevant measured variables of the MG without (left) and with (right) EMS in Case 2. Top to bottom: SoC of the battery, Battery voltage, PV power, WT power, battery power, power absorb/inject from the main grid, consumption profiles.
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