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Abstract—This article deals with the estimation of magnet losses in a permanent-magnet motor inserted in a nut-runner. This type of machine has interesting features such as being two-pole, slot-less and running at a high speed (30000 rpm). Two analytical models were chosen from the literature. A numerical estimation of the losses with 2D Finite Element Method was carried out. A detailed investigation of the effect of simulation settings (e.g., mesh size, time-step, remanence flux density in the magnet, superposition of the losses, etc.) was performed. Finally, calculation of losses with 3D-FEM were also run in order to compare the calculated losses with both analytical and 2D-FEM results. The estimation of the losses focuses on a range of frequencies between 10 and 100 kHz.

Index Terms—Eddy currents, 2D-FEM, 3D-FEM, magnet losses, nut-runner, PM motor, slot-less winding.

I. INTRODUCTION

In general, a nut-runner system is composed by an electrical motor fed by a converter via a filter [1]. New emerging technologies like Silicon Carbide (SiC) transistors, allow a higher switching frequency and in consequence a possible reduction of the size of both inverter and filter [2]. However, it is of prime importance to estimate the consequences of a component change in the performance of the motor, for example in terms of losses. Rare-earth elements used in the manufacturing of the magnets used in PM machines are critical due to the elevated prices they have reached in recent years [3]. Hence, it is appropriate to investigate thoroughly how to best design the magnets in the motor.

Many articles about losses in magnets of PM machines have been published recently. However, there are certainly few articles reporting both 3D-FEM simulations and validations through experimental measurements. Furthermore, only [4] and [5] proposed models of machines with similar characteristics to the machine studied in this project (i.e., slot-less with a magnetized ring). However, the results obtained when implementing the models described in these articles were not satisfactory and in consequence other models were investigated. Since these models neglect the end-effects, it is necessary to investigate to which extent they are adequate for calculating the losses in the machine under study, where the length of the magnet is lower than the magnet width \(l < w\).

The main goal of this article is to enhance the interpretation of the losses appearing in the magnets of a PM machine as a result of the harmonics fed by the Pulse Wide Modulation (PWM) in the inverter. Furthermore, different parameters when calculating magnet losses in FEM software are studied for 2D and 3D models. The main dimensions of the machine and the working characteristics are presented in Section II. In order to predict the value of magnet losses, an extensive literature review was performed. Section III is devoted to the description of the analytical models selected to determine the losses in the magnets. The influence on the losses of mesh elements size, time-step and the remanence flux density of magnet material is studied and presented in Section IV. In addition, the evaluation of the principle of superposition, simulations at zero speed of the rotor and 3D-FEM results are included. The analysis of the results obtained by analytical models, 2D and 3D-FEM simulations is presented in Section V. Lastly, conclusions are drawn and future work is proposed.

II. DESCRIPTION OF THE MACHINE

A. Main dimensions

The main dimensions of the slot-less machine analysed in this study are shown in Table I. The analytical calculations and 2D and 3D FEM simulations were performed on a machine with a length equal to a single magnet segment \(l\).

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active length (L_a) [mm]</td>
<td>65</td>
</tr>
<tr>
<td>Maximum speed (n_{max}) [rpm]</td>
<td>30000</td>
</tr>
<tr>
<td>Air-gap length (l_g) [mm]</td>
<td>0.3</td>
</tr>
<tr>
<td>Number of winding turns per phase (N_c)</td>
<td>65</td>
</tr>
<tr>
<td>Magnet axial length (l) [mm]</td>
<td>4.5</td>
</tr>
<tr>
<td>Magnet thickness (h) [mm]</td>
<td>5</td>
</tr>
<tr>
<td>Magnet radius (R_m) [mm]</td>
<td>7.5</td>
</tr>
<tr>
<td>Shaft diameter (R_s) [mm]</td>
<td>2.5</td>
</tr>
<tr>
<td>Inner stator diameter (R_i)</td>
<td>23.2</td>
</tr>
<tr>
<td>Outer stator diameter [mm]</td>
<td>31</td>
</tr>
<tr>
<td>Number of poles (p)</td>
<td>2</td>
</tr>
<tr>
<td>Peak phase current (I_p) [A]</td>
<td>1</td>
</tr>
<tr>
<td>Fundamental frequency (f_0) [Hz]</td>
<td>300</td>
</tr>
</tbody>
</table>

Winding type: distributed \(q = 1\)

B. Working characteristics

The machine analysed in this project is applied to the power drive of a nut-runner. The working cycle of this type of machine (figure 1) is divided in two stages. The first, in
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which the machine is running at maximum speed with zero torque for reaching the tightening point. The second, at which the machine reaches nominal speed as the torque is increased to reach the correct value to be applied to the nut. This study was focused on the first operational stage, since it is this region in which the company manufacturing the nut-runner has more interest.

![Figure 1: Typical nut-runner operational characteristic [1.]](image1)

**General tightening load profile**

![Figure 2: FFT of PWM voltage [1.]](image2)

Given the PWM technique implemented in the converter, the running at no-load may involve relatively high losses due to the appearance of harmonics concentrated at 1 time and 2 times the switching frequency $f_{sw}$. Figure 2 shows the harmonic distribution of the inverter output voltage at no-load. For the coming analyses, it is assumed that the switching frequency $f_{sw}$ is 10 kHz. Additionally, the fundamental frequency $f_0$ is calculated as $f_0 = n_{max}/60$ where $n_{max}$ is the maximum speed. For this study one harmonic at $f_{sw}$ and one harmonic at $2f_{sw}$ are selected. Thus, the harmonics indexes $n_1$ and $n_2$ are given by $n_1 = f_{sw}/f_0$ and $n_2 = 2f_{sw}/f_0$. The harmonic currents applied in the simulations are expressed as:

\[
I_n = I_a \cos (n_1 \omega t) + I_b \cos (n_2 \omega t)
\]

\[
I_b = I_a \cos (n_1 (\omega t - 2\pi/3)) + I_b \cos (n_2 (\omega t - 2\pi/3))
\]

\[
I_c = I_a \cos (n_1 (\omega t - 4\pi/3)) + I_c \cos (n_2 (\omega t - 4\pi/3))
\]

III. REVIEW OF ANALYTICAL MODELS

A. Eddy Currents

The mechanisms governing the eddy currents in a magnet are the same as for the eddy currents in electrical sheets and solid conductors. A time varying magnetic flux density, in this case generated by the mmf of the currents in the stator windings $B_{sw}$, penetrates the surface of the magnet. This incident magnetic flux density originates eddy currents as illustrated in figure 3a. It is appropriate to clarify that eddy currents are originated only by time and space harmonics in the stator mmf. That is, the fundamental in space of the mmf at synchronous frequency is seen by the magnets in the rotor as a DC field, consequently, does not create eddy currents. A method to counteract these losses, similar to the lamination technique implemented in a stator core, is the implementation of circumferential and axial segmentations to the magnets [6], [7], [8], [9].

![Figure 3: (a) Eddy currents generation, (b) Skin effect in a long straight round single conductor.](image3)

The major consequence of these eddy currents is the heat generated by Joule effect, as the magnets are made of a material with a high conductivity. Additionally, two important phenomena by which the calculation of losses in the magnet can be affected are the reaction field of eddy currents $B_{eddy}$ and the skin effect. The $B_{eddy}$ is generated by the eddy currents themselves, since these are varying in time as well [10]. This $B_{eddy}$ opposes to the external magnetic field $B_{sw}$ which is inducing the eddy currents. Consequently, the value of $B_{sw}$ is reduced. In addition, $B_{sw}$ causes the displacement of the current inside the conductor (figure 3b), being forced to flow close to the conductor’s surface. Hence, the effective area is reduced with increasing frequency. This is the definition of skin effect [11].

B. Model neglecting the reaction effect of eddy currents

As described in [12] the calculation of the losses in the magnet when the skin effect is disregarded (low frequencies) is given by the following expression:

\[
P_m = \frac{V_m B_r^2 \omega_h^2}{16 \rho_m} \cdot \frac{w^2 l^2}{l^2 + w^2}
\]

Where $V_m$ is the volume of the magnet (assuming that this is of a rectangular section), $w$ is the radial span of the magnet, $B_r$ is the peak magnetic flux density in the air-gap due to the mmf of the stator current, $\omega_h$ is the electrical angular frequency of the applied harmonic current and $\rho_m$ is the resistivity of the magnet. The assumptions adopted for the calculation of the losses by this model include neglecting skin effect, considering homogeneity of $B$ over the width $w$ of the magnet and neglecting end effects. In addition, this study presents an alternative for the calculation of losses for higher frequencies. Taking [13] as reference, the power losses per area exposed to a field $H$ can be calculated as:

\[
P/S = 1/2 \cdot H_{tan}^2 R_s
\]
With $H_{tan}$ as the peak tangential incident magnetic field, $S$ being the tangential surface given by $S = 2h(l + w)$, and $R_s$ is the surface impedance $R_s = 1/(\delta_m \sigma_m)$ where $\delta_m$, the skin depth, is given by:

$$\delta_m = \sqrt{\frac{2}{\omega \sigma_m \mu_m \mu_0}}$$

(4)

With $\sigma_m$ and $\mu_m$ as the conductivity and permeability of the magnet. The criterion for selecting either of the two methods is based on how large the skin depth is in comparison to the magnet dimensions $w$, $h$ and $l$. In coming sections of this article these two models are denominated Huang_a and Huang_b, respectively.

C. Model accounting for the reaction effect of the eddy currents

This model presented in [14] defines the losses in the magnet region as:

$$P_{11f} = 2\alpha_p \pi L_a R^2 \omega \mu_0 \mu_m h^2 \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{(n + m) \ J^2_{mn}}{m}$$

$$-\text{Re} \left\{ \frac{C_0}{K} \left[ \frac{1}{m} \left( J_{m-1}(\tau_m R_e) - Y_m(\tau_m R_e) \right) J_m(\tau_m R_m) \right] \right\}$$

$$- \left( \frac{\tau_m R_e}{m} J_{m-1}(\tau_m R_e) - J_m(\tau_m R_e) \right) Y_m(\tau_m R_m)$$

$$+ \left( \frac{\tau_m R_m}{m} J_{m-1}(\tau_m R_e) - J_m(\tau_m R_e) \right) Y_m(\tau_m R_m)$$

$$- \left( \frac{\tau_m R_m}{m} J_{m-1}(\tau_m R_e) - J_m(\tau_m R_e) \right) Y_m(\tau_m R_m)$$

$$\left( \frac{\tau_m R_m}{m} J_{m-1}(\tau_m R_e) - J_m(\tau_m R_e) \right) Y_m(\tau_m R_m)$$

(5)

Where, the sub-indexes $m$ and $n$ correspond to space and time harmonics, respectively. $\alpha_p$ and $\omega_v$ are the pole arc to pole pitch ratio and the rotor angular velocity, respectively. The functions $J_m$ and $Y_m$ are Bessel functions of first and second kind of $m$ order, respectively. And the harmonic amplitude of the equivalent current sheet distribution:

$$J_{nm} = \frac{3N_1 K_{dqv} K_{sav}}{\pi R_s}$$

(6)

Where, $K_{sav}$ and $K_{dqv}$ the slot opening and winding factors defined in [15]. Other parameters such as $C_0$, $K$, $\tau_m$, $\tau_sl$ and $\mu_sl$ are described and derived in the reference, as well as, the main assumptions adopted for this model. Therefore, for sake of simplicity and to prevent any misinterpretation, their descriptions are omitted in this article. In coming sections of this document, this model is referred to as Zhu.

The analytical models selected were developed for machines with different geometry and characteristics than the slot-less machine under investigation. Therefore, it was required to adapt the expressions to the actual machine. Note that for evaluating the losses with models Huang_a and b, the magnet ring is assumed to have a rectangular section with a total width of $(R_r + R_m)/2$. On the other hand, for model Zhu, the coefficient $K_{sav}$ is assumed to be equal to 1, due to the absence of slots in the actual machine.

Additionally, the thickness of the retaining sleeve described in the reference is set to zero and the corresponding permeability and conductivity set to 1 and zero, respectively.

IV. FEM Simulations

A. 2D-FEM Simulations

The FEM software selected was FLUX™ v12 from Cedrat. All simulations were performed in the Transient Magnetic module. Figure 4 shows the geometry of the 2D model.

1) Mesh Size Validations: For validating the size mesh required to calculate losses in magnet, three options were adopted. The selection of mesh size was focused on the regions which are believed to be more critical. For all three meshes, the smallest mesh elements are located within the shaft, magnet and air-gap regions. Furthermore, the size of the elements in these regions was selected to be lower than the skin depth of the magnet $\delta_m$ at 10 kHz. Additionally, it was decided to link the time-step for each mesh to the size of the elements.

- **Mesh 1: Aided mesh.** For this type of mesh, the aided mesh option was activated. The selection of the time-step in this case, was based on the suggestions from the tutorials of FLUX™. With a number of steps $n_{steps} = 140$ the time-step was selected as $t_{step} = T_0/n_{step}$. With $T_0$ as the period of the fundamental frequency $f_0 = 500$ Hz the time-step was calculated as $t = 14.3 \mu s$.

- **Mesh 2: Coarse mesh.** This type of mesh is of lower quality when compared with the "aided mesh". Some parameters defining the mesh in the software were set up manually and the aided mesh was disabled. The software offers several options for defining the size of the elements required. Among them, the number of elements that a mesh line should have (Arithmetic). A rough calculation of the size of the elements inside the magnet can be done with the perimeter described by the magnet radius $R_m$ and the number of segments $n_{seg}$ defined for this line $size_{seg} = 2\pi R_m/n_{seg}$. This yields $size_{seg} = 1.31 mm$ which is lower than the skin depth by a factor of 3 approximately. Note that the skin depth for frequencies of 10 and 20 kHz are 5.8 and 4.1 mm respectively (according to equation 4). The definition of the time-step was achieved by introducing $size_{seg}$ in equation 4. An equivalent frequency $f_{step2} = 197.11$
kH was obtained. Consequently, the time-step for Mesh 2 was $t_{step2} = 5.07 \mu s$.

- **Mesh 3: Fine mesh.** For this mesh type the elements are finer in comparison to those of the "aided mesh". For the calculation of the time-step, similar procedure was followed as for Mesh 2. The equivalent frequency for the calculated segment size $size_3$ is $f_{step3} = 1404.40$ kHz and the time-step $t_{step3} = 0.712 \mu s$.

The results for each mesh type with its own time-step are shown in figure 5a. The average values of losses for meshes 1, 2 and 3 are; 1.67, 2.67 and 2.81 W, respectively. Showing a highest deviation of 67.95% between Mesh 3 and Mesh 1, and the lowest deviation equals to 5.07% between Mesh 2 and Mesh 3.

![Fig. 5: Magnet losses for different mesh densities; (a) different time-step, (b) same time-step ($t = 0.712 \mu s$).](image)

In addition, it was decided to investigate the magnet losses calculated with each mesh type keeping the same time-step (i.e., equals to $t_{step3} = 0.712 \mu s$). The results are shown in figure 5b. A very good agreement between the three different meshes was obtained with approximately zero deviation. Here an important conclusion may be drawn; the value of the time-step increased the density of the mesh. In addition, the reduction of both the size of the mesh elements and the value of time-step increased the simulation time. Consequently, it was decided to investigate further the effect of time-step on the calculation of the magnet losses.

2) **Time-step validations:** As shown in previous sections, the magnet losses were not varying with the size of the mesh elements for the three tested meshes. However, there was a dependence with the time-step, the frequency and the skin depth. Therefore, it was necessary to investigate to what extent the calculation of the losses is affected by changes in the value of the time-step. Thus, the time-step was formulated as a function of the frequency, as $t_{step} = 1/(f_{sw}k_{time})$. Where $k_{time}$ is the number of samples per period. The factor $k_{time}$ was taken from 5 to 50 in steps of 5 and applied to the fine mesh (i.e., Mesh 3). The variation of the losses with the number of points per period $k_{time}$ is shown in figure 6. The lower $k_{time}$, the lower the calculated value of losses and as the number of sampling points increased, the results became more stable converging to a value of 2.64 [W].

![Fig. 6: Magnet losses for different time-step.](image)

The trend is that the deviation in losses between two consecutive values of $k_{time}$ is reducing as the number of samples is increased. Then, it is required to define at which level of deviation is considered that a reliable value has been reached. For example, if it is assumed that the solution is reached when a variation of 1 % is achieved, a number of sampling points $k_{time} = 50$ is required. On the other hand, if a higher level of accuracy is required, the factor $k_{time}$ may increase up to 80. Consequently, the simulation time is increased. Hence, the selection of this factor is a compromise between time and accuracy.

3) **Effect of remanence magnetic flux density on losses:** These simulations were intended to evaluate the effect that $B_r$ could have in the calculation of the magnet losses. Hence, it was decided to evaluate the losses in two different scenarios:

- **Magnet OFF:** Setting the magnet region as a solid conducting region ($B_r = 0 \ T$).
- **Magnet ON:** Setting the magnet as a Linear magnet described by the $B_r$ module. That is, setting the value of $B_r = 1.12 \ T$.

In addition to these two scenarios, it was decided to evaluate the effect at a frequency range from 10 to 100 kHz. The losses calculated at 10 kHz are presented in figure 7. The results show a good fit for both cases (magnet ON and OFF). Consequently, the value of the remanence magnetic flux density $B_r$ is not expected to have a significant influence on the losses. Similar results were obtained for a frequency of 100 kHz. In addition, the current density distribution in the magnet is shown in figures 8a and 8b for frequencies 10 and 100 kHz, respectively. Similarly, no influence of $B_r$ in the current density distribution and losses was identified. A symmetrical behaviour of the current density in the magnet was expected. However, an undulating behaviour may be observed in figures 8a and 8b. This is a result of the reaction field of eddy currents $B_{eddy}$. The skin effect is more pronounced as the frequency increases in figure 8b for a frequency of 100 kHz.

4) **Superposition of the losses:** It was then verified if the principle of superposition might be applied to the simulations for different harmonic indexes. This was performed keeping...
Figs. 7: Magnet losses at 10 kHz magnet on and off.

Fig. 8: Current density distribution magnet off; (a) 10 kHz, \( t = 0.5 \) ms. (b) 100 kHz, \( t = 0.1 \) ms.

the rotor speed at a value of 30000 rpm, and varying the harmonic indexes \( n_1 \) and \( n_2 \) accordingly in order to obtain a variation of the switching frequency \( f_{sw} \) from 10 to 100 kHz in steps of 1 kHz. Three different cases were studied:

- **Case 1**: Losses only due to the harmonic index \( n_1 \) and a phase shift of \( \pi/3 \).
- **Case 2**: Losses only due to the harmonic index \( n_2 \) and a phase shift of \( \pi/2 \).
- **Case 3**: Total losses due to both \( n_1 \) and \( n_2 \).

Fig. 9: Magnet losses vs. frequency.

Figure 9 shows that a perfect fit between the two methods was obtained with deviations lower than 1%. This confirms that for this type of machine superposition may be applied and that there will be no interaction between harmonics at \( f_{sw} \) and harmonics at \( 2f_{sw} \).

5) **Simulations at zero speed in the rotor**: An alternative for running the simulations was setting the speed of the rotor \( n_{\text{max}} \) as zero. Consequently, the only parameter varying with time would be the applied current. However, it was necessary to determine the direction of rotation of the harmonic indexes \( n_1 \) and \( n_2 \) in order to define the relative speed of rotation. This condition was evaluated at frequencies of 10 and 100 kHz. Figure 10 shows the results for the losses when the rotor is rotating at a fixed speed and when its speed is set to zero. A similar behaviour was obtained at a frequency of 100 kHz. This machine can be simulated at no speed since the space harmonics from the current loading are negligible. A reduction of the simulation times is expected by using this simulation method. However, in 2D-FEM simulation times were in the same range with both type of simulations.

Fig. 10: Losses at 10 kHz.

**B. 3D-FEM Simulations**

The simulation settings presented in Subsection IV-A apply to the calculation of the losses in 3D-FEM. That is, same time-step factor and a fine mesh were selected in order to guarantee that the values calculated are representative and that a fair comparison can be done with 2D-FEM simulation results. Figure 11a shows the current density distribution over the surface of the magnet at 10 kHz. Yellow colours and large arrows indicate maximum values. At first glance the magnet could be divided into two regions in terms of the eddy current flow indicating the two incident values of \( B_{sw} \). In addition, some hot-spots of critical regions in which these currents are the highest are identified as the boundaries between the shaft and magnet regions at the top and bottom faces of the magnet. This is due to the curvature described by these regions in which the currents are forced to vary their trajectory.

For performing a better analysis of the behaviour of the eddy currents inside the magnet, a 2D sub-region was defined inside the magnet volume parallel to \( xz \) axis. The eddy current plots for grid \( xz \) are shown in figure 11b. As predicted in the literature, the eddy currents are forced to flow in the periphery of the magnet finding a common returning path. The plane \( xy \) is a transition region in which currents change from the top region to the bottom region, thus closing the loop. The distribution of the losses is shown in figure 12. It follows the behaviour of the eddy currents since the losses are proportional to the square of the current.

The distribution of the losses in the \( xy \) plane is shown in figure 13. Here it is shown how the distribution of the current density and consequently the distribution of losses has a more symmetrical behaviour. This indicates that \( B_{eddy} \)
in 3D-FEM simulations is less pronounced than for the 2D-FEM simulations.

In addition, the superposition principle, the effect of the remanence magnetic flux density of the magnet $B_r$ and simulations of zero speed in the rotor were evaluated for 3D-FEM simulations. There were no significant deviations when calculating the losses with the three cases (Case 1, Case 2 and Case 3). The effect of $B_r$ in the magnet losses was negligible. Lastly, the simulations with zero speed of the rotor yielded a reduction of the simulation time of 28%.

At 100 kHz, the losses calculated with 3D-FEM are 67.42% higher than predicted by 2D-FEM. In contrast, the simulation times were of 4419 and 660 seconds, respectively. The explanation to such large deviations at both low and high frequencies is the reaction field of eddy currents $B_{eddy}$. In 2D-FEM simulations, the end-effects are neglected, the equivalent impedance seen by the current is low and the eddy currents flowing in the magnet are high as a result. As a consequence, the reaction field of eddy currents $B_{eddy}$ is higher and increasing with frequency. The magnetic flux density in the air-gap $B_{\delta w}$ is being reduced, which in turn, yields lower losses. This is confirmed in table II where $B_{\delta w}$ for 2D-FEM has a diminution of its value of around 50%. On the other hand, for 3D-FEM simulations, the eddy currents

Same conclusion would be drawn at 100 kHz.

V. RESULTS ANALYSIS AND COMPARISON

Figure 14 summarizes the losses calculated with the selected analytical models and with 2D and 3D-FEM simulations. The calculations of losses in the magnet were performed at frequencies from 10 to 100 kHz. As the frequency increases, model Huang-a neglecting the skin effect, shows the highest deviation. In contrast, the model Huang-b shows a similar trend when compared with 2D-FEM results but still with a large deviation. Regarding model Zhu, the results show not only a similar trend but also the lowest deviation. This allows to confirm that model Zhu may be applied to a slot-less machine with a diametrically magnetized ring. However, there is a large deviation between the results of 2D and 3D-FEM.

Table II summarizes the values of losses obtained with both 2D and 3D-FEM calculations with their respective deviations at frequencies of 10, 40, 70 and 100 kHz for a magnet length of $l$. Values of the magnetic flux density in the air-gap $B_{\delta w}$ are also included.

<table>
<thead>
<tr>
<th>Freq. [kHz]</th>
<th>Loss magnet length=$l$</th>
<th>$B_{\delta w}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2D FEM [W]</td>
<td>3D FEM [W]</td>
</tr>
<tr>
<td>10</td>
<td>2.59</td>
<td>0.44</td>
</tr>
<tr>
<td>70</td>
<td>8.43</td>
<td>11.16</td>
</tr>
<tr>
<td>100</td>
<td>10.13</td>
<td>16.96</td>
</tr>
</tbody>
</table>

At 100 kHz, the losses calculated with 3D-FEM are 67.42% higher than predicted by 2D-FEM. In contrast, the simulation times were of 4419 and 660 seconds, respectively. The explanation to such large deviations at both low and high frequencies is the reaction field of eddy currents $B_{eddy}$. In 2D-FEM simulations, the end-effects are neglected, the equivalent impedance seen by the current is low and the eddy currents flowing in the magnet are high as a result. As a consequence, the reaction field of eddy currents $B_{eddy}$ is higher and increasing with frequency. The magnetic flux density in the air-gap $B_{\delta w}$ is being reduced, which in return, yields lower losses. This is confirmed in table II where $B_{\delta w}$ for 2D-FEM has a diminution of its value of around 50%. On the other hand, for 3D-FEM simulations, the eddy currents
described a different flow path, including the end-effects. The impedance seen by the current is much higher and consequently the eddy currents are more limited, resulting in a lower value. This is clarified in Table II, where the value of $\delta_w$ is reduced by approximately 30%. The investigation was extended to the case in which the magnet length $l$ was affected by a factor of 2. The motivation for this selection, is to show that for a given value of $l$, the deviation between the losses calculated with both 2D and 3D-FEM should start reducing. The reduction of the deviation between 2D and 3D-FEM simulations is around 27% and 12% at lower and higher frequencies, respectively. In addition, the losses for a magnet length of $l$ and 2$l$ are shown in Figure 15. The results from 2D-FEM simulations correspond to the values calculated in Subsection IV-A multiplied by 2. In Figure 15, two frequencies at which the calculated losses in both 2D and 3D-FEM simulations are equal exist. These frequencies are at around 48 kHz for $l$ and 30 kHz for 2$l$. As the length of the magnet increases, the curve representing the losses calculated by 2D-FEM starts approaching to the curve representing 3D-FEM results as expected. This happens when the end-effect of the returning loop for the current in 3D-FEM is reduced by approximately 30%.

The impedance seen by the current is much higher and consequently the eddy currents are more limited, resulting in a lower value. This is clarified in Table II, where the value of $\delta_w$ is reduced by approximately 30%.

![Fig. 15: Magnet losses comparison 2D and 3D-FEM simulations](image)

**VI. CONCLUSIONS**

A thorough investigation of FEM simulation settings for calculating magnet losses in a 2-pole PM motor was presented. It was shown that skin and end-effect are not negligible, requiring 3D-FEM simulations. The validity of losses values obtained with models needs to be confirmed. This can only be done through experimental measurements in the actual machine, dealing with the issue of separating the losses in the machine. Additionally, while doing measurements, the machine is fed by harmonic voltage sources. This means that, in another study, the amplitudes of the current harmonics will need to be derived accounting for the variation of the machine impedance with frequency introduced by the eddy currents in the magnets.
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