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Abstract 

Low inertia of distributed energy resources (DERs), high penetration levels of renewable energy sources (RESs) and 

load demand variations put the islanded microgrids (MGs) security at risk of instability. This paper proposes a two-

stage stochastic model for coordination of DERs and responsive loads in islanded MGs with regard to voltage and 

frequency security constraints. Based on the proposed model, scheduling of the controllable units in both supply and 

demand sides is done in a way not only to maximize the expected profit of MG operator (MGO), but also to minimize 

the energy payments of customers under the premise of security and stability of MG. An AC optimal power flow (AC-

OPF) procedure is also used to study operating condition of the system under uncertainties and to guarantee acceptable 

nodal voltages and system frequency during different scenarios. The proposed stochastic optimization model is then 

applied to a typical autonomous MG and its effectiveness is demonstrated through different scenarios under 

uncertainties in load consumption and renewable energy resources (RESs) productions. Simulation results demonstrate 

that customers’ participation in DR programs have significant effect on the system’s performance in terms of voltage 

and frequency stability. Moreover, optimal coordination of DERs and responsive loads can increase the expected profit 

of MGO significantly. The effectiveness of the proposed scheduling approach is verified on an islanded MG test 

system over a 24-h period. 

 

Index Terms—Demand response (DR), microgrid (MG), distributed energy resource (DER), voltage and frequency 

security, renewable energy sources (RESs). 

 

Nomenclature 

GN , WN , VN  Number of DG, wind and PV units. 

JN , SN , TN  Number of load groups, scenarios and time periods. 

i , w , v  Indices of DG, wind and PV units. 

j , s , t  Indices of load groups, scenarios and time periods. 

rnb ,,  Indices of system buses. 

)( ,

DR

tjDB  Income of group j of customer at period t after implementing DR programs. 

0

,tj
B  Income of group j of customer at period t when the demand is at nominal value. 

twC , ( tvC , ) Energy bid submitted by wind unit w (PV v) in period t (cents/kWh). 

UR
tiC , (

DR
tiC , ) 

Bid of the up (down)-spinning reserve submitted by DG i in period t (cents/kWh). 

NSR

tiC ,
 Bid of the non-spinning reserve submitted by DG i in period t (cents/kWh). 

UR
tjC , (

DR
tjC , ) 

Bid of the up (down)-spinning reserve submitted by load j in period t (cents/kWh). 

tjD , ( stjD ,, ) Demand of load j in period t (and scenario s) (kW). 

DR

tjD ,  Demand of load group j after implementing DR programs in period t (kW). 

ttjE ,, ( htjE ,, ) 
Self-elasticity (Cross-elasticity) of  load group j. 

P
trnLF ,, (

P
strnLF ,,, ) Active power flow from node n to r in period t (and scenario s) (kW). 

max
,rnLF

 
Maximum power flow from node n to r (kW). 
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I.   Introduction 

 Recently, microgrid (MG) idea has been introduced to transform the conventional power systems to a more reliable, 

economic and environmentally friendly system. The diversified load consumption pattern and availability of power 

from green distributed energy resources (DERs) cause supply–demand mismatch in MGs. Optimal operation of MGs 

both technically and economically mainly relies on the coordination between different components including DERs, 

energy storage systems (ESSs), and responsive loads [1]-[2]. In grid-connected MGs, normally the economic operation 

is the main objective as there is a stiff-grid on upstream to support the system frequency and voltage at the point of 

common coupling. However, in islanded mode, the economic operation is rather inferior as the main goal is to provide 

an uninterruptible power supply with appropriate quality to the loads [3]. Therefore, in both operating modes, a proper 

energy management system (EMS) is required to adjust the active and reactive power set-points for the dispatchable 

Q
trnF ,, (

Q
strnF ,,, ) Reactive power flow from node n to r in period t (and scenario s) (kVar). 

stf , ( stf , ) MG frequency (excursion) at hour t and in scenario s. 

ipm ,  Frequency droop control gain of DG i. 

rnG , ( rnB , )
 

Conductance and susceptance of line that connected node n to node r. 

xM
 

Set of generating units x (load x) into the set of nodes. 

tiSDC ,  ( tiSUC , ) Shut-down (start-up) cost of DG i in period t (cents). 

tj , ( hj , ) Electricity price for load j in period t (in period h) (cents/kWh). 

0

,tj (
0

,hj )
 

Initial electricity price for load j in period t (in period h) (cents/kWh). 

Dep

tj, (
Dep

tx, ) Real-time price for buying and selling deviation power form load j (unit x) in period t 

(cents/kWh). 

tiP , ( stiP ,, ) Scheduled power for DG i in period t (and scenario s) (kW). 

twP , ( stwP ,, ) Output power of WT w in period t (and scenario s) (kW). 

tvP , ( stvP ,, ) Output power of PV v in period t (and scenario s) (kW). 

max

xP (
min

xP ) 
Maximum (minimum) generating capacity of unit x (kW). 

ref

stiP ,,  Reference power set-point of DG i at hour t and in scenario s. 

U

tiR , (
U

tjR , ) Scheduled up-spinning reserve for DG i (load j) in period t (kW). 

D

tiR , (
D

tjR , ) Scheduled down-spinning reserve for DG i (load j) in period t (kW). 

NS

tiR ,  Scheduled non-spinning reserve for DG i in period t (kW). 

U

stir ,, (
U

stjr ,, ) Up-spinning reserve deployed by DG i (load j) in period t and scenario s (kW). 

D

stir ,, (
D

stjr ,, ) Down-spinning reserve deployed by DG i (load j) in period t and scenario s (kW). 

NS

stir ,,  Non-spinning reserve deployed by DG i in period t and scenario s (kW). 

shed

stjL ,,  Inelastic load shedding level of j-th load group in period t  and scenario s (kW). 

tn, ( stn ,, ) Voltage angle at node n in period t (and scenario s) (rad). 

tnV , ( stnV ,, ) Voltage magnitude (RMS value) at node n in period t (and scenario s) (p.u.). 

tiu , ( stiu ,, ) Binary variable, equal to 1 if unit i is scheduled to be committed in period t (and scenario s), 

otherwise 0. 

tiy , ( stiy ,, ) Binary variable, equal to 1 if unit i is starting up in period t (and scenario s), otherwise 0. 

tiz , ( stiz ,, ) Binary variable, equal to 1 if unit i is shut down in period t (and scenario s), otherwise 0. 


 

Set of lines. 

j
  

The potential of DR programs implementation by load j. 

s  Probability of scenario s. 
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DERs to feed the total load and to meet the MG economic targets [4]-[6]. If the renewable energy sources (RESs) such 

as wind and solar power contribute significantly in the supply side, the deviation in the forecast of renewables can 

adversely affect the reliable operation of the MG. Therefore, to properly balance power generation and consumption, 

efficient mechanisms for reliable system operation in the presence of uncertainties imposed by stochastic behavior of 

energy sources is needed. With active participation of end-use consumers in demand response (DR) programs, it is 

very probable to compensate power mismatch in an islanded MG [7]-[8]. The positive impact of DR on the operation 

and costs of MGs has been studied in the literature [8]-[13]. Participation of customers in DR programs could greatly 

improve the system reliability and stability, reduce the total system operating costs, shape the daily load profile and 

provide financial incentives to the customers to benefit from lower hourly demands. However, optimal scheduling of 

responsive loads and DERs in islanded MGs under uncertainties with considering system security is a more important 

problem that needs to be quantified and better examined. 

The energy management strategies in isolated MGs considering impact of DR on their operation and costs has been 

analyzed in a number of research works [15]-[17]. For example, in [14], a DR scheduling model is presented for the 

novel residential community incorporating the current circumstances and the future trends of DR programs. In this 

study, at first, residential loads are classified into different categories according to various DR programs and then a 

complete scheduling scheme is modeled based on the dispatch of residential loads and distributed generation. In [15], 

an EMS is proposed for MGs where the main objective is to minimize the system cost as well as meeting the demand. 

The uncertainties of RESs and DR participation are also taken into account. Authors in [16] present a stochastic 

programming model for the optimal operation scheduling of DER with renewable resources considering economic and 

environmental aspects. In this study, a trade-off solution is obtained for operator based on economic and 

environmental priorities under uncertainties in demand and supply sides. In [17], a stochastic programming model is 

proposed to optimize the performance of a MG in a short term to minimize operating costs and emissions with 

renewable sources. In the same study, the authors use incentive-based payments as price offer packages in order to 

implement DR programs. In [18], a daily optimal scheduling problem of MGs considering intermittent behavior in 

generation and demand is investigated, where two DR programs based on time of use (TOU) and real time pricing 

(RTP) are integrated into the optimal scheduling model.  

     In the above-mentioned references that have addressed the MG scheduling with considering DR participants, the 

MG security issues are not studied. However, some other works tackle the problem of optimal energy resources and 

demand-side scheduling with considering system security issues [19]-[23]. For example, a stochastic multi-objective 

framework is proposed in [19] for joint energy and reserve scheduling in day-ahead, however this reference does not 

consider AC network, voltage security, load and wind power uncertainties. In [20], a security-constrained energy 

management is presented with considering the steady-state frequency response of the MG. Moreover, the authors 

investigate the effect of DR participants on frequency security as a linearized ancillary service of DR programs. In [21] 

a cost-effective frequency-dependent energy management system is presented and the role of primary and secondary 

reserve resources on steady-state frequency-security is investigated accordingly. In the same work, the authors only 

concentrate on static performance of DERs and the effect of DR participants on voltage and frequency security is not 

considered. Likewise, an energy management strategy is proposed in [22] to coordinately manage the generating units 

and DR resources in a MG such that both static and dynamic frequency security constraints are met, however, the 

effect of DR participants on voltage security is not investigated. A control framework for the participation of 

responsive loads in the voltage and frequency control of a given MG is proposed in [23]. Moreover, a hierarchical 

energy management framework for the coordination of DER units and DR for voltage and frequency support of 

islanded MGs is introduced in [24]. The proposed methods in this reference relies on extracting information from real 

and reactive power sensitivities at different buses for minimizing the voltage and frequency deviations of islanded 

MGs; however, the effect of various uncertainties on system security is not considered. Also, a novel EMS is presented 

in [25] to efficiently procure the frequency security requirements of an islanded MGs. The main objective of the 

proposed model in this reference is to optimize the MG frequency security and also the rate of change of frequency 

indices by providing a sustainable strategy for managing the energy and reserve resources.  

This paper addresses a security-constrained energy and reserve scheduling problem, in which DR participants along 

with the DERs in the islanded MG are scheduled optimally in an uncertain environment. In this regard, a two-stage 

stochastic optimization model is developed for optimal scheduling of energy-related consumption and production units 

in a way to meet the maximum profit of MGO under the premise frequency and voltage security constraints. In the 

proposed model customers are able to participate in reserve market under DR programs and their behavioral 

uncertainties are modeled properly. In this study, different schemes of DR based on TOU pricing are also investigated 

and their effects on the voltage and frequency regulations in a residential islanded MG are studied. In this work, 

different schemes of DR based on TOU pricing are also investigated and their effects on the voltage and frequency 

regulations in a residential islanded MG are studied. As an extension of the concepts developed in prior works, the 
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proposed framework of this paper also applies AC-optimal power flow (AC-OPF) in each working condition to ensure 

the validity of solution in terms of voltage and frequency security. In addition, in this study the sensitivity of the profit 

and the system security margin in cases with and without DR participants are studied. 

Compared to the recent works in this area, a number of contributions have been in this work. First, a proper model 

of responsive loads is developed to analyze the effect of customers’ participation in DR programs on economy and 

security of an islanded MG. In this model customers participate in DR using two general categories of electrical 

devices including sheddable and shiftable loads. Unlike the previous works, the locations of the loads in the MG are 

also considered in our study which results in more accurate analysis. As mentioned earlier, most of the recent works 

use DC-power flow methodologies in connection with their optimization problems which in turn neglect reactive 

power flows and their impact on nodal voltages and system frequency. However, in our suggested approach, the 

frequency and bus voltage deviations are determined accurately using AC-OPF methodologies. Moreover, in this 

work, the effect of DR participation levels on voltage and frequency regulation is investigated. To clearly demonstrate 

the contributions of this work, Table 1 represents a systematically comparison between the performance of our 

proposed approach and those of the recent works in the same subject area. As it can be seen in the reviewed literature 

[15]-[24], the reactive power dispatch problem has been easily neglected and the DC-OPF methodology has mainly 

been used in connection with the proposed optimization problems. Moreover, as an extension of the concepts 

developed in prior works (e.g.,[25] [24], [25]) where the effect of various uncertain parameters on the system security 

has not been considered, in this paper, uncertainties of renewable resources and responsive loads are modelled 

properly. As a whole, the contributions of this work can be highlighted as:  

1- Optimal coordination of DERs and responsive loads is presented with considering customers’ participation in 

TOU-DR program,  

2- Simultaneous energy and reserve scheduling is proposed with regard to maximum expected profit of MGO 

under the premise of security and stability of MGs in an uncertain environment,  

3- An AC-OPF approach is applied to model the actual operating conditions and to assess the influence of DR 

resources on voltage and frequency security. 

 
Table 1. A systematical comparison between the contribution of recent works and this paper. 

 

Option 
Ref.  

Type 
     [14] [15], [16] [17], [18] [19], [20] [21], [23] [24], [25] 

Proposed 
Model 

DR 

Participants 

in Energy 

Scheduling 
   YES YES YES YES YES YES YES 

in Reserve 

Provision 
    NO YES YES YES YES YES YES 

Security 
Constraints 

System 

Frequency 
    NO NO NO YES YES  YES YES 

Bus 

Voltage 
NO NO NO  NO NO YES YES 

Uncertainty 
RESs      NO     YES YES  YES  YES NO YES 

DR      NO     YES YES   NO  YES NO YES 

Power 

Dispatch 

Active 
Power 

    YES     YES    YES        YES YES YES YES 

Reactive 

Power 
NO NO    NO NO NO YES YES 

Power 
Flow Type 

 DC-OPF  DC-OPF  DC-OPF   DC-OPF DC-OPF AC-OPF AC-OPF 

 

     The organization of the paper is as follows: section II describes the model description and formulation and the case 

studies and discussion about the simulation results are given in Section III. Findings of this work are summarized in 

Section IV. 

 

II. Model Description and Formulation 

A. Model description  

The process of investigating DERs and DR impact on security-constrained energy and reserve scheduling from the 

MGO’s perspective is shown in Fig. 1. Based on this structure, DERs including dispatchable distributed generations 

(DGs) and renewable resources and also responsive loads should be managed in a way not only to satisfy the system’s 

objectives, but also to meet the technical/security constraints. In this process, MGO plays the key role as it monitors 

the optimal scheduling process and has a supervisory on decisions. For effective DR enabling, it is assumed that the 
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customers are equipped with house energy management controllers and several residential smart appliances. Moreover, 

it is assumed that customers of different characteristics (based on their location in the network and their participation 

level in DR programs) are categorized into Nj groups and %ηj of customers at each group sign contracts to participate 

in DR programs. Other required information such as RESs available power and customers demand are predicted using 

predication methods.  

    The MGO solves the security-constrained energy and reserve scheduling problem over the scheduling time horizon 

to find the optimal solution with regard to system objectives which are defined as maximization of the MGO profit and 

minimization of the customer’s payment.  

 

D
at

a
 f

o
re

c
as

ti
n
g

 t
o

o
l

...

DG Unit 1 

Microgrid 

operator 

Security-constrained energy and reserve 

scheduling 

 To minimize the expected cost of operator under uncertainties.

 To determine hourly energy and reserve capacity of DG units.  

 To determine hourly load reduction and reserve capacity of responsive loads.  

 To specify the static voltage and frequency security of the microgrid.

DG Unit 2 DG Unit Ni-1 DG Unit Ni

..
.Customer 1 

Customer Nj 

D
at

a
 f

o
re

c
as

ti
n
g

 t
o

o
l

 
 

Fig. 1. The proposed framework for security-constrained energy and reserve scheduling from MGO’s perspective. 

 

B. Proposed solution methodology 

       Framework of the proposed solution methodology is presented in Fig. 2. The input data to the proposed structure 

consists of two categories, deterministic data and stochastic data which are obtained by modelling as random 

processes. Because of the stochastic consideration for wind and PV generation and also loads consumption, at first, 

some scenarios are generated based on probability density functions (PDFs). Then, by implementing an efficient 

scenario reduction algorithm, NS scenarios are selected that represents well enough the uncertainties. In the next step, 

the reduced scenarios are applied to the proposed MIP-based optimization model to maximize the expected profit of 

islanded MGO while considering system voltage and frequency security constraints. As it can be seen from flowchart, 

the proposed scheduling problem consists of master problem and sub-problems that use Benders decomposition (BD) 

theory to get the solutions [27]. In the master problem, unit commitment (UC) and the status of DG units, economic 

dispatch and also the amount LC/LS in DR programs are determined in a MIP problem. Sub-problem solves, instead, a 

24-h Nonlinear Programming Problem (NLP) representing hourly AC security-constrained OPF. The solution 

generated by the upper layer (master problem) is considered in the sub-problem and the feasibility and optimality of 

the optimal decision of base case decisions is evaluated under system contingencies to detect flow violations. If sub-

problem fails to get a feasible solution, accordingly an infeasibility cut based on the BD theory is created and included 

to the master problem to recalculate the dispatch and hourly commitment states of the generating units and also 

responsive loads condition.  

A. Uncertainty modeling of renewable resources and electric demand 

In order to model the variation of wind power generation, the historical data records of wind speed, v, is used and 

modeled by Rayleigh PDF [22]. The general Rayleigh PDF for wind speed can be formulated as follows [27]: 
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2

2 22
( ) ( ).exp ( )

v v
PDF v

c c
     (1) 

where, v , k  and c  are wind speed, shape factor (dimensionless) and scale factor, respectively. Besides, the output 

power of WT can be described by Eq. (18) [22] : 

 

0 ; 0

( ) ( ). ;

;

in out

rin
w w in r

r in

r

w r out

v v or v v

v v
P v P v v v

v v

P v v v

   



  


  

 (2) 

 

where, 
rv ,

inv  and outv  indicate the rated speed, cut-in speed and cut-out speed of the WT, respectively, and 
r

wP

represents the total rated power of WT.  

 

Input data of Load, demand elasticity, 

electricity price, wind and PV power and etc.

Generate scenario data based on load, wind 

and PV power forecast errors

Scenario reduction to Ns scenarios

Master problem

(Find the optimal solution for UC and economic 

dispatch without network constrains)

Subproblem for base case 

(Hourly network evaluation for 

AC constraints for base case)

No

Yes

Start 

t = 0

s = 0

s > 0

s < NS

t < NT t = t+1

s = s+1

Create cut for base 

case, time t

Number of cuts>0
Get the optimal 

solution

Add cuts to master 

problem 

Is it feasible? Is it feasible?
Yes

No

Yes

Yes
No

No

Yes No

No

Subproblem for scenario s 

(Hourly network evaluation for 

AC constraints for scenario s)

Create cut for 

scenario s, time t

Yes

 
Fig. 2. Flowchart of the proposed scheduling algorithm. 

 

The distribution of hourly irradiance usually follows a bimodal distribution, which can be seen as a linear combination 

of two unimodal distribution functions [29]. A Beta PDF is utilized for each unimodal, as stated in the following: 
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( 1) 1( )
. (1 ) ; 0 1, 0, 0

( ). ( )( )

0 ;

bf

otherwise

  
    

 

  
     

  



 
(3) 

The parameters of the Beta distribution function (  ,  ) are calculated based on the mean (  ) and standard deviation 

( ) of the random variable as follows: 

2

1
1 1

1

( )
, ( ) ( )

   
  

 

  
    


 

(4) 

Additionally, the uncertainties of load and demand elasticity are considered as stochastic variables and their 

forecasting errors are modeled using normal distribution function with a known mean and variance. In this study, to 

model the uncertainties of each stochastic variable, a set of possible scenarios are generated based on Metropolis–

Hastings algorithm using related PDFs. Then generated scenarios are reduced into an optimal subset that represents 

well enough the uncertainties using the k-means clustering technique [30]. Finally, the scenarios are combined to 

construct the whole set of scenarios based on a scenario tree [31]. Each branch in scenario tree corresponds to one 

scenario in scheduling horizon with a probability calculated as follows:  

 

lsvswss    
(5) 

where ws , vs and ls are the probabilities of the wsth wind, vsth PV and lsth load scenarios, respectively. 

 

B. AC- Power flow constraints 

In an islanded MG, the frequency and the voltage are affected by any active and reactive power mismatches 

between the generation and the consumption side. Thus, an AC-power flow is required to calculate the voltages and 

frequency deviations in the absence of an infinite bus. The active and reactive power balance equations in the time 

interval t in each bus of MG in steady state are defined as: 

 

where
P

trnf ,,  and 
Q

trnf ,,  are considered as active and reactive power flow from bus n to bus r at time interval t, 

respectively and calculated as follow: 

 

There are several operating constraints for DG units that represent the relationship between active power 

productions of DGs and upward/downward regulation capacities as follows: 

U

titiiti

D

titii RuPPRuP ,,

max

,,,

min   
(10) 

ti

U

ti

U

ti uRR ,

max,

,,0   
(11) 

ti

D

ti

D

ti uRR ,

max,

,,0   
(12) 

)1(0 ,

max,

,, ti

NS

ti

NS

ti uRR   
(13) 

 

The same technical/operating conditions must be met for the system in each working scenario as follows:  






)(),(:

,,

)(),(:

,

)(),(:

,

)(),(:

,

)(),(:

,

trnr

P
trn

tMnjj

tj

tMnvv

tv

tMnww

tw

tMnii

ti LFDPPP

LVWI

 (6) 






)(),(:

,,

)(),(:

,

)(),(:

,

)(),(:

,

)(),(:

,

trnr

Q
trn

tMnjj

tj

tMnvv

tv

tMnww

tw

tMnii

ti LFQQQQ

LVWI

 

 

(7) 

 

  )sin(.)cos(. ,,,,,,,,,
2

,,,, trtntrtnrntrtntrtntnrn
P

trn VVBVVVGLF    
(8) 

  )sin(.)cos(. ,,,,,,,,,
2

,,,, trtntrtnrntrtntrtntnrn
Q

trn VVGVVVBLF    

 

(9) 
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Equations (14)-(17) describe the AC power flow constraints in real-time operation of MG that guarantee the balance of 

the active and reactive powers at different nodes. When the frequency deviates from its nominal values, MG central 

controller (MGCC) must restore that to the reference value by readjusting the active power set-points of dispatchable 

DG units and/or enabling DR actions. Moreover, the restoration function should be activated inline with the MG 

economic objectives. Therefore, based on the performances of the droop controlled of DGs [32], the stay-state 

frequency deviation can be formulated by (18): 

])
1

(/[)( ,
,

,,,,,,,  
GG N

i

ti
ip

stL

N

i

ref
stistist u

m
DPPf  

(18) 

where, stLD ,, is the frequency elasticity of MG loads at period t and in scenario s. In other to keep the frequency stable, 

MGCC has to regulate the active power generation of DG units so as to meet the following criterion:  

 

max

, ff st   
(19) 

 

where, 
maxf  is the maximum value of MG frequency excursion. Equations (20)-(21) represent the linear models for 

the startup cost of DG units. 

 

)( ,1,,,,,, stisti

SU

tisti uuSUC    
(20) 

0,, stiSUC  (21) 

 

Constraints (22)-(23) couple the first stage decisions with possible realizations of stochastic processes. Equation (22) 

represents the relationship between the scheduled power of DGs and their deployed powers and reserves in scenarios. 

Also, Equation (23) stipulates the relationship between the scheduled values of load and deployed energy and reserves 

in the scenarios for each group of customers. 

  

D

sti

NS

sti

U

stistiti rrrPP ,,,,,,,,,   
(22) 

D

stj

U

stjstjtj rrLL ,,,,,,,   
(23) 

  

Constraints (24)-(25) represent the WT and PV power production limit, respectively. 

max

,,0 wstw PP   
(24) 

 

The relationship between the active power production limits of DG units and generation-side reserve and DGs 

deployed reserves limits are represented by (26)-(29).  

U

stistiisti

D

stistii RuPPRuP ,,,,

max

,,,,,,

min   
(26) 






),(),(:

,,,,,

),(),(:

,,

),(),(:

,,

),(),(:

,,

),(),(:

,, )(

strnr

P
strn

shed
stj

stMnjj

stj

stMnvv

stv

stMnww

stw

stMnii

sti LFLDPPP

LVWI

 (14) 
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,, )(

strnr

Q
strn

shed
stj

stMnjj

stj

stMnvv

stv
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U
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(27) 

D
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D
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(28) 
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(29) 

 

Moreover, (30)-(34) present the constraints on nodal voltages, line power flows, emergency load curtailments and 

reactive powers, respectively. 
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(30) 

    max
,

2
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tj
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stj LL ,,,0   
(33) 

shed

stj

shed

stj LQ ,,,, .cos  
(34) 

 

Constraints (35)-(36) stand for the up- and down-deployed reserves limits of the demand-side. It should be noted that 

the up-reserves deployed by the demand-side is defined as a decrease in the consumption level, while down-reserve is 

defined oppositely.  

 

U

stj

U

stj Rr ,,,,0   
(35) 

D

stj

D

stj Rr ,,,,0   
(36) 

 
 

C. Demand Response Model 

Consumers participate in DR programs and change their consumption patterns over the time based on the electricity 

price signals. Therefore, the total demand after load participation in DR program at each time interval t can be 

calculated as: 

 



JN

j

DR

tj

NDR

tjt DDD
1

,,
 (37) 

where,
NDR

tjD , and 
DR

tjD , represent the non-responsive and responsive loads of group j of customers at time interval t, 

respectively. To achieve the maximum benefit, each group of customers may change the load level from tjD , to DR

tjD ,  

in period t, as: 

DR

tjtj

DR

tj DDD ,,,   
(38) 

where, 
DR

tjD , is load changes due to DR participants. The benefit of group j of customers can be obtained as: 

tj

DR

tj

DR

tj

DR

tj DDBDS ,,,, .)()(   
(39) 

where, )( ,

DR

tjDS and )( ,

DR

tjDB represent benefit and income of group j at period t after implementing DR programs, 

respectively. In order to maximize the benefit of group j, (40) must be met, 

, , ,

, ,

, , ,

( ) ( ) ( )
0

DR DR DR

j t j t j t

j t j tDR DR DR

j t j t j t

S D B D B D

D D D
 

  
    

  
 (40) 

The changes in demand due to change in price at the same time instant t is defined as self-elasticity [1], and can be 

mathematically represented as follows:  
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By using Eq. (41) and based on the quadratic model of DR, the income of group j of customer at period t after 

implementing DR programs is obtained as: 
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Differentiating (42) with respect to 
DR

tjD ,  yields: 
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(43) 

Substituting (43) into (40) gives: 
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 (44) 

Therefore, the consumption of group j at time t is obtained as follows: 
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 (45) 

In a like manner, cross-elasticity is defined as demand sensitivity of the tth period with respect to the price elasticity at 

hth period [13] and can be mathematically formulated as follows: 
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(46) 

Based on the quadratic model of DR and using Eq.(46), responsive loads that shifted from another period to period t 

are modeled as: 
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 (48) 

Therefore, the customers’ total loads after participating in DR programs is obtained with the summation of (45) and 

(48) as follows: 
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(49) 

By replacing (49) into (37), the load economic model is obtained as: 
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(50) 

It is should be noted that both active and reactive loads can be modeled taking into account their voltage and frequency 

dependence so that the amount of total active and reactive load of bus n at time interval t and scenario s can be 

obtained as [23]: 

 2
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where, tjD , and tjQ , are respectively the specified active and reactive loads of group j of customers at period t, pjk

and qjk denote the coefficients of the frequency characteristics of the load, and pjp , cjp , zjp , pjq , cjq  and zjq stand 

for the coefficients of the voltage characteristics of loads of group j. Moreover, 


nV  is voltage magnitude (RMS value) 

associated with tjD , and tjQ , .One can use appropriate values for the mentioned coefficients to model different types 

of load [33].  

The demand-side constraints determine the degree of participation of each group of customers in energy and reserve 

scheduling. These constraints for both of active and reactive demand loads are given as:  

max

,,

min

, tjtjtj DDD   
(53) 

min

,,,0 tjtj

U

tj DDR   
(54) 

tjtj

D

tj DDR ,

max

,,0   
(55) 

 

D. Objective function 

The objective function is to maximize the total profit of the MGO during the scheduling time horizon. The profit of 

MGO includes the revenue of selling energy to customers minus the costs of energy and reserve provision as well as 

the expected costs of operation under uncertainties. In this regard the problem of optimal DER and DR scheduling can 

be formulated as an optimization problem with the following objective and a set of constraints described earlier. 
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(56) 

      In (56) the first line represents the MGO’s revenue from selling electricity to the customers. The second line is the 

cost of DG units and their start-up and shut-down costs. The third line represents the costs of scheduled reserve of 

generating units and responsive loads. The fourth line represents the cost of energy that the MGO purchases from the 

WT and PV owners. In this study, it is assumed that the WT and PV units are not owned by the MGO, and so, the WT 

and PV sell their energy to the MGO based on specified prices. The fifth line denotes the costs of unit commitment in 

different scenarios. The sixth line denotes the costs of deploying reserves from DGs and responsive loads. The seventh 

line stands for the cost of power provision by WT and PV units that stems from the deviation between the real-time 

power output and the day-ahead forecasted power. It should be noted that in the first stage of scheduling, MGO 

schedules WT and PV units based on their forecasted values. But, due to variable climate, the output power of WT and 

PV units changes always. Therefore, the real-time output power may differ from day-ahead forecasted power. In fact, 

the seventh line represents the exchanged cost that should be paid to (obtained from) the WT and PV units’ owners 

based on the difference between their forecasted and actual power production in scenarios. Therefore, this term can be 

positive or negative in the scheduling time horizon. Finally, the last line represents the cost of expected energy not 

served (EENS) for the inelastic loads at different scenarios. The amount of EENS for consumer j during the scheduling 

horizon can be calculated as follows: 
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where, 
shed

stjL ,,  is the mandatory load shedding imposed on consumers of group j in period t and scenario s.  

 

E. Piecewise Linear AC Power Flow 

 In the above formulation, AC power flow constraints are nonlinear and should be linearized to be appropriate for 

linear programming model. Equations (58) and (59) present a piecewise linear approximation to AC power flow, in 

which voltage and reactive power are modeled as [34]: 

Over a typical range of voltage angle, i.e., 
10,,,,  strstn  , strn ,,, represents the piecewise linear approximation of 

)cos( ,,,, strstn   that is [34]. 

where, mstrnd ,,,, and mstrne ,,,, are chosen so that strn ,,, and )cos( ,,,, strstn   intersect at break points. The approximation 

errors associated with this model can be found in [35]. 

 

III. Simulation and Results 

The single line diagram of a typical low-voltage MG involving three radial feeders is shown in Fig. 3. This system 

consists of five dispatchable DG units including two micro-turbines (MT1 & MT2), two fuel cells (FC1 & FC2), and 

one gas engine (GE). Also, five RES plants including three WTs and two PVs are connected in different buses. The 

data associated with the installed generation units are given in Table 2, [20].  

 

WT2

FC1

PV1

FC2

PV2

MT2

Main-Grid

20/ 0.4 kV

MGCC

Static

 Switch

1

2

3

7

5

6

4

8

9

13

14

10

15

16
12

11

Load 1

Load 2

Load 3

Load 4

Load 5

Load 6

Load 7

Load 8

MG Operator

GE

MT1

WT3
WT1  

Fig. 3. Single line diagram of the simulated MG. 
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Also, the hourly forecasted active power outputs of WT and PV plants are depicted in Fig. 5 [20]. It is assumed that 

the PV plants operate at unity power factor while the WT units operate at 0.95 legging power factor. Moreover, the 

MG feeds eight similar three-phase balanced aggregated loads (load1 to load8 in Fig. 3) that are voltage and frequency 

dependent. Moreover, these loads and are equipped with EMC and could participate in DR program. It is assumed that 

the power factor of each load group is 0.95 lagging. The costs of demand-side reserves are 2 and 1.7 cent/kW for up 

and down spinning reserves, respectively. Besides, the generation costs of WT and PV systems are 10.63 and 54.84 

cent/kWh, respectively, and the value of lost load (VOLL) is 1000 cent/kWh [20]. Moreover, it is assumed that the 

prices for buying and selling deviation power from unit i, WT and PV are equal to their energy bids in day-ahead 

market. Hourly load profile and energy price at TOU tariff of the study MG in a given day is also shown in Fig. 5. In 

this study, daily load of MG is divided into three different periods, namely valley period (00:00–5:00), off-peak 

periods (5:00–10:00, 16:00–19:00 and 22:00–24:00) and peak periods (11:00–15:00 and 20:00–22:00). Also, the price 

elasticity of the loads is adopted from [26]. It should be noted that the nominal value for the MG bus voltages is 400V, 

and the nominal system frequency is considered to be 60 Hz. Moreover, voltage magnitude at all buses and the system 

frequency can exceed up to 5 % and 5.1 % from their nominal values, respectively.  
       

 

Table 2. Technical specifications of the simulated MG components.  
 

 

Emission 

(kg/kWh) ipm ,  
NSRC  

(cents) 

DRC  

(cents) 

URC  

(cents) 

SDC 

(cents) 

SUC 

(cents) 

B 

(cents) 

A 
(cents/kWh) 

Pmax 

(kW) 

Pmin 

(kW) 
DG 

0.550 0.05 2.1 2.1 2.1 8 9 4.47 185.06 150 25 MT1 

0.550 0.05 2.1 2.1 2.1 8 9 12.57 185.06 150 25 MT2 

0.377 0.025 1.5 1.5 1.5 9 16 4.14 355.18 100 20 FC1 

0.377 0.025 1.5 1.5 1.5 9 16 14.24 355.18 100 20 FC2 

0.890 0.01 1.7 1.7 1.7 8 12 7.42 312.00 150 35 GE 

 

 

 
Fig. 4. The output power of WT and PV plants 

 

 

 
Fig. 5. Total load of MG and energy price at TOU tariff. 

 

The proposed optimization modeling is examined over a 24-hour scheduling horizon. To simulate the 

environmental/behavioral uncertainties within the system, 2000 initial scenarios are generated based on PDFs to 

represent different values for wind and PV output power uncertainties as well as uncertainties in demand-side 
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participation. In the next step, by implementing an efficient scenario reduction algorithm, 25 scenarios are chosen that 

represent well enough the uncertainties. The reduced scenarios are then applied to the proposed MIP-based 

optimization model to maximize the expected profit of MG operator as well as to ensure system voltage and frequency 

security. The optimization is carried out by CPLEX solver using GAMS software [34] on a PC with 4 GB of RAM and 

Intel Core i7 @ 2.60 GHz processor. 

We consider four cases for analyzing the effect of TOU-based DR program on voltage and frequency deviations. In 

case 0, the MGO maximizes his expected profit without DR participation under TOU program. In cases 1, 2 and 3 

customers participate in DR programs and their level of contributions are considered as 20%, 40% and 60%, 

respectively. Fig. 6 shows the hourly load profiles of the MG in these four cases. As it can be observed, with the 

participation of customers in TOU program, the total demand decreases during peak hours when electricity prices have 

high values and increases during off-peak or valley periods when prices are relatively lower. Peak demand reductions 

from DR actions in cases 1, 2 and 3 are 3.6%, 7.6% and 11%, respectively. 

The optimized values of the expected profit of MGO, customers’ payment, cost of DG units, pollutant emissions 

and cost of EENS are given in Table 3. As seen in this table, with increasing customers’ participation in TOU program, 

the expected MGO profit is increased. The reason is that the expensive units are not dispatched to satisfy the demand 

at peak hours as the peak load has been reduced through DR programs.  

 

 
Fig. 6. Hourly load profile in different cases. 

 

 

Table 3. The optimization values of the objective function in different cases. 
 

Attribute Case 0 Case 1 Case 2 Case 3 

Expected profit of MG operator (cents Day-1) 29682.10 37726.67 39967.84 41409.29 

Customers’ payments as bills (cents Day-1) 124766.00 122625.04 120544.07 118433.11 

Cost of DG units (cents Day-1) 78203.49 75824.37 74145.58 72842.36 

Pollutant emissions (kg Day-1) 6486.85 6484.85 6441.48 6324.35 

Cost of EENS (cents Day-1) 6093.79 345.43 238.56 212.04 

 

Variations of system frequency under different working scenarios and different hours in a given day for different 

cases are shown in Fig. 7. It can be seen in all case studies that the system frequency is regulated well enough around 

the nominal value (i.e. 60 Hz) through optimal coordination of DERs and DR actions based on a meaningful trade-off 

between technical and economical issues. The highest frequency drop (worst case scenario) is related to scenario 21 

where demand level and RESs generation have their maximum and minimum values, respectively. The other extreme 

case happens in scenario 5 where the load consumption and RESs generation have their minimum and maximum 

levels, respectively and the system frequency jumps to the highest value. It can be also observed that with active 

participation of end-users in DR programs (especially during 11:00 to 15:00 when the loads have higher demand 

elasticity), the system frequency goes under less variation as more reserve is allocated by responsive loads. 

        

 

0 2 4 6 8 10 12 14 16 18 20 22 24
200

300

400

500

600

700

Time (hours)

L
o
ad

 (
k
W

)

 

 

Case 0

Case 1

Case 2

Case 3



  15 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 7. Variation of MG frequency in different cases, (a) case 0, (b) case 1, (c) case 2, (d) case 3. 

 

Average values of the system frequency in different cases and different hours are depicted in Fig. 8. As shown in this 

figure, the average values of frequency in all cases are the same during the valley period as in this time interval the 

total demand is very low and DG units could effectively support the load. Therefore, TOU-based DR program has not 

significantly affected on the average values of frequency at the valley period. But, at other hours of the day, especially 
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at hours 11:00 to 15:00, average of frequency has changed more with applying DR. Since, DR resources allocate more 

reserve capacity for frequency regulation at 11:00 to 15:00 based on the proposed optimal scheduling.  
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 8. Average of hourly static frequency in different cases, (a) case 0, (b) case 1, (c) case 2, (d) case 3. 

 

The results obtained from the proposed approach for solving the stochastic security-constrained energy and reserve 

scheduling problem with considering TOU-based DR program are presented in Table 5 and compared with the results 

obtained from two other approaches in related literature. The numerical results show the performance of the proposed 

approach against existing methods in terms of computational time and voltage and frequency regulation capability 

(standard deviation (SD)) indices averaged over 25 working scenarios. As can be seen in this table, using the method 

presented in [17] and [19], in which DC-OPF is used, results in lower run times compared to other methods, however 

the voltage and frequency standard deviations (SD) are considerably high (less accuracy). Also, by using the method 

presented in [24] and [25], in which AC-OPF is used, although the voltage and frequency deviations can be relatively 

decreased, computational time is relatively high. On the other hand, the proposed method in this paper demonstrates a 

better performance in terms of voltage and frequency regulations. It also solves the optimization model in a reasonable 

time which is comparable with the existing methods. It should be noted that as the solution approaches differ in our 

comparative study, so do the computational burdens.        

      To validate the correctness of the presented results analytically, the generation level of DG units and their power 

set-point in different cases are studied in two scenarios. Here, scenarios 5 and 21 are chosen in which the frequency 

has the highest and the lowest values compared to other scenarios. The results for hours 13:00 and 21:00 for these 

scenarios are presented in Table 6. The optimal power set-points of DR and DG resources are adjusted by MGCC 

considering economic operation and security constraints. Based on the results listed in this table, the system frequency 

can be also calculated analytically. For example, in four cases in scenario 5 and at hour 13:00, the frequency equals to: 
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Hzfcase 998.59
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Table 5: Obtained results for stochastic scheduling problem on the MG test system by different solution approaches. 
 

Solution 

Approaches 

Case of 

study 

Solution  

approaches 

Run-

time 
(sec) 

SD of 

frequency 
(Hz) 

SD of 

voltage 
(pu) 

The model presented in reference 

[19] 

 Case 0 DC-OPF 613 0.133 0.123 

Case 1 DC-OPF 642 0.114 0.119 

Case 2 DC-OPF 646 0.111 0.111 
Case 3 DC-OPF 652 0.103 0.107 

The model presented in reference 

[19] 

 Case 0 DC-OPF 634 0.121 0.112 

Case 1 DC-OPF 678 0.108 0.108 

Case 2 DC-OPF 687 0.105 0.106 
Case 3 DC-OPF 691 0.098 0.101 

The model presented in 

reference [24] 

Case 0 AC-OPF 1269 0.123 0.120 

Case 1 AC-OPF 1298 0.111 0.114 

Case 2 AC-OPF 1309 0.109 0.108 
Case 3 AC-OPF 1312 0.107 0.103 

The model presented in reference 
[25] 

Case 0 AC-OPF 1347 0.111 0.109 

Case 1 AC-OPF 1453 0.102 0.104 
Case 2 AC-OPF 1480 0.094 0.102 

Case 3 AC-OPF 1498 0.090 0.097 

The proposed Model 

Case 0 AC-OPF 1019 0.102    0.106 

Case 1 AC-OPF 1076 0.097    0.102 
Case 2 AC-OPF 1088 0.093    0.101 

Case 3 AC-OPF 1094 0.087    0.095 

 
 

Table 6. Generation levels of DG units and their reference power set-point (kW) in scenario 5 and 21 during peak hours (13:00 

and 21:00) in different cases. 
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Case 0 Case 1 Case 2 Case 3 

Generatio
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Power 
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Generatio

n level 

Power  

set-point 

Generation 

level 

Power 

 set-point 

Generatio

n level 

Power  

set-point 

S
ce

n
ar

io
 5

 1
3

:0
0
 

MT1 53.412 92.448 87.295 87.295 150 150 150 147.229 

MT2 25 114.472 25 85.889 25 66.224 27.10 31.692 

FC1 100 100 96.422 96.422 0 0 0 0 

FC2 0 20 0 0 0 0 0 0 

GE 119.963 130 150 150 150 150 150 150 

2
1

:0
0
 

MT1 115.252 115.252 124.125 124.125 123.521 123.521 150 150 

MT2 55.871 133.469 44.021 144.021 41.571 141.571 52.08 120.8 

FC1 92.459 92.459 83.494 83.494 83.088 83.088 0 0 

FC2 100 80 20 36.012 20 35.183 32.147 92.147 

GE 150 150 150 150 150 150 141.804 136.887 

S
ce

n
ar

io
 2

1
 1
3

:0
0
 

MT1 150 92.448 150 87.295 150 150 150 147.229 

MT2 135.594 114.472 85.889 85.889 66.224 66.224 31.692 31.692 

FC1 100 100 100 96.422 100 0 100 0 

FC2 0 0 0 0 0 0 0 0 

GE 150 150 150 150 150 150 150 150 

2
1

:0
0
 

MT1 150 115.252 150 124.125 150 123.521 150 150 

MT2 150 133.469 144.021 144.021 141.571 141.571 120.8 120.8 

FC1 100 92.459 100 83.494 100 83.088 100 0 

FC2 100 80 36.012 36.012 35.183 35.183 92.147 92.147 

GE 150 150 150 150 150 150 150 136.887 
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The frequency profiles regarding the aforementioned scenarios for all cases during the 24h scheduling time horizon 

are depicted in Fig. 9. The presented values in this figure are validated analytically (as done above) and the obtained 

results show the correctness of the results from presented approach. As it can be seen, in both scenarios the frequency 

is kept within the acceptable range. In scenario 5-case 0 (Fig. 9-(a)), the frequency deviation is at the maximum 

allowable limit (i.e., 1.5% more than its nominal value), however in other cases the frequency deviations have lower 

values and remain within more secure ranges, especially during peak hours, due to the participation of consumers in 

DR program. Moreover, as can be seen in Fig. 9-(b), the frequency deviation is increased in some hours (e.g., 1:00 to 

5:00 and 9:00 to 18:00) with applying DR due to the trade-off between technical and economic issues. 

Also, the proposed method can also guarantee the system frequency and nodal voltages to be kept within their 

secure range following a sudden outage of a generation unit, a change in the real/reactive power consumption or 

generation and so on. To evaluate the performance of the proposed method under different working conditions that are 

more likely to happen contingency analysis of the system is illustrated in Fig. 10 during the mentioned scenarios. 

Forced outage (loss) of a DG unit (e.g., unit 1) is simulated and the system frequency response after the event is 

captured. As it is observed, although a contingency is triggered (outage of a generating), the system frequency remains 

within its acceptable range through optimal coordination of distributed energy sources and responsive loads (N-1 

criteria is met appropriately). It should be noted a reliable operating condition would also be observed in case of other 

generation units’ outages or sudden loss of loads. However, we have just reported on one typical case as an illustrative 

example. Based on the numerical results, it is also observed that in different working conditions (normal or faulty), 

with the application of TOU program the frequency variation decreases and remains in a secure range. Nevertheless, 

by enabling DR programs and as the result with more participation of responsive loads, the reserve capacity of 

generation units would increase that yields to improving the frequency security margin. 

 

 

 
(a) 

 
(b) 

Fig. 9. Hourly frequency profile of different cases in (a) scenario 5 and (b) scenario 21. 

 

Because, as it can be seen from, with consideration of DR influence on frequency regulation, the difference between 

DGs generation level and their power set-point is lower than that of in case 0, so, the frequency deviations are 

relatively higher in the cases with DR.  

 

 
(a)  

(b) 

Fig. 10. Hourly frequency profile of different cases in (a) scenario 5 and (b) scenario 21. 

 

       

Fig. 11 illustrates the nodal voltage fluctuations as well as the average bus voltages in different cases over the 

scheduling horizon. Since the reactive power level in a bus mainly determines the voltage magnitude, it can be 

expected that the voltage profile in a given bus can be affected by the implementation of DR actions. In a bus with a 

DG unit, if the amount of injected reactive power is reduced, then voltage magnitude will be decreased and in a load 
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bus, if the demand load is reduced, then the reactive power consumption will be decreased and the voltage will rise. 

However, it should be also noted that the reactive power injected or absorbed by a generating unit can change voltage 

magnitude of other buses. As it can be seen, the average voltage magnitude at some buses in case 0 is more than that of 

other cases. Since, higher numbers of DG units are committed in case 0, more reactive power injected to the system 

which in turn boosts the voltage at some points. With increasing DR contributions, however, the nodal voltages are 

affected differently. This implies that the average voltage in some buses with high DR support decreases due to 

reductions in the net reactive power injected into those buses while the opposite happens to the buses without or with 

lower DR support.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 11. Average of hourly voltage in different cases, (a) case 0, (b) case 1, (c) case 2, (d) case 3. 

 

      In order to investigate the system nodal voltages, the hourly voltage profile of four typical buses 1, 7, 12 and 16 are 

plotted in Fig. 12.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 12. Hourly voltage magnitude of different cases in (a) bus 1, (b) bus 7, (c) bus 12 and (d) bus 16. 
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As can be seen, with increasing DR participation in TOU-based program, the voltage magnitudes change at some 

hours. In the valley period (i.e., 1:00 to 5:00), the voltage magnitude is less sensitive to DR than in the peak period 

(such as 10:00 to 14:00). Since, in the peak period more load reduction is triggered and less expensive generating units 

are dispatched due to the lower load levels, less reactive power would be injected into buses and as the result greater 

voltage drops may be observed. On the other hand, at the low load intervals, especially during the valley period the 

voltage profile at all cases are somehow the same. This happens because of the aggregated load in these hours and in 

all four cases is almost similar which in turn necessitates similar unit commitment pattern and supplement of local 

reactive power accordingly. As a result with applying DR the voltage magnitude is significantly improved, especially 

in peak periods, but in other periods participation of responsive loads may reduce security margins. 
 

IV. Conclusions 

This paper presented a stochastic model for security-constrained energy and reserve scheduling of an islanded MG 

with considering TOU-based DR program. In this regard, a two-stage stochastic model was proposed for optimal 

coordination of DG units and responsive loads in order to maximize the expected MGO profit with considering voltage 

and frequency security constraints. To study the effect of uncertain parameters (such as wind and PV productions and 

also load consumption) on the proposed scheduling problem, a scenario-based stochastic programming method was 

employed. Moreover, an ACOPF approach was applied to observe the actual operating conditions and to determine the 

effect of customers’ participation in TOU- DR program on MG voltage and frequency security. Simulation results 

demonstrated that the optimal coordination of DERs and DR actions, could not only meet the system’s objectives, but 

also satisfy the system’s technical/security constraints in an appropriate way. It was also observed that the customers’ 

participation in energy and reserve scheduling, could have significant effects on the voltage and frequency response of 

the system in steady-state. Based on the numerical results, it was also observed that in different conditions (normal or 

faulty), by enabling TOU-DR programs and as the result with more participation of responsive loads, the reserve 

capacity of generation units would increase that yields to improving the frequency security margin. In other word, with 

higher demand-side participation in energy and reserve provision, larger capacity from DG units would be available 

which in turn assures better frequency regulation even during the peak load periods. Moreover, with increasing DR 

participants, the MG bus voltages change at some hours, especially at peak periods. At some buses with high DR 

support, the average nodal voltages could decrease due to reduction in the net reactive power injected into those buses 

while the opposite could happen to the buses without or with lower DR support. Also, with increasing DR participants, 

the number of committed units decreases and so does the reactive power injection which in turn reduces certain bus 

voltages. Based on the proposed method, operator could track the voltage and frequency profiles of MG at the 

operation conditions and ensure the system security. 

Our future effort will be mainly focused on developing an optimal risk-constrained stochastic programming with 

considering price-based DR programs in order to properly control the MG expected voltage and frequency deviations 

in a cost-effective scheme. More investigations will be also conducted on real-world uncertainties of DR resources and 

their influence on energy and reserve scheduling. 
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