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ABSTRACT

In this paper, we present a speech analysis method based on sparse pole-zero modeling of speech. Instead of using the all-pole model to approximate the speech production filter, a pole-zero model is used for the combined effect of the vocal tract; radiation at the lips and the glottal pulse shape. Moreover, to consider the spiky excitation form of the pulse train during voiced speech, the modeling parameters and sparse residuals are estimated in an iterative fashion using a least 1-norm pole-zero with sparse deconvolution algorithm. Compared with the conventional two-stage least squares pole-zero, linear prediction and sparse linear prediction methods, experimental results show that the proposed speech analysis method has lower spectral distortion, higher reconstruction SNR and sparser residuals.

Index Terms— Pole-zero model, least 1-norm cost function, sparse deconvolution, speech analysis.

1. INTRODUCTION

Speech modeling, as a fundamental speech analysis problem, has diverse applications in speech synthesis [1], speaker identification, speech recognition, etc. Based on the source-filter model of the speech production system, the speech production filter (SPF) is assumed to be time-invariant during a short-time period (frame) of approximately 20-40 ms, and excited by a pulse train or white noise for voiced or unvoiced speech.

Linear prediction (LP) with least squared error minimization criterion, based on an all-pole model, is commonly used for speech analysis [2]. The method performs well for white noise and small valued pitch harmonic excitations (aka residuals). However, for a large valued pitch, it tends to null out the input voiced speech harmonics and leads to an all-pole filter with poles close to the unit circle, and the estimated spectral envelope has a sharper contour than desired [3, 4]. Various improved schemes based on LP have been proposed, such as LP with the Itakura-Saito error criterion [5], all-pole modeling with a distortionless response at frequencies of harmonics [3] and the regularized LP [6]. More recently, motivated by the compressive sensing framework, sparse linear prediction based on the 1-norm criterion has been proposed for voiced speech analysis [7]. Unlike the conventional 2-norm method, sparse priors on the excitation signals and prediction coefficients are both utilized to offer an effective decoupling of the SPF and underlying sparse residuals. Moreover, the 1-norm method was shown to be robust against impulsive interference in all-zero plant identification [8, 9]. Fast methods and the stability of the 1-norm cost function for spectral envelope estimation are further investigated in [10, 11]. Another problem is that some sounds containing spectral zeros with voiced excitation, such as nasals, fricatives, or laterals, are poorly estimated by an all-pole model but trivial with a pole-zero model [12–14].

The estimation of the coefficients of the pole-zero model can be obtained separately [15], jointly [16] or iteratively [12]. A model identification method is proposed for time-varying stochastic pole-zero model estimation [17]. A 2-norm minimization criterion with Gaussian residual assumption is usually used to obtain the parameter estimates in these methods. Motivated by the logarithmic scale perception of the human auditory system, the logarithmic magnitude function minimization criterion has also been proposed [14, 18]. Additionally, the performance of the all-pole method deteriorates severely in noisy conditions. Various noise robust approaches based on all-pole model have been proposed [19,20].

In this paper, a speech analysis method based on sparse pole-zero modeling is presented. Using a pole-zero model for fitting the spectral envelope compared with the all-pole model, a better approximation can be obtained. The modeling coefficients and residuals are obtained in a iterative fashion. To consider the sparse priors of residuals, instead of conventional 2-norm minimization criterion, a least 1-norm criterion is used for the coefficient estimation. Moreover, sparse deconvolution is applied for deriving sparse residuals and denoising. The effectiveness of the proposed method for the spectral envelope estimation and signal reconstruction is verified using both synthetic signals and natural speech.

2. FUNDAMENTALS OF THE POLE-ZERO ESTIMATION

The pole-zero speech production filter model is considered in this paper. A sample of speech is written in the following form:

\[ s(n) = - \sum_{k=1}^{K} a_k s(n-k) + \sum_{l=0}^{L} b_l e(n-l) \]

\[ x(n) = s(n) + m(n) \]  \hspace{1cm} (1)

where \( a_k \) and \( b_l \) are coefficients of the pole-zero model, \( b_0 = 1 \), \( m(n) \) is Gaussian noise, and \( e(n) \) is the residual.

When \( L = 0 \), (1) reduces to the all-pole model and the parameter estimation can be formulated as

\[ \min_{\mathbf{a}} \| \mathbf{x} + \mathbf{Xa} \|_p + \gamma \| \mathbf{a} \|_q \]  \hspace{1cm} (2)

where \( \mathbf{x} = [x(N_1), x(N_1+1) \cdots x(N_2)]^T \), \( \mathbf{a} = [a_1, a_2 \cdots a_K]^T \), \( [\cdot]^T \) denotes matrix transpose, \( \| \cdot \|_p \) is the \( p \)-norm, \( \gamma \) is the regularization parameter and

\[ \mathbf{X} = \begin{bmatrix} x(N_1-1) & \cdots & x(N_1-K) \\ \vdots & \ddots & \vdots \\ x(N_2-1) & \cdots & x(N_2-K) \end{bmatrix} \]
$N_1$ and $N_2$ can be chosen in various ways. One way is setting $N_1 = 1$ and $N_2 = N + K$, which is the autocorrelation method. The covariance method is obtained by setting $N_1 = K + 1$ and $N_2 = N$ [21]. When the residual signal $e(n)$ is a Gaussian random variable, the standard 2-norm solution (i.e., $p = 2$ and $\gamma = 0$) of (1) is statistically equivalent to the maximum likelihood solution. However, the pulse train excitation for voiced speech can be better fitted as a super-Gaussian variable, known for its long-tail distribution. A sparse solution for the residuals can be obtained in principle by setting $0 \leq p \leq 1$. Moreover, prior knowledge of coefficients can be incorporated as a regularization term to improve the parameter estimation. For example, the generalized Gaussian or Laplacian distribution can be imposed to $\gamma$ by choosing $q = 2$ or $q = 1$, respectively. In [22], $p = 1$ and $\gamma = 0$ are used to obtain sparse residuals, [7] use $q = 1$ to encourage both sparse residuals and coefficients.

When $L > 0$, both poles and zeros present. The pole-zero model is known to be more effective than all-pole model, especially for fitting nasal sound [12–14, 18]. However, it inherently involves solving a nonlinear equation. A two-stage pole-zero method was proposed [15, 21]. In the first stage, a coarse estimate of $\hat{\mathbf{e}} = \mathbf{x} + \mathbf{x}\hat{\mathbf{a}}$ can be obtained by using (2) with a sufficiently high-order linear prediction $K'$. Then, replace $e(n) (K' + 1 \leq n \leq N)$ in (1) by $\hat{e}(n)$ determined in the first stage, and solve the following minimization problem:

$$
\min_{\mathbf{z}} \| \mathbf{x}' + \mathbf{X}'\mathbf{z} \|_p^p + \gamma \| \mathbf{z} \|_q^q
$$

(3)

where $\mathbf{x}' = [x(N_1'), x(N_1' + 1) \cdots x(N_2')]^T$, $\mathbf{X}' = [\mathbf{X}, -\hat{\mathbf{E}}]$ and

$$
\hat{\mathbf{E}} = \begin{bmatrix}
\hat{e}(N_1' - 1) & \cdots & \hat{e}(N_1' - L) \\
\vdots & \ddots & \vdots \\
\hat{e}(N_2' - 1) & \cdots & \hat{e}(N_2' - L)
\end{bmatrix}
$$

and $\mathbf{z} = [a_1 \cdots a_K, b_1 \cdots b_L]^T$. $N_1'$ and $N_2'$ are usually set to $K' + L + 1$ and $N$, respectively. When we set $p = 2$ and $\gamma = 0$ in (2) and (3), the above formulation is the standard two-stage least square pole-zero (TS-LS-PZ) method [21].

3. LEAST 1-NORM POLE-ZERO MODELING WITH SPARSE DECONVOLUTION (SD-L1-PZ)

There are problems with the above TS-LS-PZ method. First, to obtain an accurate estimate of the parameter vector $\mathbf{z}$, $K'$ should be very large. As a result, a large segment of data $e(n)$ ($1 \leq n \leq K'$) cannot be estimated, and the observations are not sufficiently used for estimating model parameters. Second, in presence of pulse train residuals, especially for a high valued pitch, the 2-norm based criterion is inappropriate for the estimation in both stages. Besides, this method does not consider the influence of the additive noise $m(n)$, which affects the reconstruction performance. To overcome these problems, we proceed to design a least 1-norm based pole-zero modeling with sparse deconvolution algorithm for speech analysis.

3.1. Finding a sparse residual

Instead of estimating the residuals using a sufficiently high-order all-pole model, a deconvolution method can be used [23]. First, (1) can be reformulated in a matrix form as follows

$$
\mathbf{Ax} = \mathbf{Be} + \mathbf{Am}
$$

(4)

where $\mathbf{e} = [e(1) \cdots e(N)]^T$, $\mathbf{m} = [m(1) \cdots m(N)]^T$, $\mathbf{A}$ and $\mathbf{B}$ have the form

$$
\begin{bmatrix}
1 \\
a_1 \\
\vdots \\
a_K \\
\hat{a}_1 \\
\vdots \\
\hat{a}_K \\
1
\end{bmatrix},
\begin{bmatrix}
1 \\
b_1 \\
\vdots \\
b_L \\
1 \\
\vdots \\
1
\end{bmatrix}
$$

When $L = 0$, $\mathbf{B}$ reduces to the identity matrix and (4) becomes a standard AR estimation problem. The usage of both poles and zeros is to obtain a better fitting to sounds containing spectral zeros. With a known or estimated parameter vector $\mathbf{z}$, the estimation of residuals $\mathbf{e}$ can be formulated as

$$
\min_{\mathbf{e}} \| \mathbf{e} \|_{q_1} \text{ s.t. } \| \mathbf{x} - \mathbf{A}^{-1}\mathbf{Be} \|_{p_1} \leq C
$$

(5)

Assuming Gaussian noise and pulse train residuals, a reasonable choice is to set $p_1 = 2$ and $q_1 = 1$ in (5). A good approximation between observations and modeling fitting is guaranteed by the 2-norm constraint. The 1-norm cost is to deemphasize the spiky residuals associated with pulse train excitation. Note that setting $C$ larger yields an estimate with poorer data fitting but sparser residuals, and vice versa. When the variance of the noise is known, a good choice is to set $C = N\sigma_m^2$. The reconstruction of speech signal can be obtained as

$$
\hat{\mathbf{x}} = \mathbf{A}^{-1}\mathbf{B}\hat{\mathbf{e}}
$$

(6)

where $\hat{\mathbf{e}}$ denotes the residual estimate obtained by (5).

3.2. Estimation of pole-zero modeling coefficients

With known or estimated residuals, we estimate the pole-zero modeling coefficients $\hat{\mathbf{z}}$ using the second stage of the TS-LS-PZ algorithm but with $p = 1$ and $N_1' = \max (K, L) + 1$, instead of the conventional $p = 2$ and $N_1' = K' + L + 1$, i.e.,

$$
\min_{\mathbf{z}} \| \mathbf{x}' + \mathbf{X}'\mathbf{z} \|_1 + \gamma \| \mathbf{z} \|_q^q
$$

(7)

To account for the non-Gaussian distribution characteristics of the residuals, a 1-norm minimization criterion is again used here instead of conventional 2-norm. Also, since complete estimates of residuals are available, observations can be sufficiently used with a smaller $N_1'$. Furthermore, as noted before, prior knowledge of coefficients can be incorporated as regularization term. Especially, when $q = 1$, and high orders of $K$ and $L$ are used, it will lead to sparse pole-zero coefficient estimates (see [7] for details about sparse linear prediction). The estimation of residuals and pole-zero modeling coefficients are repeated until convergence. To guarantee the causality
Algorithm 1 SD-L1-PZ

1: Initiate $\gamma$, $q$, $p_1=2$ and $q_1=1$.
2: Initialization with the TS-L1-PZ:
3: Solve (9) with a large $K'$, and $\hat{d} = x + X\hat{a}$
4: Coefficients estimation by (7) with $N_t' = K' + L + 1$
5: for $k = 1, \cdots$ do
6: Calculate $A^{-1}B$
7: Obtain refined sparse residual $\hat{e}_k$ using (5)
8: Solve coefficients using (7) with $N_t'' = \max (K, L) + 1$
9: while poles or zeros are larger than 1 do
10: Compute re-estimated coefficients using (8)
11: end while
12: end for

and stability of the proposed method for both estimation and reconstruction, the parameter vector can be re-estimated using

$$\min_{x} \|x' + X'z\|_1^2 + \gamma \|z\|_q^q \quad \text{s.t.} \quad \|a\| \leq 1, \|b\| \leq 1$$

(8)

when the poles or zeros are outside of the unit circle.

Furthermore, for the initialization of this iteration procedure, we modify the first stage of the TS-LS-PZ to the 1-norm formulation

$$\min_{x} \|x + Xa\|_1^2$$

(9)

In the second stage, (7) is used to replace the original cost function (3) with $p = 2$. Due to the 1-norm cost function, we refer this initialization approach to the two-stage least 1-norm pole-zero (TS-L1-PZ). We summarize the SD-L1-PZ in Algorithm 1.

4. RESULTS

In this section, we test the performance of the proposed TS-L1-PZ and SD-L1-PZ in both synthetic and real speech signals analysis scenarios.

4.1. Synthetic signal analysis

Synthetic speech signals are generated by convolving an input excitation with a constructed filter to estimate the performance of the proposed method. The input excitation is a pulse train with the fundamental frequency between 300-500 Hz. The filter we used here has the following characteristics

$$H(z) = \sum_{i=1}^4 (1 - \beta_i z^{-1}) \sum_{j=1}^5 (1 - \alpha_j z^{-1})$$

(10)

where $\beta_1 = \beta_2^* = 0.5348 + 0.5529j$, $\beta_3 = \beta_4^* = -0.0263 + 0.7685j$, $\alpha_1 = \alpha_2^* = -0.5026 + 0.5976j$, $\alpha_3 = \alpha_4^* = 0.4449 + 0.7929j$, $\alpha_5 = 0.8602$. The SNR is set to 30 dB for additive Gaussian noise. As a measure for the accuracy of the estimated spectral envelope, the spectral distortion (SD) is defined as [24]

$$\text{SD} = \frac{1}{S} \sum_{s=1}^S \left( \log \left| H(e^{j\omega_s}) \right| - \log \left| \hat{H}(e^{j\omega_s}) \right| \right)^2$$

(11)

where $\hat{H}(e^{j\omega_s})$ denotes an estimate of the true envelope $H(e^{j\omega_s})$. $S$ is the number of spectral samples. The experimental results are obtained by the ensemble averages over 2 s with 30 ms frame length. The SD curves for the SD-L1-PZ, TS-L1-PZ, TS-LS-PZ, 1-norm linear prediction (1-norm LP), 2-norm linear prediction (2-norm LP) with different excitation frequencies are shown in Fig. 1, where 5 iterations are used for the SD-L1-PZ, $\gamma = 0$, $C = \|m\|_2^2$, $N = 300$, $K = 10$ and $L = 5$. As can be seen, the SD of the 1-norm LP is lower than the 2-norm LP. Moreover, the plot of the TS-LS-PZ has more fluctuations than the TS-L1-PZ for different frequencies. Furthermore, by utilizing the 1-norm cost function and pole-zero modeling with sparse deconvolution together, the proposed SD-L1-PZ achieves the lowest spectral distortion compared with others.

Then, the reconstruction performance is tested in terms of the output SNR (oSNR). Synthetic speech signals are generated by convolving $e(n) = \delta(n - 50) + 0.5\delta(n - 80) - 0.3\delta(n - 100)$ with a filter with transfer function $H(z) = (1 + 0.8z^{-1})/(1 - 0.9z^{-1} + 0.81z^{-2})$ [23]. The oSNR is defined as

$$\text{oSNR} = E(\bar{e})^2 / E((\bar{x} - \hat{x})^2)$$

(12)

where $\bar{x}$ denotes the noise-free signal. The reconstructed signals $\hat{x}$ are obtained using (5) and (6) with $q_L = 1$ for 1-norm based methods (i.e. the 1-norm LP, TS-L1-PZ and SD-L1-PZ), but with $q_L = 2$ for the TS-LS-PZ. The experimental results are obtained by the ensemble averages over 100 Monte Carlo simulations. The oSNR curves for different algorithms are shown in Fig. 2, where $\gamma = 0$, $C = \|m\|_2^2$, $N = 300$, $K = 10$ and $L = 5$. As can be
4.2. Speech signal analysis

This work also examines the performance of the SD-L1-PZ for a real voiced vowel /a/ sampling of 8000 Hz, as shown in Fig. 3, where $\gamma = 0$, $C = 0.1 \| x \|_2^2$, $K = 20$, $L = 10$, the SNR for Gaussian white noise is set to 30 dB. As can be seen, the residuals of the SD-LS-PZ are sparser than both the 2-norm and 1-norm LP methods. Moreover, since we admit the existence of the pitch and harmonics, the spectral envelope estimate of the 1-norm LP and SD-L1-PZ is smoother than the conventional 2-norm LP, which tends to null out the harmonics [3]. In fact, due to the sparser residual estimates, the estimated spectral envelope of the SD-L1-PZ tends to be the smoothest one. Above all, due to the usage of the pole-zero model and 1-norm cost function, compared with all-pole model and 2-norm cost, the SD-L1-PZ presents sparser residuals and smoother spectral envelope estimation performance for voiced speech.

The residual estimates of the proposed approach are further tested on real speech signals "Why were you away a year, Roy?" uttered by a female speaker sampled at 8000 Hz. The histograms of the residuals for the 2-norm LP, 1-norm LP, TS-LS-PZ, TS-L1-PZ and SD-L1-PZ are shown in Fig. 4 and Fig. 5, where $\gamma = 0$, $C = \| m \|_2^2$, $K = 10$, $L = 5$, and the SNR for Gaussian white noise is set to 20 dB. Analysis is performed every 30 ms without overlap.

The residuals are obtained using (5) with $q_1 = 1$ for the 1-norm LP, TS-L1-PZ and SD-L1-PZ, but with $q_1 = 2$ for the TS-LS-PZ. As can be seen, the 1-norm-based approach, such as the 1-norm LP, or TS-L1-PZ and SD-L1-PZ, is thinner than the corresponding 2-norm method, which is the 2-norm LP or TS-LS-PZ, respectively. The SD-L1-PZ is the thinnest and highest among all the others, which means the residuals of the SD-L1-PZ are the sparsest.

5. CONCLUSION

A least 1-norm based pole-zero speech analysis method is proposed in this paper. By using the pole-zero model, it can fit the spectral zeros of speech signals easily than all-pole methods. Moreover, sparse residuals are encouraged by applying 1-norm criterion compared with the 2-norm methods. By iteratively updating parameters and residuals using the 1-norm cost and sparse deconvolution, robust coefficient estimates in noisy conditions can be obtained. Simulation results in both synthetic and real speech scenarios show that improved analysis performance in terms of lower spectral distortion, higher reconstruction SNR and sparser residuals can be obtained.
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