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Parametric equalization of an acoustic system aims to compensate for the deviations of its response from a desired target response using parametric digital filters. An optimization procedure is presented for the automatic design of a low-order equalizer using parametric infinite impulse response (IIR) filters, specifically second-order peaking filters and first-order shelving filters. The proposed procedure minimizes the sum of square errors (SSE) between the system and the target complex frequency responses, instead of the commonly used difference in magnitudes, and exploits a previously unexplored orthogonality property of one particular type of parametric filter. This brings a series of advantages over the state-of-the-art procedures, such as an improved mathematical tractability of the equalization problem, with the possibility of computing analytical expressions for the gradients, an improved initialization of the parameters, including the global gain of the equalizer, the incorporation of shelving filters in the optimization procedure, and a more accentuated focus on the equalization of the more perceptually relevant frequency peaks. Examples of loudspeaker and room equalization are provided, as well as a note about extending the procedure to multi-point equalization and transfer function modeling.

0 INTRODUCTION

Parametric equalization of an acoustic system aims to compensate for the deviations of its response from a target response using parametric digital filters. The general purpose is to improve the perceived audio quality by correcting for linear distortions introduced by the system [1–4]. Linear distortions, usually perceived as spectral coloration (i.e. timbre modifications) [5,6], are related to changes in the magnitude and phase of the complex frequency response with respect to a target response. Even though phase distortions are perceivable in some conditions [7], their effect is usually small compared to large variations in the magnitude of the frequency response [8]. Consequently, a low-order equalizer should focus on correcting the magnitude response of the system, rather than its phase response. Parametric equalizers using cascaded infinite impulse response (IIR) filter sections consisting of peaking and shelving filters are commonly used [9–12], especially when a low-order equalizer is required. Indeed, the possibility of adjusting gain, central frequency and bandwidth of each section of the equalizer results in a greater flexibility and, if the values of the parameters are well-chosen, in a reduced number of equalizer parameters w.r.t., for instance, a graphic equalizer with fixed central frequencies and bandwidths, or a finite impulse response (FIR) filter. However, since manually adjusting the values of the control parameters, as often done, can be difficult or may lead to unsa-
tisfactory results, the availability of automatic design procedures is beneficial.

For a parametric equalizer design procedure to be fully automatic, various relevant aspects should be considered, such as the number of filter sections available, typically fixed between 3 and 30 based on the application, and the structure of the filter sections, which can have different characteristics and be parameterized in different ways, especially in terms of the bandwidth parameter [9]. Other design choices pertain the definition of a target response, based on a prototype or defined by the user, and its 0-dB line, relative to which the global gain of the equalizer will be set, as well as preprocessing operations, such as smoothing of the system frequency response. Once all these aspects are determined, an automatic design procedure requires the definition of an optimization criterion (or cost function), typically in terms of a distance between the equalized magnitude response and the target magnitude response, as well as the choice of an optimization algorithm for the estimation of the parameter values of the filter sections. The focus of this paper is on automatic parametric equalizer design procedures operating in a sequential way, optimizing one filter section at a time, starting with the one that reduces the cost function the most, i.e. in order of importance in the equalization [13, 14]. The idea is to select an initial filter section, to search for better parameter values by minimizing the cost function using an iterative optimization algorithm, and then move to the initialization and optimization of the next filter section.

The choice of the cost function has a fundamental role in determining the final performance of the design procedure. The characteristics of the first- and second-order peaking and shelving filters used in minimum-phase low-order parametric equalizers are well suited for the equalization of the magnitude response and have only a small influence on the phase response. As a consequence, the cost function generally chosen uses the difference between the magnitudes of the equalized response and the target response, discarding the phase response. The procedure described by Ramos et al. [13] uses a cost function which is the average absolute difference between the equalized magnitude response and the target magnitude response, computed on a logarithmic scale. More recently, Behrends et al. [14] proposed a series of modifications to the aforementioned procedure, including the evaluation of the cost function on a linear scale. Such a choice is meant to favor the equalization of frequency peaks, which are known to be more audible than dips [15]. This is a desirable feature, especially for low-order equalizers, which also limits the selection of filters producing a sharp boost in the response that may cause clipping in the audio system.

In the proposed procedure, the focus on equalizing peaks is even more prominent. The cost function employed uses the sum of squared errors (SSE) between the equalized and the target complex frequency responses. Minimizing the SSE does not explicitly aim at maximizing the ‘flatness’ of the equalized magnitude response, as for the procedures cited above, but rather at compensating for the deviations of the equalized response by putting more emphasis in the equalization of energetic frequency peaks over dips. Even though the use of the SSE may be a less intuitive way of defining the equalization problem, it brings some advantages over using the magnitude response error. Specifically, the SSE gives the possibility of computing analytical expressions for the gradients of the cost function w.r.t. the parameters of the filter sections, such that efficient line search optimization algorithms can be used, and of estimating the global gain of the equalizer (i.e. the 0-dB line). Moreover, if only the linear-in-the-gain structure of the parametric filters [9, 10] is used, the gain parameters can be estimated in closed form using least squares (LS), thus enabling the use of a grid search procedure for the initialization of the other filter parameters, as well as the inclusion of first-order shelving filters in the optimization procedure. It follows that most of the design aspects to be considered are based on the minimization of the cost function and not on arbitrary choices or assumptions regarding the magnitude response to be equalized, as in the procedures in [13] and [14], briefly described in Section 1.

The present paper is organized as follows: Section 1 gives an overview of the state-of-the-art procedures for automatic equalizer design using parametric IIR filters. Section 2 formalizes and discusses the equalization problem defined in terms of the SSE. In Section 3, linear-in-the-gain (LIG) parametric IIR filters are described and the closed-form expression for the gain parameter is derived. The proposed automatic procedure for parameter estimation of a low-order parametric equalizer is detailed in Section 4. In Section 5, results of the equalization of a loudspeaker response are evaluated using different error-based objective measures [4], as well as objective measures of perceived audio quality [6, 16, 17]. In Section 6, application to room response equalization is also considered. The modification to the proposed procedure for multi-point equalization and transfer function modeling is briefly discussed in Section 7. Section 8 concludes the paper.

**Terminology**

The following terms and conventions are defined and used throughout the paper. The term *system response* $H_0(k)$ indicates the frequency response to be equalized, which could be either a loudspeaker response, a room response, or a joint loudspeaker-room response. The radial frequency index $k$ refers to the evaluation of the transfer function on the unit circle at the $k$th radial frequency bin $\omega_k$ (with $e^{j\omega_k/2\pi}$, with $f_s$ the sampling frequency). The *equalized response* $H_s(k)$ is defined as the system response filtered by the parametric equalizer having $s$ filter sections. The term *parametric equalizer* refers to the cascade of $S$ para-
metric filters, while the term parametric filter refers to either a peaking filter with filter order \( m = 2 \) or a shelving filter with filter order \( m = 1 \). A parametric filter has two possible implementation forms: a LIG form, typically used in the literature with a positive gain (in dB) to generate a boost in the filter response, and a nonlinear-in-the-gain (NLIG) form, typically used with a negative gain (in dB) to generate a cut in the filter response (see Section 3).

1 STATE-OF-THE-ART PROCEDURES

The purpose of parametric equalization is to compensate for the deviations of the system frequency response \( H_0(k) \) from a user-defined target frequency response \( T(k) \) using a parametric equalizer of order \( M \) with overall response \( F_M(k) \). In other words, the purpose is to filter \( H_0(k) \) with the equalizer \( F_M(k) \) in order to approximate the target response as closely as possible, based on the following error:

\[
E_M(k) = W(k) \left\{ H_0(k) \cdot F_M(k) - T(k) \right\}. \tag{1}
\]

with \( W(k) \) a weighting function used to give more or less importance to the error at certain frequencies.

Different cost functions are possible. In the procedure proposed by Ramos et al. [13], the mean absolute error between the magnitudes in dB of the equalized response and the target response, computed on a logarithmic scale, was chosen to account for the ‘double logarithmic behavior of the ear’,

\[
\epsilon_{M}^{\text{dB}} = \frac{20}{N} \sum_{k} \left| W(k) \left\{ \log_{10}|H_0(k) \cdot F_M(k)| - \log_{10}|T(k)| \right\} \right|, \tag{2}
\]

with \( N \) the number of frequencies included in the frequency range of interest. The system magnitude response \( |H_0(k)| \), as commonly done in low-order parametric equalization, is smoothed by a certain fractional-octave factor (usually \( 1/6\text{th} \) or \( 1/12\text{th} \)) in order to remove narrow peaks and dips that are less audible [15] and to facilitate the search for the optimal parameter values. For each filter section, the procedure in [13] uses a heuristic algorithm to optimize the parameters. The procedure was extended in [18] to include second-order shelving and high-pass (HP) and low-pass (LP) filters in the equalizer design. The decision of including shelving filters has to be made by analyzing the error areas above and below the target magnitude response at the beginning and at the end of the frequency range of interest. A shelving (or HP/LP) filter is then included if the error area is larger than a predefined threshold, with the values of the filter parameters optimized using the same heuristic algorithm. Another extension proposed in [13] adds the possibility of reducing the order of the parametric equalizer by removing the peaking filters that are correcting for inaudible peaks and dips, according to psychoacoustic considerations [15].

In Behrends et al. [14], the higher perceptual relevance of spectral peaks is directly taken into account in the definition of the cost function by considering the error on a linear magnitude scale, instead of a logarithmic scale, i.e.

\[
\epsilon_{M}^{\text{lin}} = \frac{1}{N} \sum_{k} \left| W(k) \left\{ |H_0(k) \cdot F_M(k)| - |T(k)| \right\} \right|. \tag{3}
\]

While the cost function used in Eq. (2) equally weights the error produced by deviations of the equalized magnitude response above and below the target response, the evaluation of the cost function on a linear scale as in Eq. (3), gives more importance to the portions of the equalized magnitude response that lie above the target, thus favoring the removal of frequency peaks, rather than the boosting of the dips, In [14], Behrends et al. suggest to employ a derivative-free algorithm, called the Rosenbrock method [19], which offers a gradient-like behavior, and thus faster convergence.

A critical aspect of the procedures by Ramos et al. [13] and Behrends et al. [14] is the selection of the initial values of the parameters of each new parametric filter. The selection is done by computing the areas of the magnitude response above and below the target, using either (2) or (3). The largest area becomes the one to be equalized, with the half-way point between the two zero-crossing points and the negation of its level (in dB) defining the central frequency and gain of the filter section, respectively, and the -3 dB points defining the bandwidth (or Q-value). This approach assumes that the system magnitude response is a combination of peaks and dips above and below the target magnitude response. The problem with such an assumption is that, in case of highly irregular system magnitude responses, the initial filter placement approach may provide initial values quite distant from a local minimizer. In this case, the reduction in the cost function provided by the initial filter may even be quite limited. Furthermore, the placement of the 0-dB line becomes an important aspect of the procedure, for which a clear solution was not provided.

An example system magnitude response, similar to an example in [14], is given in Figure 1, also showing the filter responses for the initial values computed with different procedures. Between 100 Hz and 16 kHz, there are seven error areas \( A_1 \) to \( A_7 \) above and below the predefined flat target magnitude response. The procedure by Ramos et al. [13] places the initial filter based on the largest error area computed according to (2), which is \( A_3 \) in the example; the parameters of the initial filter are chosen as described above; the irregularity of the system magnitude response makes the selection based on the half-way point of the area far from optimal, with the initial filter far from the optimal solution (also shown in the figure). The largest error area for the procedure in [14], computed according to (3), is instead \( A_2 \). As shown in the figure, using the same approach as in [13] leads to similar problems. A peak finding approach, as also suggested.
2 EQUALIZATION BASED ON THE SSE

In this paper, a cost function is used based on the SSE between the frequency responses, i.e.

$$\epsilon_M^{\text{SSE}} = \frac{1}{N} \sum_k (W(k)[H_0(k) \cdot F_M(k) - T(k)])^2.$$  \hfill (4)

Such formulation, even though less intuitive than (2) and (3), brings some advantages, as will be detailed later on: (i) it provides an improved mathematical tractability of the equalization problem, with the possibility of computing analytical expressions for the gradients w.r.t. the filter parameters; (ii) when the parametric filter is in the LIG implementation form, it leads to a closed-form expression for the gain parameters (see Section 3), which simplifies the automatic design procedure; (iii) it provides a better way to initialize a parametric filter prior to optimization; (iv) it allows to include first-order shelving filters, and (v) to estimate the global constant gain in closed-form; and (vi) it focuses on the equalization of the more perceptually relevant frequency peaks rather than the dips.

The parametric equalizer considered, comprising a cascade of minimum-phase parametric filters, has a minimum-phase response. An interesting property of a minimum-phase response is that its frequency response $H(\omega)$ is completely determined by its magnitude response. The phase $\phi_H(\omega)$ is, indeed, given by the inverse Hilbert transform $\mathcal{H}^{-1}\{\cdot\} = -\mathcal{H}\{\cdot\}$ of the natural logarithm of the magnitude $[23,24]$:

$$H(\omega) = |H(\omega)| e^{j\phi_H(\omega)},$$
$$\phi_H(\omega) = \mathcal{H}\{\ln|H(\omega)|\}. \hfill (5)$$

This is a consequence of the fact that the log frequency response is an analytic signal in the frequency domain

$$\ln H(\omega) = \ln |H(\omega)| + j\phi_H(\omega), \hfill (6)$$

whose time-domain counterpart is the so-called cepstrum $[23]$. In the digital domain, the phase response of the minimum-phase frequency response $H(k)$ can be obtained as the imaginary part $\Im$ of the DFT of the folded real periodic cepstrum $\hat{h}(n) = \text{IDFT} \{\ln |H(k)|\}$

$$\phi_H(k) = \Im \{\text{DFT}\{\text{fold}\{\hat{h}(n)\}\}\} \hfill (7)$$

where the DFT and IDFT operators indicate the discrete Fourier transform and its inverse, and the fold operation has the effect of folding the anti-causal part of $\hat{h}(n)$ onto its causal part. More details can be found in [25] or [26]. Thus, given the relation between the magnitude and the phase of a minimum-phase frequency response as given in (5), minimizing the cost function in (4), remarkably, still corresponds to a magnitude-only equalization.

The use of the SSE in (4) compared to the linear function in (3) puts more emphasis on the error generated by strong peaks, as described in more detail in Appendix A.1. Here an intuitive interpretation is given as follows. In Figure 2, the boost magnitude response of two peaking filters with positive gains $G = 3\,\text{dB}$ and $G = 6\,\text{dB}$ is considered. A cut in the filter magnitude response, having the same central frequency and band-
Digital IIR filters used in parametric equalizers are first- and second-order IIR filters, with constraints on the filter magnitude response defined at the zero frequency, at the Nyquist frequency, and, for peaking filters, at the central frequency. Different parameterizations satisfying these constraints are possible, with different methods to compute the filter coefficients. However, even though the various parameterizations have different definitions for the bandwidth parameter, all parameterizations satisfying the same constraints are equivalent [9]. Among different possibilities, the structure of first- and second-order parametric filters originally proposed by Regalia and Mitra [10] is chosen here. This structure, shown in Figure 3, comprises an all-pass (AP) filter $A_m(z)$ of order $m$ and a feed-forward path. If the AP filter is independent from the gain parameter $V$, the parametric filter has a transfer function $F_m(z)$ which is linear in $V$,

$$F_m(z) = \frac{1}{2} [(1 + V) + (1 - V) A_m(z)]$$

(8)

$$= \frac{1}{2} [(1 + A_m(z)) + V(1 - A_m(z))],$$

(9)

where expression (9), corresponding to the equivalent filter structure in Figure 3b, highlights this linear dependency [11, 12]. Given that for $V > 0$ the filter response is minimum-phase, whereas for $V < 0$ it is maximum-phase [10], only filters with positive linear gain will be considered.

Another characteristic of this filter structure, which is exploited in the proposed procedure, follows from the energy preservation property [27] of the AP filter: since the energy of the output signal of the AP filter is equal to the energy of its input signal, the signals $y^a(n) = x(n) + z(n)$, corresponding to a notch, and $y^b(n) = x(n) - z(n)$, corresponding to a resonance, are found to be orthogonal to each other. An intuitive proof is provided in Appendix A.2. If follows that, when the gain parameter $V$ does not appear in the AP filter transfer function, the gain $V$ is only acting on the resonant response $y^b(n)$, whereas the notch response $y^n(n)$ is not changed when $V$ is modified. This can be seen in Figure 4, showing the magnitude response of two shelving filters (left) and two peaking (right) filters in LIG form with gains $V = 2$ and $V = 0.5$, together with the corresponding notch and resonance responses. If should be noticed that the LIG filter structure is able to produce both a boost and a cut in the response, even though the cut response tend to have a reduced bandwidth [10], as discussed below.

3.1 First-order shelving filters

A shelving filter is used whenever the lowest or highest portion of the system frequency response has to be enhanced or reduced. Shelving filters are described by a set of two parameters, namely the gain $V$ and the transition frequency $f_c$, defined as the -3 dB notch bandwidth. By using the filter structure in (8) or (9), a first-order shelving filter at low frequencies (LFs) or at high frequencies (HFs), respectively, by defining a first-order AP filter as

$$A_{1L}^F(z) = \frac{a_{LF} - z^{-1}}{1 - a_{LF}z^{-1}}, \quad A_{1H}^F(z) = \frac{a_{HF} + z^{-1}}{1 + a_{HF}z^{-1}}.$$
The LIG form is obtained by defining the parameter $a$ in terms of the transition frequency $f_c$ and the sampling frequency $f_s$ as

$$a_{LF}^b = \frac{1 - \tan(\pi f_c/f_s)}{1 + \tan(\pi f_c/f_s)}, \quad a_{HF}^b = \frac{\tan(\pi f_c/f_s) - 1}{\tan(\pi f_c/f_s) + 1}. \quad (11)$$

As a consequence, the AP filter does not depend on the gain $V$. However, for $0 < V < 1$, when the filter represents a cut, the effective transition frequency of the filter response tends towards lower (or higher for the HF case) frequencies (see left plot of Figure 4 or [10]). To obtain a cut response, for $0 < V < 1$, with response specular to the one obtained with the LIG form when $V$ is replaced by $1/V$, the parameter $a$ has to be modified to be dependent on the gain [12],

$$a_{LF}^c = \frac{V - \tan(\pi f_c/f_s)}{V + \tan(\pi f_c/f_s)}, \quad a_{HF}^c = \frac{\tan(\pi f_c/f_s) - V}{\tan(\pi f_c/f_s) + V}, \quad (12)$$

which yields the NLIG form of a shelving filter.

Another option would be to redefine the parameter $a$ in order to obtain a single expression that provides specular responses for a boost with gain $V$ and a cut with gain $1/V$ [1, 9, 28]. However, the resulting filter structure of the proportional shelving filter is nonlinear in the gain parameter.

Finally, it should be noticed, also from the left plot of Figure 4, that the notch response $y^b(n)$ of the LF shelving filter corresponds to a first-order HP filter (i.e. when $V = 0$). The same is true also for the notch response of the HF shelving filter, which corresponds to a first-order LP filter.

### 3.2 Second-order peaking filters

Peaking filters are used to compensate for peaks or dips in the system magnitude response. As for first-order shelving filters, second-order peaking filters can be implemented with the filter structure in (8) by defining a second-order AP filter as

$$A_2(z) = \frac{a + d(1 + a)z^{-1} + az^{-2}}{1 + d(1 + a)z^{-1} + az^{-2}}, \quad (13)$$

with $d = -\cos(2\pi f_0/f_s)$, where $f_0$ is the central frequency of the peaking filter. The LIG form is obtained by defining the bandwidth parameter $a$ as

$$a^b = -\frac{\tan(\pi f_0/f_s) - 1}{\tan(\pi f_0/f_s) + 1}, \quad (14)$$

with $f_s$ defined as the -3dB notch bandwidth obtained for $V = 0$ [9, 10]. Similar to first-order shelving filters, peaking filters do not show a specular response when replacing $V$ by $1/V$ (see right plot of Figure 4 or [10]). In order to obtain symmetric boost and cut responses, either the NLIG form [12] for $0 < V < 1$, with

$$a^c = -\frac{\tan(\pi f_0/f_s) - V}{\tan(\pi f_0/f_s) + V}, \quad (15)$$

or the proportional filters in [1, 9, 28] could be used. In both cases, the linear dependency w.r.t. the gain parameter is lost. Only the LIG form is used in the proposed automatic equalization procedure. It is possible in any case to convert the parameters of a filter, either shelving or peaking, from the LIG form to the NLIG or the proportional form.

### 3.3 LS solution for the gain parameter

The advantage of the LIG form is that the linearity and orthogonality properties described above enable a closed-form solution for the estimation problem of the gain parameter. When the equalizer is made of only one parametric filter, the cost function in (4) can be written as

$$\epsilon_m^{SSE} = \frac{1}{N} \sum_k \left(W(k)\left\{1 + H_0(k)[F_m^0(k) + V F_m^3(k)] - T(k)\right\}\right)^2, \quad (16)$$

where $F_m^0(k) = 1 + A_m(k)$ and $F_m^3(k) = 1 - A_m(k)$, respectively, and $k = 1, \ldots, N$. The minimization of the cost function is performed by setting to zero the first-order partial derivative of $\epsilon_m^{SSE}$ w.r.t. $V$. The LS solution is obtained by

$$\hat{V} = \frac{\sum_k |W(k)|^2 F_m^{*0}(k) H_0(k) T(k)}{\sum_k |W(k)|^2 |H_0(k)|^2 |F_m^0(k)|^2}, \quad (17)$$

with $\{\cdot\}^*$ indicating complex conjugation, which is independent from $F_m^0(k)$ because of the orthogonality between $F_m^0(k)$ and $F_m^3(k)$ (see details in Appendix A.2 and A.3). This feature will be also used in the parameter initialization, as described in Section 4. Indeed, if the equalizer is designed one parametric filter at a time, the optimal value $\hat{V}$ of the gain parameter of the $s$th filter section, is obtained by substituting the system frequency response $H_0(z)$ in (17) with the equalized response $H_{s-1}(z)$.

### 4 PROPOSED DESIGN PROCEDURE

The aim of the proposed procedure is to design a parametric equalizer of order $M$ as a cascade of $S$ filter sections, each consisting of a parametric filter of order $m_s = 1$ (shelving) or $m_s = 2$ (peaking) having frequency response $F_{m_s}(k)$ defined as in (8-9), i.e.

$$F_M(k) = C S \prod_{s=1}^S F_{m_s}(k), \text{ with } M = \sum_{s=1}^S m_s, \quad (18)$$
where \( s \) indicates the filter section index and \( C \) a global gain. The parameter values of the \( s \)th filter section are optimized so as to minimize the cost function \( F(a_s, d_s, V_s) \), defined as

\[
\text{SSE}_{a_s, d_s} = \frac{1}{N} \sum_k \left( W(k) \left\{ H_{s-1}(k) F_{m_s}(k) - T(k) \right\} \right)^2, \quad (19)
\]

with \( H_{s-1} \) the system response filtered by the equalizer comprising the previous \( s - 1 \) filter sections.

The proposed design procedure consists of the steps depicted in Figure 5 and detailed in the rest of the section. A preliminary step is to define a target response \( T(k) \) and a minimum-phase preprocessed version of the system response \( H_0(k) \). Optionally, the value of the global gain \( C \) can be estimated in closed-form using LS. The design of each new filter section can be divided into two stages. The first stage provides initial parameter values by means of a grid search, in which the optimal gain parameter for predefined discrete values of the central frequency and bandwidth is estimated as described above. The second stage consists of a line search optimization, which is intended to iteratively refine the initial parameter values and reach a local minimum of the cost function.

4.1 Spectral Preprocessing

The spectral preprocessing of the system frequency response follows the steps outlined in [25]: first, the system magnitude response \( |H_0(k)| \) is smoothed according to the Bark frequency scale, in order to approximate the critical bands of the ear, using a moving-average (MA) filter with bandwidth increasing with frequency. Apart for frequencies below 500 Hz, at which the smoothing is performed over a fixed 100 Hz interval, the bandwidth of the filter is set to an interval equal to 20% of the frequency. The amount of smoothing can then be controlled by the length of the window of the MA filter; either fractional critical bandwidth smoothing or fractional-octave smoothing can be easily used instead.

The second (and optional) step of the spectral preprocessing in [25] is to warp the frequency axis in order to approximate the Bark frequency scale, i.e. to allocate a higher resolution to the LFs. An alternative, also adopted in this paper, is to resample the frequency axis from linear to logarithmic, by defining a logarithmically spaced axis, e.g. with \( 1/48^{th}\)-octave resolution as in [13], and thus evaluating the magnitude response at those frequency points (e.g. using Horner’s method [23], after the phase retrieval step explained below). Yet another way of favoring the equalization of a given frequency range, which can be used in conjunction with the strategies above, is to tune the weighting function \( W(k) \) in (19) accordingly.

Finally, the cost function in (19) requires the minimum-phase response \( H_0(k) \) to be retrieved from the preprocessed system magnitude response. A common solution, also suggested in [25], to create a minimum-phase frequency response is by means of the cepstral method [23, 25], where the smoothed (and/or warped) magnitude response is used to retrieve the corresponding phase response, as given in (5-7). Notice that, in order to avoid time-aliasing given by deep notches that can remain in the magnitude response after smoothing (e.g. towards 0 Hz), it is advisable to increase the FFT size to a high power of two and to clip the response, as suggested in [26].

4.2 Target Response

Although the choice of the target response is arbitrary, it should be made cautiously. If the target response is too distant from the system frequency response, the equalization will be more difficult to be realized. For instance, if the lower cut-off frequency of the target response is below the lower cut-off frequency of the loudspeaker, the equalizer would contain a parametric filter with positive gain, which would move the loudspeaker driver outside its working range.

There is no complete agreement on the optimal target response for loudspeaker/room response equalization, and no single target for all sound reproduction purposes and all listeners can be defined [29]. It is out of the scope of this paper to discuss the characteristics of an optimal, according to some criterion, target response for different sound reproduction systems and situations. Here only a brief overview of different approaches and guidelines is given. The target response
can be defined in its magnitude and then its phase can be retrieved with the cepstral method.

Prototype-based: A prototype target magnitude response can be defined as, e.g., a band-pass filter transfer function or the magnitude response of a different loudspeaker. In this case, particular attention should be given to matching the cut-off frequencies of the system magnitude response and of the prototype target response, in order to avoid overloading of the loudspeaker driver. Another option is to use a strongly smoothed version of the system magnitude response, such as the one-octave smoothed response [20] or smoothing based on power averaged sound pressure [30], which eliminates peaks and dips, while preserving the coarse spectral envelope of the system response.

User-defined: A target magnitude response can be obtained as an interpolation of a set of points defined w.r.t. the system magnitude response [14]. In this way, it is easy to match the cut-off frequencies of the system magnitude response and to determine any desired characteristic of the response in the pass-band.

Mixed strategies: A combination of the two approaches can be used. For instance, the target magnitude response may be obtained by smoothing the system magnitude response in the LFs and in the HFs, whereas the response in the middle range may be defined by the user, e.g. a flat response or a boost at LFs.

4.3 Optimal Global Gain

Another aspect to consider is the optimization of the global gain $C$ of the parametric equalizer, or, equivalently, the setting of the 0-dB line. Indeed, this has an influence on the characteristics of the filters selected by the design procedure. Centering a loudspeaker response around 0 dB would most likely avoid the selection of wide-band filters. However, in case of a room response, it is more difficult to determine the level at which the response should be centered, so that wide-band filters, with possibly high gains, are more likely to be selected, especially if the target response is not chosen carefully.

As described in Section 1, the placement of the 0-dB line is a critical aspect in the procedures proposed in [13] and [14]: the requirement for the system magnitude response to be centered around the 0-dB line of the target response in order to create error areas to be equalized is somewhat arbitrary. A possibility would be to place the 0-dB line by visual inspection or as the mean of the magnitude response of the system within a frequency range of interest (e.g. mid frequencies). This solution is not guaranteed to be an optimal one.

The use of the cost function based on the SSE, instead, allows the estimation of a global gain using LS, similarly to the estimation of the linear gain described in Section 3.3; by replacing the parametric equalizer $F_{\beta \alpha}(k)$ in (4) by a constant $C$, an estimate for the global gain $\hat{C}$ is given as

$$\hat{C} = \frac{\sum_k |W(k)|^2 H_0^*(k)T(k)}{\sum_k |W(k)|^2|H_0(k)|^2}$$

This global gain $C$ can be regarded as a scaling factor that centers the system response around the 0-dB line that minimizes the cost function in (4). Since the SSE puts more emphasis on the peaks (see Section 2), the system magnitude response will tend to have dips that are more prominent than the peaks w.r.t. the target response. This may not be desirable, as the design procedure may favor the boost of spectral dips rather than the cut of spectral peaks. If desired, this may be avoided by adding an offset of a few dB to the global gain in order to restore the emphasis on the equalization of peaks over dips.

4.4 Grid Search Initialization and Constraints

The initialization of the parameters of each new parametric filter in the cascade, as well as the selection of either a peaking or a shelving filter, is performed in an automatic way by means of a grid search using a discrete set of possible frequency and bandwidth values. A pole grid is defined, similarly to [31], where the radius and angle of complex poles determine respectively the bandwidth $f_b$ and central frequency $f_0$ of the peaking filters. The radius of the real poles defines the transition frequencies $f_c$ of LF (positive real poles) and HF (negative real poles) shelving filters. The gain for the filters built using each pole $p$ in the grid is defined by LS estimation as described in Section 3.3, and the parameters of the filter that reduces the SSE the most are selected as initial parameter values of the current filter section. The gain can be limited based on hardware specifications, by defining a minimum (e.g. $V_{\text{min}} = 0.25$) and a maximum value (e.g. $V_{\text{max}} = 4$). Note that, being the system response minimum-phase, the gain $V$ will always be positive [10].

Given the critical-band smoothing and the logarithmic resolution of the frequency axis, the angle $\sigma = 2\pi f_0/f_c$ of the complex poles, which define peaking filters, can be discretized according to a logarithmic or a Bark-scale distribution, with minimum and maximum angles defined, for instance, by the frequency limits of the equalization. The radius $\rho = \sqrt{\alpha}$ of the complex poles $p = pe^{i\sigma}$ can be defined between a lower and an upper limit determined by the constraints imposed on the gain and bandwidth parameters for the different values of $\sigma$. It is common to define constraints in terms of the $Q$-factor, which provides an indication of the filter bandwidth relative to its central frequency [12]. The parameter $a$ can be converted into the corresponding $Q$-factor in closed form, but the two cases of $V > 1$ and $V < 1$ must be addressed separately. Filters in the LIG form defined in terms of the parameters $a$ and $d$ (see Section 3.2), can be converted in the corresponding LIG boost form and NLIG cut forms defined in terms of $Q$ and the auxiliary variable.
\[ K = \tan(\pi f_0 / f_s) \text{ as in [12], respectively with} \]
\[ Q^b = \frac{\sin(2\pi f_0 / f_s)}{2 \tan(\pi f_0 / f_s)} = \frac{\sin(\sigma)}{2 \frac{1 - \sigma}{1 + \sigma}} \text{ if } V > 1, \]
\[ Q^c = \frac{\sin(2\pi f_0 / f_s)}{2V \tan(\pi f_0 / f_s)} = \frac{\sin(\sigma)}{2V \frac{1 - \sigma}{1 + \sigma}} \text{ if } V < 1. \]

The \( Q \)-factor can be limited as well in order to avoid filters too narrow-band (e.g. \( Q_{\text{max}} = 10 \)) or too wide-band (e.g. \( Q_{\text{min}} = 0.5 \)).

However, for given fixed values of \( Q \) and \( V \), the actual bandwidth (in octaves) of a peaking filter reduces for increasing frequencies and the filter response on a logarithmic scale becomes asymmetric when \( f_0 \) approaches \( \pi / 2 \) (top plot of Figure 6). In order to keep the relative bandwidth approximately constant over the whole frequency range (bottom plot of Figure 6), the radius \( \rho \) of the complex poles is set to decrease exponentially with increasing angle \( \sigma \), according to \( \rho = R e^{\pi/\sigma} \), with \( R \) the value of the radius defined at the Nyquist frequency \([32]\). The value for \( R \) can be computed to match the response of a filter defined in terms of a given \( Q \) \([12]\) at a given angular frequency \( \sigma_q \). The parameter \( a_q \) is computed from (21-22) as
\[ a^b = \frac{2Q^b - \sin(\sigma_q)}{2Q^b + \sin(\sigma_q)} \text{ if } V > 1, \]
\[ a^c = \frac{2VQ^c - \sin(\sigma_q)}{2VQ^c + \sin(\sigma_q)} \text{ if } V < 1, \]
from which the corresponding \( R = a^b Q^b \) is obtained. The limits for \( R \) are computed the same way inserting the constraints in (23-24). The minimum and maximum radius at the Nyquist frequency for \( V > 1 \) \((R_{\text{min}}, R_{\text{max}})\) are computed from (23) for \( Q = Q^b_{\text{min}} \) and \( Q = Q^b_{\text{max}} \), whereas for \( V < 1 \), \( R_{\text{min}} \) and \( R_{\text{max}} \) are computed from (24) for \( Q = Q^c_{\text{min}} \) and \( Q = Q^c_{\text{max}} \), with \( V = V_{\text{min}} \). This results in two partially overlapping allowed areas of the unit disc, one valid when \( V > 1 \) and the other when \( V < 1 \), where generally \( R_{\text{min}} < R^b_{\text{min}} \) and \( R_{\text{max}} < R^c_{\text{max}} \).

In general, the bandwidth constraints for filter with \( V > 1 \) \((Q^b)\) and filters with \( V < 1 \) \((Q^c)\) can be chosen to be different, with the limitation dictated by the requirement of having a positive value for \( a \) (and thus \( \rho \) real). From (24) with \( \sigma_q = \pi/4 \), it is required that \( Q_{\text{min}} > 1/2V_{\text{min}} \), thus trading-off between sharp cut filters with high gain and broader cut filters with limited gain. Also, it is required from (23) that \( Q^b_{\text{min}} < 0.5 \) (which is anyway quite wide, approximately 2.5 octaves). Notice that for very large bandwidths, the filter responses tend to skew towards the Nyquist frequency, but less dramatically than for the filters with fixed \( Q \) (see Figure 6). A unique allowed area could be found by setting \( Q_{\text{min}}^c = Q^b_{\text{min}}/V_{\text{min}} \) and \( Q_{\text{max}}^c = Q^b_{\text{max}}/V_{\text{min}} \), but this would lead to filters with cut responses \((V < 1)\) much narrower compared to boost responses \((V > 1)\).

Regarding the values for \( R \) between \( R_{\text{min}} \) and \( R_{\text{max}} \), it is suggested in \([31]\) to set the desired number of radii (for each angle) and distribute them logarithmically in order to increase density towards the unit circle (obtaining the so-called Bark-exp grid \([31]\)) and thus to increase the resolution of narrow peaking filters. If the allowed areas do not coincide, the complex poles with smaller radius are valid only for \( V < 1 \) (i.e. cut responses), whereas they would produce too wide boost responses for \( V > 1 \). On the other hand, complex poles very close to the unit circle, valid for \( V > 1 \), would produce too narrow cut responses for \( V < 1 \). It is then necessary to check the constraints after the estimation of the optimal gains \( V \), and select the initial filter as the one that minimizes the cost function within the constraints. This can be done by checking that the parameter \( a^b \) of the selected complex pole \( p_s = \rho_s e^{j\pi s} \) satisfies \( a^b_{\text{min}} \leq a^b \leq a^b_{\text{max}} \), with \( a^b_{\text{min}} \) and \( a^b_{\text{max}} \) being computed from (23) for \( Q = Q^c_{\text{min}} \) and \( Q = Q^c_{\text{max}} \), and \( a^b_{\text{min}} \) and \( a^b_{\text{max}} \) from (24) for \( Q = Q^b_{\text{min}} \) and \( Q = Q^b_{\text{max}} \), with \( V = V_{\text{min}} \), where \( \sigma_q \) is replaced by \( \sigma_s \).

Finally, the radius of the real poles, determining the transition frequency \( f_c \) of the shelving filters, may be set arbitrarily within the range of equalization. The effective transition frequency corresponding to \( \rho \) can be easily computed from (11) and (12), for \( V > 1 \) and \( V < 1 \), respectively. An upper and a lower limit for the radius of real poles can be imposed using (11) for \( V > 1 \) and using (12) with \( V = V_{\text{min}} \) for \( V < 1 \). It is also possible to include first-order HP/LP filters in the grid search by forcing the gain of the shelving filters to zero, effectively using only their notch responses, as mentioned in Section 3.

An example Bark-exp pole grid is shown in Figure 7, with \( Q^c_{\text{min}} = Q^b_{\text{min}} = 0.75 \) and \( Q^c_{\text{max}} = Q^b_{\text{max}} = 10 \), and with \( V_{\text{max}} = 1/V_{\text{min}} = 4 \), where \( a^b \) and \( a^c \) in (23) and (24) are evaluated at \( \sigma_q = \pi/4 \), giving a good balance between narrow and wide band filters. The central frequencies \( f_0 \) are distributed between 100 Hz and 21 kHz, with poles having 75 possible angles, and 20 possible radii. The cut-off frequencies \( f_c \) of the candidate shelving and high/low-pass filters are linearly.
distributed between 100 Hz and 1 kHz, and between 18 kHz and 21 kHz.

4.5 Line Search

Once the pole \( p_s = \rho_s e^{i \sigma_s} \) corresponding to the optimal parametric filter in the grid search is selected, the parameters \( d_s^{(0)} = -\cos(\sigma_s) \) and \( a_s^{(0)} = \rho_s^2 \) are used as the initial conditions of a line search optimization [33], meant to refine their value and reduce the cost function \( F(a_s, d_s, V_s) \) further. In the optimization, \( \sigma_s^{(0)} \) is used instead of \( d_s^{(0)} \) to take into account its cosinusoidal nature, important in the computation of the search direction. The cost function in (19), indeed, allows the computation of the gradients w.r.t. to the filter parameters, thus enabling the use of gradient-based algorithms, such as steepest descent (SD), quasi-Newton or Gauss-Newton (GN) algorithms, which guarantee fast convergence to a local minimum, provided that the initial values are chosen properly. The assumption that the initial filter parameters obtained with the grid search are sufficiently close to a local minimum is reasonable, as long as the density of the poles in the grid is sufficiently high. The same assumption is required also for the derivative-free algorithms in [13] and in [14], in order to guarantee convergence in a relatively small number of iterations, with the exception that in those cases the initial filter parameters are obtained by an indirect minimization of the cost function, without verifying if the initial values provide a good starting point for the equalization.

The parameter vector, initialized as \( \theta^{(0)} = [a_s^{(0)}, \sigma_s^{(0)}]^T \) for a complex pole (peaking filter), or \( \theta^{(0)} = a_s^{(0)} \) for a real pole (shelving filter), is updated at each iteration \( i = 0, 1, 2, \ldots \) as

\[
\theta_s^{(i+1)} = \theta_s^{(i)} + \mu^{(i)} p^{(i)},
\]

where \( \mu^{(i)} \) indicates the step size, and \( p^{(i)} \) the search direction along which the step is taken in order to reduce the cost function in (19), such that

\[
F(\theta_s^{(i)}) + \mu^{(i)} p^{(i)}, V_s^{(i)}) < F(\theta_s^{(i)}, V_s^{(i)}),
\]

where \( V_s^{(i)} \) is the gain estimated in the grid search, which is updated by LS estimation at each evaluation of the cost function. In other words, the search direction \( p^{(i)} \) has to be a descent direction, i.e. \( p^{(i)T} \nabla F_s^{(i)} < 0 \) with \( \nabla F_s^{(i)} = \nabla F(\theta_s^{(i)}, V_s^{(i)}) \) the gradient of the cost function (i.e. the vector of its first-order partial derivatives) w.r.t. the parameters in \( \theta_s^{(i)} \),

\[
\nabla F_s^{(i)} = \partial_x F_s^{(i)}/\partial x + \partial_x F_s^{(i)}/\partial x + \partial_x F_s^{(i)}/\partial x, \]

with \( \{ \}^T \) indicating the vector transpose. The analytic expressions for the gradient are given in Appendix A.4.

The search direction generally has the form

\[
p^{(i)} = -\left(\nabla e^{(i)T} \nabla e^{(i)} \right)^{-1} \nabla e^{(i)T} e^{(i)},
\]

with \( \nabla e^{(i)} \) being the symmetric and nonsingular matrix, whose form differentiates the different methods. When \( B^{(i)} \) is an identity matrix, \( p^{(i)} \) is the SD and (28) corresponds to the SD method. When \( B^{(i)} \) is the exact Hessian \( \nabla^2 F_s^{(i)} \) (i.e. the matrix of second-order partial derivatives), (28) corresponds to the Newton method. The Hessian can be approximated at each iteration without the need for computing the second-order partial derivatives, leading to quasi-Newton methods, such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. The GN method, instead, computes the search direction by expressing the derivatives of \( F_s^{(i)} \) in terms of the Jacobians \( \nabla e^{(i)} \), as

\[
p^{(i)} = -\left(\nabla e^{(i)T} \nabla e^{(i)} \right)^{-1} \nabla e^{(i)T} e^{(i)},
\]

with \( \{ \}^H \) indicating Hermitian transpose, where the Jacobians are obtained as an intermediate step in the calculation of the gradients (see Appendix A.4).

The GN method approximates the Hessian with \( \nabla e^{(i)T} \nabla e^{(i)} \), thus having convergence rate similar to the Newton method, i.e. faster than the SD method.

The convergence rate of line search algorithms also depends on the choice of the step size \( \mu^{(i)} \). In order to select a value of \( \mu^{(i)} \) that achieves a significant reduction of \( F_s^{(i)} \) without the need to optimize for \( \mu^{(i)} \), backtracking with the Armijo’s sufficient decrease condition [33] is used. The backtracking strategy consists in starting with a large step size \( \mu^{(i)} < 1 \) (\( \mu^{(i)} = 1 \) for Newton and quasi-Newton methods) and iteratively reducing it by means of a contraction factor \( \kappa \in (0, 1) \), such that \( \mu^{(i)} = \kappa \mu^{(i)} \). At each repetition of the backtracking, a sufficient decrease condition is evaluated to ensure that the algorithm gives reasonable descent along \( p^{(i)} \). The condition in (26) is however not sufficient to ensure convergence to a local minimum. A different condition is then required, such as the commonly used Armijo’s sufficient decrease condition

\[
F(\theta_s^{(i)}) + \mu^{(i)} p^{(i)}, V_s^{(i)} \leq \gamma \mu^{(i)} p^{(i)T} \nabla F(\theta_s^{(i)}, V_s^{(i)})
\]

with \( \gamma \in (0, 1) \), which states that a decrease in \( F_s^{(i)} \) is sufficient if proportional to both \( \mu^{(i)} \) and \( p^{(i)T} \nabla F_s^{(i)} \). A final value for \( \mu^{(i)} \) is obtained when the Armijo’s condition is fulfilled, or when it becomes smaller than a predefined value \( \mu_{\text{min}} \). Also, the parameters in \( \theta_s^{(i)} +
\( \mu^{(i)} p^{(i)} \) should be checked to ensure that \( a_i^{(i)} \) and \( \sigma_i^{(i)} \) still satisfy the constraints described in the previous section. Stability is guaranteed by \( a_{\text{max}} < 1 \).

The line search for the current stage terminates when \( p^{(i)} \nabla F^{(i)} \leq \tau, \) with \( \tau \) a specified tolerance or when a maximum number of iterations \( I \) is reached. It should be mentioned that it is possible to include a closed-form expression of \( V \) in terms of \( a_s \) and \( d_s \) in the filter transfer function \( F_{\text{opt}}(k) \) in (19), at the expense of more complicated analytic expressions for the gradients. Another alternative is to include the gain \( V \) in the vector of parameters \( \theta_i \) and perform the line-search without updating the gain parameter between two iterations. However, experimental results showed that the speed of convergence and the final result of these two alternatives are comparable to the results of the line-search algorithm described above.

5 LOUDSPEAKER EQUALIZATION EXAMPLE

In this section, an example of parametric equalization of a loudspeaker response is presented. The aim is to show the performance of the proposed procedure described above, in comparison to the state-of-the-art procedures presented in Section 1. In an attempt to keep the comparison as fair as possible, the same target response, the same range of equalization 100 Hz-21 kHz, and the same pre-processing (logarithmic frequency axis, Bark-scale smoothing, etc.) is used for the three procedures considered. The target response is built to match the pass-band characteristics of the loudspeaker response, using second-order high-pass and low-pass Butterworth filters with cut-off frequency of 250 Hz and 22 kHz, respectively. The loudspeaker response is scaled so that the 0-dB line of the target response corresponds to the response mean value between 400 Hz and 6 kHz, which satisfies the requirement of the state-of-the-art procedures of having peaks and dips to be equalized (see Figure 8). The same termination conditions are used for all procedures; the algorithm moves to the next filter section whenever either a maximum number of iterations (e.g. \( I = 100 \)) is reached, or the step size gets smaller than a given value (e.g. \( \mu_{\text{min}} = 10^{-4} \)), or the reduction in the cost function in a number of previous iterations (e.g. 10) is less than a predefined tolerance value (e.g. \( \tau = 10^{-6} \)). The Rosenbrock method [19] is applied for both the state-of-the-art procedures, using a step expansion factor \( \alpha = 1.5 \) and a step contraction factor \( \zeta = 0.75 \), starting from an initial variation of 0.5\% of the value of the initial filter parameters (see [14]). In the procedure by Ramos et al. (R) [13], the Q-factor of the filter is initialized based on the bandwidth of the selected error area, while in the one by Behrends et al. (B) [14] it is set to \( Q_0 = 2 \).

The Bark-exp grid used in the proposed procedure (P) is the one in Figure 7. In the example, the GN algorithm is used in the line search, which provides very similar results as SD in a much smaller number of iterations. The initial step size is set to \( \mu^{(i)} = 0.9 \), the contraction factor for the backtracking to \( \kappa = 0.8 \), and the Armijo’s condition constant to \( \gamma = 0.05 \). The global gain \( C \) is estimated as explained in Section 4.

The error produced by the different procedures with increasing number of filter sections \( s \) is shown in Figure 9. As expected, the proposed procedure (P) performs best in minimizing the normalized SSE (NSSE), i.e. the error in (19) normalized w.r.t. the error in (4) computed without equalizer \( F_M(k) = 1 \) and converted to decibels; the procedure by Ramos et al. (R), with cost function as in (2), outperforms the other procedures in minimizing the logarithmic error, whereas the procedure by Behrends et al. (B) fails to minimize the linear cost function in (3) more than the other procedures (at least in this example). Procedure P is the one that, for all cost functions considered, is able to achieve the largest error reduction in the first two stages. Also, the error for procedure P exhibits a staircase-like behavior, which is due to the vicinity of the initial parameter values to a local minimum and the subsequent small improvement given by the line search. In general, the different procedures for an increasing number of stages are not too different from each other in terms of equalization performance, all capable of attaining the target response to a certain degree, as can be seen in Figure 8 for \( s = 15 \). A difference is found in the total number of iterations \( (n_i) \), with procedure P using the GN algorithm having an order of magnitude less than the other procedures, including the backtracking (see Table 1), due to the efficiency of both the initialization and the GN algorithm. However, the grid search and each iteration of the line search are computationally more demanding than the iterations of the Rosenbrock algorithm, eventually obtaining similar execution times for the different procedures.

Apart from the performance evaluation based on the different cost functions themselves, other measures are considered, namely the spectral flatness mea-
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SURE (SFM) and the spectral distance measure (SDM) described in [4]. The SFM is the ratio between the geometric mean and the arithmetic mean of the power spectrum (on a linear frequency scale). The target response not necessarily being flat in the range of equalization, the measure is computed using the power spectrum of the equalized system response divided by the target response \( S_H(s) = H_N(s)/T_N(s) \)

\[
\text{SFM}_s = N \sqrt{\frac{\prod_k |H_N(k)|^2}{\sum_k |H_N(k)|^2}}, \tag{31}
\]

so that the ideal high-order FIR equalizer defined as \( D(k) = T(k)/H_0(k) \) has SFM=1. The SDM is also based on the power spectrum of the responses, and it is given by

\[
\text{SDM}_s = \sqrt{\frac{\sum_k |H_N(k)|^2 - |T_N(k)|^2}{N}}, \tag{32}
\]

where in this case \( H_N(k) \) and \( T_N(k) \) are the loudspeaker and target responses resampled on a logarithmic frequency scale with \( \frac{1}{3} \) octave resolution [4]. Results for these two measures are shown in Table 1 for the different procedures using equalizers with 5, 10 and 15 parametric filters. For both measures, the greatest improvement is achieved with 5 filters only, with smaller improvements for increasing number of filters. It is interesting to notice that, even though not specifically designed to maximize the SFM of the loudspeaker response as for procedures B and R, the proposed procedure (P) achieves a good level of flatness. Regarding the SDM, procedure P achieves a performance close to that of procedure R. Also notice that the optimization of the global gain (at \( s = 0 \)) already contributes to a reduction of the SDM.

From a subjective point of view, it is commonly accepted that a flat (in the pass-band) frequency response is perceived as more natural, and that deviations from this are perceived as spectral coloration. Perceptual objective measures based on these assumptions are used here for speech and music stimuli. These are the average log-spectral difference measure (LSDM) [16], and a measure based on a linear distortion auditory model [17], referred to here as perceptual linear distortion measure (PLDM).

The LSDM is the square difference between the logarithm of the magnitude responses of a clean speech segment convolved with the target response \( S_T(k) \) (reference) and the same speech segment convolved with the equalized loudspeaker response \( S_{HT}(k) \),

\[
\text{LSDM}_s = \frac{1}{N} \sum_k \left[ \log(S_{HT}(k)) - \log(S_T(k)) \right]^2 \tag{33}
\]

The average LSDM is then computed for those segments (in this case of 25 ms with 15 ms overlap) where active speech is detected. The PLDM is a measure of the perceived subjective naturalness of speech or music w.r.t. linear distortions, represented by spectral ripples and tilts in the magnitude response (see [17] for detailed information).

Results obtained using a male voice speech signal [34] and a music signal consisting of the instrumental introduction of a rock song [35] (having a wideband spectrum) are shown in Table 2. For both measures considered, a strong improvement for the low-order equalizers (\( s = 5 \)) is shown, with procedure R slightly better than procedure P, except for the LSDM using the music signal. For the LSDM, the use of higher-order equalizers improves the scores only slightly, whereas a more consistent improvement is still visible for the PLDM with \( s = 10 \). Notice, however, that small differences in the score values will most likely not be perceived as a difference in sound quality.

<table>
<thead>
<tr>
<th>measure</th>
<th>procedure</th>
<th>( s = 0 )</th>
<th>( s = 5 )</th>
<th>( s = 10 )</th>
<th>( s = 15 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_i )</td>
<td>R</td>
<td>0</td>
<td>232</td>
<td>552</td>
<td>824</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0</td>
<td>260</td>
<td>593</td>
<td>885</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0</td>
<td>29</td>
<td>53</td>
<td>70</td>
</tr>
<tr>
<td>SFM ( s )</td>
<td>R</td>
<td>0.922</td>
<td>( 0.991 )</td>
<td>( 0.996 )</td>
<td>( 0.998 )</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.922</td>
<td>0.986</td>
<td>0.990</td>
<td>0.993</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.922</td>
<td>0.983</td>
<td>0.991</td>
<td>0.995</td>
</tr>
<tr>
<td>SDM ( s )</td>
<td>R</td>
<td>0.435</td>
<td>( 0.100 )</td>
<td>( 0.045 )</td>
<td>( 0.030 )</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.435</td>
<td>0.118</td>
<td>0.078</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.375</td>
<td>0.101</td>
<td>0.064</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 1: Error-based objective measures
Table 2: Perception-based objective measures

<table>
<thead>
<tr>
<th>measure</th>
<th>procedure</th>
<th>( s = 0 )</th>
<th>( s = 5 )</th>
<th>( s = 10 )</th>
<th>( s = 15 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{LSDM}_{\text{speech}} )</td>
<td>R</td>
<td>0.350</td>
<td>0.144</td>
<td>0.118</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.350</td>
<td>0.158</td>
<td>0.143</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.350</td>
<td>0.160</td>
<td>0.142</td>
<td>0.118</td>
</tr>
<tr>
<td>( \text{LSDM}_{\text{music}} )</td>
<td>R</td>
<td>0.308</td>
<td>0.165</td>
<td>0.143</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.308</td>
<td>0.171</td>
<td>0.163</td>
<td>0.159</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.296</td>
<td>0.146</td>
<td>0.136</td>
<td>0.110</td>
</tr>
<tr>
<td>( \text{PLDM}_{\text{speech}} )</td>
<td>R</td>
<td>0.785</td>
<td>0.349</td>
<td>0.222</td>
<td>0.178</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.785</td>
<td>0.366</td>
<td>0.258</td>
<td>0.174</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.785</td>
<td>0.399</td>
<td>0.259</td>
<td>0.217</td>
</tr>
<tr>
<td>( \text{PLDM}_{\text{music}} )</td>
<td>R</td>
<td>0.960</td>
<td>0.380</td>
<td>0.267</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>0.960</td>
<td>0.414</td>
<td>0.314</td>
<td>0.257</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>0.960</td>
<td>0.405</td>
<td>0.278</td>
<td>0.238</td>
</tr>
</tbody>
</table>

6 ROOM EQUALIZATION EXAMPLE

The proposed procedure can be applied to the equalization of the combined loudspeaker/room response without major modifications. Differently from loudspeaker equalization, the purpose of room transfer function (RTF) equalization is not only to obtain a more balanced response w.r.t. a target response, but also to compensate (as much as possible) for a more balanced response w.r.t. a target response, for every filter section (e.g., by taking one every \( n = 4 \) angles and shift over one angle for the following \( n - 1 \) filter sections). Simulation results show that this solution leads to very similar results to those obtained with the solution based on the full grid.

In the example shown here, the magnitude of a RTF measured in the parliament hall of the Provinciehuis Oost-Vlaanderen in Ghent, Belgium, having a reverbération time of 1.5 s, has been smoothed with \( 1/6 \) octave resolution and the equalization is evaluated in the range 30 Hz-18 kHz. The target response used is a combination of a forth-order high-pass Butterworth filter with cut-off frequency of 45 Hz and a first-order low-pass Butterworth filter with cut-off frequency of 3 kHz, which produces a slight roll-off at higher frequencies (see Figure 10). Table 3 provides results of the different error functions and other error measures produced by the different procedures. Given the more complicated error function surfaces, the GN algorithm in the proposed procedure (P) now needs more iterations than in the previous example, but still two or three times fewer than the other two procedures. As in the loudspeaker example, all procedures are able to achieve equalization with a comparable accuracy (see also Figure 10 for \( s = 30 \)), with the strongest improvement obtained in the first 10 stages. The proposed procedure achieves better results in terms of NSSE and of SDM, and slightly worse performances in the error measures related to the flatness of the equalized response. Also in this example, procedure B is slightly outperformed by the other procedures in its own cost function, but has better performance in terms of the SFM. It should also be noted that procedure R do not achieve any improvement with the inclusion of the last 10 filter sections (\( s = 30 \)). In this particular case, the Rosenbrock method gets stuck into a local minimum and is unable to correct for the largest error area, which is then selected at each new filter initialization, thus failing to produce any further performance improvement.

Fig. 10: Room equalization. Top: the unequalized response (solid) with the target response (dotted) and the ideal high-order FIR equalizer (thick); From top to bottom (15 dB offset): the equalized response (solid) and the corresponding equalizer (thick) using procedures R, B and P.
For the modeling problem, the cost function becomes more generally any minimum-phase transfer function. A very similar procedure to the one described for the design of a low-order parametric equalizer can be applied to the problem of transfer function modeling. This idea can be useful, for instance, to model the ideal FIR equalizer $D(k) = T(k)H_0(k)$ using a low order parametric filter, the response of a graphic equalizer [21], or a more generally any minimum-phase transfer function. The proposed procedure can then be extended to multi-point equalization by including an averaging operation in the preprocessing step.

7 NOTE ON MULTI-POINT EQUALIZATION AND TRANSFER FUNCTION MODELING

When the aim is to improve the response of a loudspeaker at multiple listening angles or the room response at multiple positions, a single equalizer can be designed based on a prototype response which contains the common acoustic features of the multiple responses. Averaging and smoothing the magnitude responses was proven to offer an effective solution [36], which also increases robustness to spatial variations. The proposed procedure can then be extended to multi-point equalization by including an averaging operation in the preprocessing step.

A very similar procedure to the one described for automatic design of a parametric equalizer can be applied to the problem of transfer function modeling. This idea can be useful, for instance, to model the ideal FIR equalizer $D(k) = T(k)H_0(k)$ using a low order parametric filter, the response of a graphic equalizer [21], or a more generally any minimum-phase transfer function. The proposed procedure can then be extended to multi-point equalization by including an averaging operation in the preprocessing step.

For the modeling problem, the cost function becomes

$$\epsilon_M = \frac{1}{N} \sum_k (W(k)(D(k) - F_M(k)))^2.$$  (34)

Also in this case, LIG parametric filters can be used, with the possibility of computing the gradients w.r.t. the other filter parameters.

8 CONCLUSION

An automatic procedure for the design of a low-order parametric equalizer has been proposed, which uses a series of second-order peaking filters and first-order shelving filters. The proposed procedure minimizes the SSE between the system response and the target responses, instead of the commonly used difference in the magnitude responses, bringing some advantages, such as an improved mathematical tractability of the equalization problem, with the possibility of computing analytical expressions for the gradients w.r.t. the filter parameters and a closed-form solution for the estimation of the gain parameters, an improved parameter initialization, the inclusion of shelving filters in the optimization procedure, and a more accentuated focus on the equalization of frequency peaks over dips.

Examples of loudspeaker and room response equalization have shown that effective equalization using a small number of parametric filters can be achieved. The proposed procedure can be extended to multi-point equalization, by means of a prototype average response, and to transfer function modeling.
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APPENDIX A

A.1 SSE minimum-phase cost function

Here the SSE cost function in (4) for the minimum-phase equalization problem is analyzed, using the relation by which the frequency response of a minimum-phase transfer function \( H(k) \) can be written as

\[
H(k) = |H(k)|e^{-j\theta(k)}
\]

(A.1)

For simplicity, the weighting matrix in (4) is set to \( W(k) = 1 \) and the notation is simplified. The cost function in (4) can be elaborated in terms of magnitude and phase of the frequency responses involved, as shown in (A.2), where the Euler’s rule and the logarithm of the Hilbert transform have been used (\((·)^*\) indicates complex conjugation). It can be noticed that the optimal equalizer, for which \( E^2(k) = 0 \), is defined as \( F(k) = \frac{T(k)}{\hat{H}(k)} = \frac{T(k)}{|\hat{H}(k)|}e^{j(\phi_T(k) - \phi_H(k))} \).

This cost function has a quadratic form, which assumes large values whenever the power of the equalized magnitude response is significantly larger than the power of the target response, and whenever the difference between their magnitude responses on a natural logarithmic scale is large (i.e. when the value of cos is far from one). To simplify the analysis even further, a zero-phase, flat target response \( T(k) = 1 \) is considered, for which the cost function assumes the form

\[
E^2(k) = |\hat{H}(k)|^2 + 2|\hat{H}(k)|\cos(-j\theta|\hat{H}(k)|)
\]

(A.3)

In this case, it is easy to see that the error is larger when the equalized magnitude response of \( \hat{H}(k) \) has values larger than one, with the error increasing more than linearly for increasing magnitude, which explains the focus on the equalization of strong peaks.

A.2 The orthogonality property of the Regalia-Mitra parametric filters

A brief explanation of the property introduced in Section 3 is provided here. Define a vector \( x \) containing \( N \) samples of the input signal \( x(n) \) and the vector \( z \) containing \( N \) samples of the output signal \( z(n) \) of the all-pass filter \( A_m(z) \). A known property of an all-pass filter is the preservation of the energy, such that the energy of the input signal is equal to the energy of the output signal

\[
\sum_{n=-\infty}^{\infty} |z(n)|^2 = \sum_{n=-\infty}^{\infty} |x(n)|^2
\]

(A.4)

or, in terms of vector inner products, \( \langle z, z \rangle = \langle x, x \rangle \).

With reference to Figure 3b, the output of the filter \( y_m(n) \) is formed from the weighted summation of two signals, \( y_m(n) = x(n) + z(n) \) and \( y^s_m(n) = x(n) - z(n) \). The orthogonality of these two signals can be assessed from their inner product,

\[
\langle y^m, y^s \rangle = \langle x + z, x - z \rangle = \langle x, x \rangle - \langle x, z \rangle + \langle z, x \rangle - \langle z, z \rangle = 0
\]

which follows from the equality stated above, \( \langle z, z \rangle = \langle x, x \rangle \), and from \( \langle x, z \rangle = \langle z, x \rangle \).

A.3 Gain LS estimation

The first-order partial derivative of the cost function in (19) w.r.t. the gain parameter \( V \) is given by equation (A.7). Since orthogonality in the time domain (see Appendix A.2) implies orthogonality also in the frequency domain, the first summation in the equation equals zero \( (F^s_m(k) and F_m^\beta(k) are orthogonal). By setting \( \frac{\partial E^2(k)}{\partial V} = 0 \), the following equation is obtained

\[
V \sum_k \left( \frac{1}{2} F^s_m(k) H^*_s(k) W^*(k) \right) \left( \frac{1}{2} W(k) H_s(k) F^\beta_m \right) = \sum_k \left( \frac{1}{2} F^s_m(k) H^*_s(k) W^*(k) \right) \left( W(k) T(k) \right)
\]

(A.8)

which provides an estimate for the gain as

\[
\hat{V} = \frac{\sum_k \left[ F^s_m(k) H^*_s(k) W^*(k) \right] \left[ W(k) T(k) \right]}{\sum_k \left[ F^s_m(k) H^*_s(k) W^*(k) \right] \left[ W(k) H_s(k) F^\beta_m \right]}
\]

(A.9)

which is equivalent to the expression in (17).

A.4 Gradients and Jacobians expressions

Based on the method chosen to perform the line search at each stage, the search direction \( p_i \) requires the computation of the gradients \( \nabla F_s^{(i)} = \partial F_s^{(i)}/\partial \theta_s^{(i)} \) (in the SD and quasi-Newton methods) or of the Jacobians \( \nabla e_s^{(i)} = \partial e_s^{(i)}/\partial \theta_s^{(i)} \) (in the GN method), where

\[
x_s^{(i)} = \frac{1}{N} \sum_k e(k, \theta_s^{(i)}, V_s^{(i)})^2 = \frac{1}{N} e_s^{(i)H} e_s^{(i)}
\]

(A.10)

The gradient of the cost function can be written as

\[
\nabla F_s^{(i)} = \frac{2}{N} \sum_k \frac{\partial e_s^{(i)}}{\partial \theta_s^{(i)}} e_s^{(i)}(k) = \frac{2}{N} \nabla e_s^{(i)H} e_s^{(i)},
\]

(A.11)

where the Jacobian is given by, for \( k = 1, \ldots, N,

\[
\frac{\partial e_s^{(i)}}{\partial \theta_s^{(i)}} = \frac{1}{2} W(k) H_{s-1} \left( k \right) \frac{\partial F_m \left( k, \theta_s^{(i)}, V_s^{(i)} \right)}{\partial \theta_s^{(i)}},
\]

(A.12)

so that the partial derivatives \( \frac{\partial F_m \left( k, \theta_s^{(i)}, V_s^{(i)} \right)}{\partial \theta_s^{(i)}} \) for peaking and shelving filters are required. In order to use the Newton method, the exact Hessian \( \nabla^2 F_s^{(i)} = \partial^2 F_s^{(i)}/\partial \theta_s^{(i)2} \) should be computed. Analytic expressions for the second-order partial derivatives can be obtained, but the advantages of using the Newton method are outweighed by a higher complexity.

\[1\]For convenience here \( k \) stands for \( e^{-j\omega k/T_s} \), so that the transfer functions are evaluated at \( z = e^{j\omega k/T_s} \), and \( z^{-1} \) can be substituted by \( k \). \{·\}^H indicates Hermitian transpose.
\[ E^2(k) = (H(k)F(k) - T(k))^* (H(k)F(k) - T(k)) = (F^*(k)H^*(k) - T^*(k))(H(k)F(k) - T(k)) \]
\[ = |F(k)H(k)|^2 + |T(k)|^2 - |F(k)H(k)T(k)| \left\{ e^{-j(\phi_F(k) + \phi_H(k) - \phi_T(k))} - e^{j(\phi_F(k) + \phi_H(k) - \phi_T(k))} \right\} \]
\[ = |F(k)H(k)|^2 + |T(k)|^2 - 2|F(k)H(k)T(k)| \cos(\phi_F(k) + \phi_H(k) - \phi_T(k)) \]
\[ = |F(k)H(k)|^2 + |T(k)|^2 - 2|F(k)H(k)T(k)| \cos(-jH[\ln |F(k)|] - jH[\ln |H(k)| + jH[\ln |T(k)|]] \]
\[ = |F(k)H(k)|^2 + |T(k)|^2 - 2|F(k)H(k)T(k)| \cos(-jH[\ln |F(k)|] + \ln |H(k)| - \ln |T(k)|) \]
\[ = |\tilde{H}(k)|^2 + |T(k)|^2 - 2|\tilde{H}(k)T(k)| \cos(-jH[\ln |\tilde{H}(k)| - \ln |T(k)|]) \]

(A.2)

\[ \frac{\partial \text{SSE}}{\partial \alpha} = \frac{1}{N} \sum_k \left( \frac{1}{2} W(k)H_s(k)F_m^0(k) \right)^* \left( W(k) \left[ H_s(k) \cdot F_m(k) - T(k) \right] \right) \]
\[ = \frac{1}{N} \sum_k \left( \frac{1}{2} F_m^0(k)H_s^*(k)W^*(k) \right) \left( \frac{1}{2} W(k)H_s(k)F_m^0 \right) \]
\[ + \frac{1}{N} \sum_k \left( \frac{1}{2} F_m^0(k)H_s^*(k)W^*(k) \right) \left( \frac{V}{2} W(k)H_s(k)F_m^0 \right) \]
\[ - \frac{1}{N} \sum_k \left( \frac{1}{2} F_m^0(k)H_s^*(k)W^*(k) \right) \left( W(k)T(k) \right). \]

(A.7)

**Peaking filters**

The frequency response of peaking filters in the LIG form can be written, substituting (13) in (9), as
\[ F_2(k) = \frac{(1 + a)(1 + 2dk + k^2) + V(1 - a)(1 - k^2)}{2(1 + d(1 + a)k + ak^2)}, \]
and its first-order partial derivatives w.r.t. the parameters \( a \) and \( \sigma = \cos^{-1}(-d) \) as
\[ \frac{\partial F_2(k)}{\partial a} = \frac{1 - V(1 - k^2)(1 + 2dk + k^2)}{2(1 + d(1 + a)k + ak^2)^2}, \]
\[ \frac{\partial F_2(k)}{\partial \sigma} = \frac{\sin(\sigma)(1 - V)(1 - k^2)(1 - a^2)k}{2(1 + d(1 + a)k + ak^2)^2}. \]

(A.13)

(A.14)

(A.15)

**Shelving and HP/LP filters**

The frequency response of LF and HF shelving filters in the LIG form can be written, substituting (10) in (9), respectively as
\[ F_1^{LF}(k) = \frac{(1 + a)(1 - k) + V(1 - a)(1 + k)}{2(1 - ak)}, \]
\[ F_1^{HP}(k) = \frac{(1 + a)(1 + k) + V(1 - a)(1 - k)}{2(1 + ak)}, \]
and its partial derivatives w.r.t. the parameter \( a \) as
\[ \frac{\partial F_1^{LF}(k)}{\partial a} = \frac{(1 - V)(1 - k^2)}{2(1 - ak)^2}, \]
\[ \frac{\partial F_1^{HP}(k)}{\partial a} = \frac{(1 - V)(1 - k^2)}{2(1 + ak)^2}. \]

The frequency response for HP and LP filters is obtained by setting \( V = 0 \) in (A.16) and (A.17), respectively, and their partial derivatives w.r.t. \( a \) by setting \( V = 0 \) in (A.18) and (A.19).

(A.16)

(A.17)

(A.18)

(A.19)
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