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Abstract

The Japanese company Fuji Electric Co., Ltd. (Fuji) first introduced and
patented the concept of Disturbance Feedback Control (DFC) in 1980, for the
purpose of attenuating drop impact disturbances in rolling mill processes at
steel plants. Since then, DFC has been applied to dampen oscillations in elec-
tric motors with backlash, compensate for dead-time voltage errors in power
electronics, as well as several other industrial applications.

A controller with DFC can be categorized as a two-degree-of-freedom con-
troller, in the sense that one controller is designed as an ordinary reference-
following controller, while the DFC itself is designed specifically to deal with
unwanted disturbances, thus enhancing the performance of the overall control
loop. Even though DFC as mentioned has been applied with success in various
contexts, there are still some issues that remain to be resolved in a systematic
way, in particular robustness guarantees, constraint handling, and anti-windup.
The aim of the present study is thus to propose practical design methods us-
ing robust control theory in order to improve the stability and performance of
existing industrial controllers.

To address this aim, a design methodology is proposed, in which the plant
to be controlled, a nominal model of it, and the existing controller are con-
sidered together as an extended plant. The DFC is designed for this extended
plant using robust control techniques such as optimization via Linear Matrix
Inequalities (LMIs). Specifically, optimization problems are formulated to min-
imize the effect of disturbances while maintaining stability and performance for
a range of model uncertainties.

Two very different case studies, refrigeration systems and gantry cranes, are
chosen from Fuji’s product portfolio for evaluating the feasibility of the design
methodology.

In the first case study, a conventional controller for a commercial refriger-
ation system is designed, tested and then augmented with DFC. A two-step
design procedure is proposed; first, a set of LMIs is solved to design a robust
DFC without taking saturation into account, and then a second set of LMIs
is solved to yield an anti-windup compensator to accommodate for actuator
saturation. The proposed design is compared with the conventional control
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system, both in simulation and through practical experiments. The results
indicate that both robustness and performance can be improved in the pres-
ence of model uncertainties, and the proposed design is able to avoid wind-up
phenomena when the control inputs are saturated.

The second case study considered in the thesis concerns gantry cranes, which
are widely used in factory automation, construction and shipping contexts. For
this case study, an anti-sway control scheme is proposed, in which a robust DFC
is designed using the same fundamental approach as in the first case study
to minimize the sway angle and trolley position errors via LMI optimization.
The robust DFC is added to an existing crane control system composed of a
feedforward and state feedback control. Both simulation and lab test results
show improvements in control performance when the gantry load is subjected
to impulse force disturbances for a wide range of rope lengths.



Resumé

Det japanske firma Fuji Electric Co., Ltd. (Fuji) indførte og patenterede begre-
bet Disturbance Feedback Control (DFC) i 1980 med det formål at dæmpe stød
i forbindelse med afklipning af emner i stålvalseprocesser. Siden da har DFC
været anvendt til at dæmpe oscillationer i elektriske motorer med hysterese,
kompensere for spændingsafvigelser i effektelektronik, og forskellige andre in-
dustrielle applikationer.

En regulator med DFC kan kategoriseres som havende to frihedsgrader, i
den forstand at den består af en almindelig reference-følgende regulator og en
DFC-del. Den reference-følgende regulator kan designes efter klassiske princip-
per, mens DFC-delen designes specifikt til at håndtere uønskede forstyrrelser,
og dermed forbedre performance af den samlede kontrolsløjfe.

Selv om DFC som nævnt er blevet anvendt med succes i forskellige sam-
menhænge, er der stadig en række problemer der mangler at blive taget hånd
om, såsom robusthedsgarantier, begrænsninger på tilstande og inputs, samt
anti-windup.

Formålet med dette studie er således at foreslå praktiske designmetoder
baseret på robust kontrolteori til at forbedre stabiliteten og ydeevnen hos ek-
sisterende industrielle regulatorer.

For at opnå dette mål foreslås en designmetode, hvor den proces, der skal
reguleres, en nominel model af samme, og den eksisterende regulator betragtes
som et samlet system. DFC-delen designes derpå som en regulator til dette
udvidede system ved hjælp af teknikker kendt fra robust kontrolteori, såsom
optimering via lineære matrix-uligheder (LMI). Specifikt formuleres optimer-
ingsproblemer med det formål at minimere virkningen af forstyrrelser, samtidig
med at stabilitet og performance garanteres for afgrænsede model-usikkerheder.

To meget forskellige case-studier, kølesystemer og portalkraner udvælges
fra Fujis produktportefølje til praktisk verifikation af designmetodens anven-
delighed.

I det første case-studie designes og testes en konventionel regulator til et
kommercielt kølesystem. Den udvides derefter med DFC, som designes ved
hjælp af en to-trins designprocedure; Først løses et sæt LMI’er, som giver en ro-
bust DFC uden hensyntagen til mætning, og derefter løses et andet sæt LMI’er
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for at opnå en anti-windup-kompensator til at håndtere aktuatormætning. Det
foreslåede design sammenlignes med det konventionelle kontrolsystem, både i
simulering og gennem praktiske forsøg. Resultaterne indikerer, at både robus-
thed og ydeevne kan forbedres på trods af modelusikkerheder, og det foreslåede
design er i stand til at undgå wind-up mens styresignalerne er i mætning.

Det andet case-studie, der behandles i afhandlingen vedrører portalkraner,
der er meget anvendt i automatiserings-, bygnings- og shipping-sammenhænge.
Til denne case foreslås en anti-sway-regulering, hvor en robust DFC er designet
ved hjælp af samme grundlæggende tilgang som i det første case-studie til at
minimere udsvinget og positioneringsfejl af kranens bogie via LMI-optimering.
Den robuste DFC føjes til et eksisterende kran-kontrolsystem, der består af
en feed-forward og tilstandsfeedback-del. Det udvidede kontrolsystem udviser
forbedret performance i både simulering og laboratorietest, når lasten udsættes
for kortvarige forstyrrelser ved forskellige kabellængder.
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1 Introduction

This chapter first describes the background and motivation of the thesis.
The motivation came from discussions at Fuji Electric(Fuji) in Japan, and
the results brings a main concept of a proposed design method; robust
Disturbance Feedback Control (DFC). Next, the state of the art men-
tions an outline of the history on traditional control in industry including
Fuji’s recent stage in the development of a product. Relevant works from
academia are described as well, then our challenges are extracted for the
thesis. After that, research objectives and hypotheses are given. Finally
our compact summary of our contributions are presented.

1.1 Background and Motivation
What is the practical design method for industrial systems? Traditionally
PID control has been widely used for industrial systems [Åström et al., 1993].
Besides of classical control, modern control had been introduced to numerous
real applications [T. Samad and A.M. Annaswamy (eds.), 2014].

For instance, Smart Grid projects in Europe has been the mainstream of
Research & Development to innovate new control algorithm and applications
during the past decade [Gangale F., Vasiljevska J., Covrig F., Mengolini A.,
Fulli G, 2017]. Through the projects, advanced control methods have been
applied in Smart Grid as integrated control [Farhangi, 2010; Covrig et al.,
2014; Vardakas et al., 2015]. Regarding budget policy in United States at that
time, Department of Energy in launched the Smart Grid Investment Grant
program, funded by $ 3.4 billion invested through the American Recovery and
Reinvestment Act of 2009 in order to modernize the electricity system in U.S.
[U.S. Department of Energy, 2016].

For some years ahead, Internet of Things (IoT) and Industry 4.0 represent a
new trend of technical development in industrial systems [Shrouf et al., 2014].
The German government proposed Industry 4.0, which has a concept with
automated factory connected by a standard network. The scheme of Industry
4.0 can be a kind of firewall; which means a strategy against the American
forces.

1



Chapter 1. Introduction

These trends mentioned above had been undertaken to develop the most
advanced and large-scale systems with a huge sum of budget through the ini-
tiation of the government and major corporations. Now, one question arises:

The new solutions given by ideal concepts can be fit for small-scale industrial
systems with tight budget?

In fact, engineers at site prefer to handle their control design with the sev-
eral existing methods. If the existing control works reasonably, the engineers
reluctant to introduce new control methods even though its advantage is clari-
fied. Since control engineers must prevent any accidents related to their control
design, they may choose a control design with low risk in order to fulfill their
responsibility as control engineers.

1.1.1 Requests of Fuji’s engineers
In order to bridge the gap between ideal concept and real demand, and barrier
between academia and industry, the requests of Fuji’s engineers were investi-
gated. Based on the concept of “practical design that will be useful” derived
from a reflection on past issues, R&D division in Fuji interviewed individual
departments on-site.

The results of survey indicated “high engineering cost of time”as the
most obstructive factor for control design. As a result, summarized needs are
obtained as three points (Quality, Cost, and Delivery):

• Disturbance rejection performance must be good (Quality)

• The cost for implication should be kept to a minimum (Cost)

• Design methods should require as little tuning time as possible, regardless
of system changes and products type (Delivery)

These requests can be translated into the control issues in theoretical ap-
proaches; robust control design, low order controller, and maintain the existing
control and augment it with robust DFC.

1.1.2 Robust control design
Robust control is a theory, which introduces model uncertainty, and the robust
control define a class of models G = Gn +∆, where Gn is the nominal model and
the model uncertainty or perturbation ∆ is bounded, but otherwise unknown
[Skogestad and Postlethwaite, 2005].

Robustness can be defined as the ability of a system to continue to func-
tion more or less as intended in spite of external and internal disturbances
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1.1. Background and Motivation

Figure 1.1: Block diagrams of disturbance feedback control.

and uncertainties. External disturbances can come in the form of noise, faults,
changing references or changes in operating conditions, while internal distur-
bances typically arise from unmodeled dynamics or poorly estimated parameter
values.

Responding the Fuji’s engineers, to be strong against disturbance and sys-
tem changes, the robust control could be reasonable choice from other control
methods. Fuji had introduced H∞ control in the 1990s, and the combination
of observer and H∞ control were applied in electric motor systems and rolling
mill process [Kenichi Kurotani, Osamu Itoh, 1998].

In reality, however, robust control has never been popular in Fuji. Similar
tendency was seen among the chemical industrial area as well in Japan [M.
Kano, 2009].

This means that it may be difficult for engineers on site to handle robust
control, but that it could be more widely applied in various industrial areas if
simple, easy-to-use robust design methods were made available. A new concept
is necessary to achieve this goal; practical design with robustness. We assumed
that two concepts, low order control, and maintaining the existing control and
make it robust with DFC, are key to apply the robust design to real systems.

1.1.3 Maintain the existing control, and augment it with
robust DFC

The main concept of the thesis is mentioned as follows. Fig. 1.1 shows block
diagrams of disturbance feedback control. The figure indicates that the control
structure of DFC is categorized as two-degree-of-freedom (2DOF) controllers,
and DFC is originally developed by Fuji [Fuji Electric Co., Ltd., 1981].

This control structure has an additional feedback loop L to compensate for
disturbance and model uncertainties as shown in Fig. 1.1.

We focused on the control structure of DFC, and defined the concept of

3



Chapter 1. Introduction

control design;

An existing single DOF controller K is designed to stabilize the plant, and
another controller L is designed to augment the existing control system.

Fig. 1.2 shows a general closed-loop system with two input, two output
formulation (left) and the closed-loop system for DFC (right). In general, ro-
bust controller is designed using the left formulation with the transfer function
T from w to z, where z is the output for evaluating the performance of the
controlled systems and y are the measurements. Note that the motivation of
the DFC design is to improve the existing system. We assume that the exist-
ing controller K is fixed, meaning we can handle K as a part of the plant P.
Therefore, P includes G, Gn, W, and K in the robust DFC design. While K
determines the response from reference, the disturbance feedback controller L
is designed to improve disturbance rejection also facing model uncertainty.

Keeping the existing controller K would be useful for engineers considering
that know-how of their design, and requirements specification from customers
can be retained, and engineering and design periods may be shortened. This
light reformulation of existing systems is expected to be positively received by
both engineers and customers.

To design the robust DFC L, the robust control theory and H∞ control
scheme are introduced. We defined model uncertainties to guarantee the robust
stability when internal system change, model perturbation, or disturbance are
obtained. In addition, H∞ control scheme is introduced to minimize the effect
of external disturbance to guarantee the robust performance.

The effectiveness of proposed methods was demonstrated by related prod-
ucts or systems of Fuji. We applied the robust DFC in two applications; re-
frigeration systems and crane systems were chosen from the main products of
Fuji. Fig. 1.3 shows overview of PhD thesis.

For the first application of refrigeration systems, two different concept is
proposed for robust DFC design. One concept is presented for edge devices
such as PLC for introducing the grid search optimization.Other concept is
proposed for more systematic design with modern robust control using LMI
optimization.

For the second application of crane systems, anti-sway control scheme is
presented to robust DFC designed to minimize the sway angle and trolley
position errors via LMI. The robust DFC is added to an existing crane control
system composed of a feed forward and state feedback control.

4



1.1. Background and Motivation

Figure 1.2: A closed-loop system for design of an H∞ controller H(s) (left), and a closed-loop
system for design of DFC L(s) (right).

Figure 1.3: Overview of PhD thesis.
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Chapter 1. Introduction

1.2 Fuji’s Control
Throughout its history, Fuji has developed control systems and products for
various industrial fields. The overview of Fuji’s control history is described
in this section including DFC and its application. After that, the issues on
conventional design are indicated, and the weaker points will be underpinning
motivation for the research objectives.

1.2.1 Overview of control applications in Fuji
Fuji started research and development for control area in 1970s. Fig. 1.4 shows
trends of control technologies and Fuji’s applications from 1980.

In water treatment research, which is one of the process control fields, Model
Predictive Control (MPC) and fuzzy control were applied in flocculation pro-
cess control of water treatment plants. In addition, optimization-based control
schemes were introduced to water distribution systems and water pressure con-
trol for pump systems. To this time, no robust control has been introduced in
the water treatment fields by Fuji’s research.

Regarding applications using electromotive power drives, observer based
control and H∞ control were applied in anti-sway control for crane systems
and torsional vibration reducing device of shaft systems. As for steel plants
in industry fields, H∞ control was introduced in 1980s. However, these con-
trol design using H∞ control can be applied for SISO system only, and no
systematic control design, such as LMIs or other control design based on op-
timization, have been introduced so far. Moreover, internal uncertainties, i.e.,
model uncertainties, are not explicitly taken into account.

With respect to power system control, control system for self-commutated
static var compensators was developed for unbalanced-load compensation [Eguchi
et al., 1994; Hirakawa et al., 1995]. Multivariable optimal control of generator
excitation and speed governor system was proposed in 1980s [Otsuka et al.,
1984]. For predicting service for power systems, peak load forecasting system
using neural networks and fuzzy theory was developed [Ueki et al., 1996]. Fuji
has introduced new technologies for electric power system applications over the
years, however, no robust control has been applied in power systems yet.
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1.2. Fuji’s Control
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Chapter 1. Introduction

Figure 1.5: Origin of DFC, then denoted impact drop observer [Fuji Electric Co., Ltd.,
1981].

1.2.2 Origin of DFC
DFC was developed in 1980, then called ”impact drop observer” or ”disturbance
observer” for rolling mill process at steel plants [Fuji Electric Co., Ltd., 1981].
The original block diagram is shown in Fig. 1.5, copied from the original
Japanese source.

In addition, this control scheme has been applied in winch of coal mine
plants, and a electric motor [Tsutomu Miyashita and Hideyuki Nishida and
Shinichi Ito, 2000]. H∞ control idea was considered for the DFC design around
2000, however, it was not systematic design, for the idea did not explicitly define
the model uncertainties and not applied optimization techniques to solve the
control parameters. Furthermore, the above application was applied to SISO
systems. The appropriate introduction of robust control theory was necessary
in order to improve that DFC design.

Recently we changed the name to DFC based on the control structure be-
cause DFC is not categorized as observer in the theoretical point of view [Kawai
et al., 2014]. In stead, DFC plus existing controller can be classified as 2DOF
controllers as we mentioned above.
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1.2.3 Control on refrigeration systems
Fuji’s market share of the vending machines has acquired with about 50 %
of the total domestic production. Fuji’s efforts will include developing more
energy-efficient, environmentally friendly vending machines in response to the
market environment, which has changed greatly since the Great East Japan
Earthquake in 2011 [Fuji Electric Co., Ltd., 2011].

The On-Off controllers were traditionally implemented in the refrigeration
cycle inside of vending machines, and then PID controllers was introduced to
avoid hunting phenomena of evaporating temperature by electronic expansion
valve [Fuji Electric Co., Ltd., 2012].

The PID controllers contributed a stabilization of the refrigeration systems,
however, some issues for control design still remained for more practical meth-
ods. The robustness against external and internal uncertainties is necessary to
meet the needs of engineers on-site.

1.2.4 Control on crane systems
Over the years, Fuji Electric has developed various anti-sway control schemes
for crane systems, including an observer based control scheme. Application of
fuzzy control to automatic crane operation was proposed in order to improve
tracking control and anti-sway control performance [Itoh et al., 1993].

Subsequently, this anti-sway control scheme was further improved to com-
bine feed forward control and state feedback control, and applied in commercial
gantry cranes. In addition, Anti-sway crane control based on dual state ob-
server with sensor-delay correction was proposed for more practical control
design [Sano et al., 2010].

This controller exhibits sufficient performance in terms of tracking con-
trol; however, better stability and performance could be obtained if robustness
against external disturbances and model parameter uncertainties were taken
into account.

9
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1.3 State of the Art
This section mentions firstly an outline of the history on control applications
in industry. Next, Japanese history and trends on control technology is also
described to specify real issues in industry area. After that, previous researches
related to the thesis are described by literature searching. Finally shortcoming
of conventional control technologies is pointed out, and then it leads to the
research objective in section 1.4 to address the issues.

1.3.1 Control Applications in industry
Impact of control technologies reviews a number of control technology accom-
plishments and presents prospects for future opportunities for the field [T.
Samad and A.M. Annaswamy (eds.), 2014]. This report describes success sto-
ries of deployed products and solutions that have been enabled by advanced
control. Especially, all of the developments featured in this category have gone
beyond simulation or laboratory demonstration and have achieved“real-world”
impact. The research challenges that outline new opportunities for control tech-
nology toward future impact. The challenges were described for both societal
and industry need, not control theory gaps, and point out the field’s promise
and potential for real applications.

Robust control techniques such as H∞/H2 have been successfully applied to
deal with complex architectures such as large flexible appendages (solar arrays
and deployable reflectors) and requirements such as tight pointing stability
performance, while reducing development cost and time.

For example, the Linear Quadratic Gaussian controller applied in the at-
mospheric flight phase of the Ariane 5 launcher was replaced by a H∞-based
controller for the Ariane 5 Evolution [Pignié, 2002]. This change seems to be
necessary to optimize the control design trade-off between the low-frequency
performance requirements, such as load reduction and tracking of the attitude
setpoint, and the attenuation of the low-frequency structural bending and fuel
sloshing modes.

Other application for telecommunication satellites, a robust control ap-
proach through a loop-shaping H∞ design has been introduced [Frapard and
Champetier, 1997]. The control approach achieved a 10 % reduction in propel-
lant mass consumption during station-keeping maneuvers.

Regarding process control area, applications of multivariable decoupling
control solutions have become standard in many pulp and paper mills [Stewart
et al., 2003]. Plant wide model-based optimization of paper mills has also
been reported. In an application of robust multivariable control design to the
cross-direction control of paper machines, an approximately 80 % reduction in
control tuning time and up to 50% higher performance have been reported.
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Figure 1.6: Control methods applied in industrial process systems, results of survey in
1997, Japan.

1.3.2 History and Trends of Control in Japan
In 1990s, industrial trends of control technologies in Japan were surveyed. Two
questionnaire surveys were investigated, one for process control systems, the
another one for mechanical control systems.

The survey results of process control systems is written by [Haruo Takatsu
and Toshiaki Ito, 1997]. As expected, PID control has been the most widely
used in process control systems. More than 1000 control system using PID or
Two degree of freedom PID control were applied by 110 industrial companies in
Japan as shown in Fig. 1.7. Gain schedule control had 90 applications, which
was the second largest values on the survey.

Another survey results of mechanical control systems is presented by [Yoshiro
Tsuruhara and Naotoshi Iwasawa, 1999]. The results showed that industrial
systems introduced PID control for more than 40 %, and H∞ control is se-
lected to the second largest applications from control methods.

About ten years after, survey about process control has been investigated by
one Japanese control committee [M. Kano, 2009]. The survey results described
that classical control still has been widely used application in 2000s. As for
model based control, Model Predictive Control (MPC) has been made use as
an advanced control, particularly, for of-refining/petrochemical plants. The
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Figure 1.7: Control methods applied in industrial mechanical systems, results of survey in
1998, Japan

survey pointed out the control issues in industry that the shortage of skilled
person who can handle these advanced control methods. Moreover, the results
also noted that the cost of designing and maintenance should be reduced for
spreading the modern control technologies.

As the results of trend survey of industrial control in Japan, typically clas-
sical PID control is still widely used as well in process control as in mechanical
control systems. At the same time, engineers in industry have tried to introduce
modern control theory such as H∞, MPC, and other control methods.

However, both classical control and modern control methods have short-
coming that conventional classical control cannot achieve sufficient operation
performance, on the other hand, modern control methods faced engineering and
maintenance costs, and shortage of skilled engineers. These issues of industrial
fields in Japan still remain even though new technologies has been developed.

1.3.3 Optimization technologies for robust control design
LMI design can handle advantagegeously MIMO system, and systematic de-
signs of robust control are presented in previous studies [Scherer et al., 1997;
Chesi et al., 2005; Peaucelle and Fradkov, 2008; Rosa et al., 2014; Adegas and
Stoustrup, 2014; Boyd et al., 2016].
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For output feedback controllers using LMI based design, Robust static out-
put feedback controller LMI based design via elimination has been proposed
[Veselý et al., 2011].

Regarding PID control design, robust control is introduced in previous re-
searches. Many researchers have proposed robust PID control or low order
robust controllers, for satisfying stability and robustness of systems, e.g., see
[Sivrioglu and Nonami, 1996; Ge et al., 2002; Sadabadi and Karimi, 2013]. As
for MIMO design, MIMO PID tuning by an iterative LMI procedure has been
proposed as a new challenge by [Boyd et al., 2015].

Recently, an automatic loop-shaping method for designing robust PID con-
troller [Mercader et al., 2017]. Criteria in this paper are given for load dis-
turbance attenuation, measurement noise injection, set-point response and ro-
bustness to model uncertainties. In addition, a modified proportional-integral
derivative (PID)-type controller that contains a distributed delay term to Euler-
Lagrange systems with an unknown constant input delay [Alibeji and Sharma,
2017].

Previous researches above have presented new theory or practical methods
for robust control design using LMI-based approach. However, no methodology
has been proposed with a concept as in this thesis:

• Maintaining existing control

• Augmented the existing system

1.3.4 Anti-windup control for robust control design
Anti-windup control scheme for robust design is necessary if existing control
system consists of integrator and limiter.

A tutorial on modern anti-windup design can be found in on Modern Anti-
windup Design [2009], in which two approaches, namely direct linear anti-
windup and model recovery anti-windup, are presented. In addition, the au-
thors state that most anti-windup designs can be formulated by LMIs. LMI-
based anti-windup synthesis methods have been proposed for robust control of
linear systems [Grimm et al., 2004]. Another approach in which a dead-zone is
introduced for anti-windup control design, and a local control design technique
is proposed, is presented in Wasiwitono and Saeki [2011]. Anti-windup schemes
for discrete time system using LMI based design were proposed by Rohman et
al [Syaichu-Rohman and Middleton, 2004] in order to address the issues of the
algebraic loops of anti-windup controllers.

Time-response shaping using output to input saturation transformation
is proposed [Chambon et al., 2018]. The transformation convert prescribed
bounds on an output variable into time-varying saturations on the synthesised
linear scalar control law.
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As for dynamic control design, dynamic anti-windup design for a class of
nonlinear systems is proposed [da Silva Jr. et al., 2016]. This design method
addresses the dynamic anti-windup design problem for a class of nonlinear sys-
tems subject to an actuator saturation. The class regards the systems which
can be cast in a differential algebraic representation such as rational and poly-
nomial systems.

Previous researches above have presented something new theory or practical
methods for robust control design including anti-windup controllers. However,
no methodology has proposed such a concept in this thesis:

• Maintaining existing control

• Augmented the existing control system using DFC with anti-windup con-
troller

1.3.5 Anti-sway control design for crane systems
Gantry cranes are of immense importance in shipping applications and can
be found in container harbors all over the world. Traditionally, gantry crane
systems have been controlled by means of feedforward control, taking motor
torque and trolley speed limitations into account [Ackermann, 2002; Ahmad
et al., 2009]. Feedback control is also necessary to remove errors between
references and measurement values; this is typically achieved by PID control
of the gantry crane trolley [Jaafar et al., 2012].

Several results on robust gantry crane control have been published in the
literature. For example, a robust iterative learning control scheme is proposed
and validated experimentally in [Son et al., 2014]. A Linear Matrix Inequality
(LMI)-based H∞ design was proposed in [Tumari et al., 2012], and a robust
fuzzy H∞ control scheme for nonlinear systems was presented in [Lee et al.,
2001].

As for offshore boom crane, adaptive repetitive learning control is proposed
[Qian et al., 2017]. This work considers the periodic property of sea waves as
disturbances, then an adaptive repetitive learning control strategy containing a
learning law to deal with practical problems such as disturbances and unknown
system parameters.

Regarding overhead cranes, nonlinear control for underactuated multi-rope
cranes is proposed [Lu et al., 2018]. This work presented firstly dynamic model
for multi-rope cranes using utilizing Lagrangian modeling method. Next, a
nonlinear controller is further proposed, which incorporates more swing-related
information into the control law so that the proposed method guarantees the
robustness and swing suppression performance of the closed-loop system.

Previous researches above have presented something new theory or prac-
tical methods for anti-sway control design for crane systems. However, no
methodology has proposed such a concept in this thesis:
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• Maintaining existing anti-sway control

• Augmented the existing anti-sway control system using DFC

1.3.6 Shortcoming of conventional approaches
The aforementioned robust designs are all constructed as one-degree-of freedom
(1DOF) controllers, in which case the existing controllers already in place have
to be removed and replaced by the new, more advanced controllers.

However, many industrial practitioners prefer to keep existing controllers,
because they embody extensive tuning and domain-specific know-how by cus-
tomers and experienced engineers. In case a new control design for a sys-
tem that has already been commissioned is desired, for example for improved
closed-loop performance, it is thus often advantageous to maintain the original
controller [Stoustrup, 2009].

Moreover, 2DOF controllers are used for many industrial applications be-
cause the systems need to guarantee both set point following and disturbance
rejection responses.

Therefore, it could be useful for industrial applications to find a design
methods for robust 2DOF controllers for discrete time systems. In addition,
numerical analysis including experimental test is necessary to find out whether
the previous studies can be applied for 2DOF systems as well.
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1.4 Research Objectives and Hypotheses
As mentioned in the preceding section, shortcoming and defect of previous
works are revealed. The practical design method for industrial systems is pro-
posed in order to address the design issues. Research objectives in this thesis
are described, then the objectives lead to three hypotheses which will be the
main challenges of the PhD research.

Augmentation of existing systems

Augmentation of existing systems is the main objective of our research. We
define practical design as keeping the existing systems and augmented by a
reasonable controller instead of replacing high-end controllers.

Low order control design with robustness

Next we define reasonable control which is described above, that is a control
represented by low order systems, and less parameters of the systems can be
easily handled for industrial engineers. At the same time, we challenged low
order control design which can guarantee the robustness against various uncer-
tainties. This approach is challenging in that the system should maintain the
existing systems and achieve the robust design with limited control structures.
Our challenges is to present a design method which is easy to be accepted by
the industrial engineers.

Robustness against internal and external uncertainties

For industrial systems, robustness is necessary to guarantee the quality and
their systems even though the internal model is shifting and external distur-
bances are adding to the systems. We proposed robust control design in order to
maintain the stability of the systems and minimize the degradation from these
uncertainties. Moreover, specific control challenges are defined, anti-windup
control for refrigeration systems and gantry crane systems.
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The research objectives which comes from background, motivation, and
state-of-the-art lead to three hypotheses. The following hypotheses are given
in terms of Quality, Cost, and Delivery (QCD) for industrial systems.

Hypothesis 1. The robust DFC can augment the robust stability and
robust performances against both internal and external uncertainties. The
proposed method can made the improvement of Quality in industrial systems.

Hypothesis 2. The proposed method can be added in the existing systems.
Since the proposed the existing system can be maintained, only small-scale
modification of software is necessary to update the system. The method can
made the improvement of both Cost and Delivery in industrial systems.

Hypothesis 3. The proposed method can be designed as low order con-
troller with guarantee of the robustness against uncertainties. In addition, the
robust DFC can be implemented in the low spec controller such as PID con-
troller. The method can made the improvement of both Quality and Cost in
industrial systems.

17



Chapter 1. Introduction

1.5 Summary of Contributions
To reply the research objectives and hypotheses mentioned above, the following
outlines the contributions of this thesis.

1.5.1 Lists of contributions
Contribution papers with short summary are listed, and the main content and
relationship between each contribution are described.

• PID control with robust disturbance feedback control (Paper
A)
In this work, we analyze the robustness and performance of a PID-based
control system with DFC. A multiplicative uncertainty model is used to
represent mismatch between a nominal model and the actual plant, and
expressions for robust stability, nominal and robust performance are de-
rived. We propose a simple grid-based search algorithm that can be used
to find DFC gains to achieve robust stability and performance (if such
gains exist). Finally, two different simulation case studies are evaluated
and compared. Our numerical studies indicate that better performance
can be achieved with the proposed method compared with a conserva-
tively tuned PID controller and comparable performance can be achieved
when compared with an H-infinity controller. This work is published as
[Kawai et al., 2015]

• MIMO Robust Disturbance Feedback Control for Refrigeration
Systems Via an LMI Approach (Paper B)
This paper presented robust DFC design using LMIs for Multi Input and
Multi Output systems. The extended state space representation of the
overall system is considered with parametric model uncertainties. LMIs
are formulated to solve the optimization problem such that the DFC
satisfies Lyapunov stability and robust performance. DFC was applied in
the superheat control and the suction pressure control for a refrigeration
system, and experimental results show that DFC improves disturbance
rejection compared to conventional PI controllers. This work is published
as [Kawai et al., 2017]

• Robust & Anti-Windup Disturbance Feedback Control for Wa-
ter Chiller Systems (Paper C)
We have extended the work presented in Paper B. This paper proposed
a robust DFC including the anti-windup controllers for process control
systems. The proposed method is designed in two steps; firstly, the robust
DFC without saturation is designed by LMI approach, and then LMI
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technique are used again for stabilizing the closed loop system with anti-
windup compensator. The simulation results for the water chiller system
shows the improvements of control performances, and keeps stability of
the system when the saturation blocks are introduced. This work is
published as [Kawai, Fukiko and Vinther, Kasper and Anderson, Palle
and Bendtsen, Jan Dimon, 2017].

• Anti-windup Disturbance Feedback Control: Practical Design
with Robustness (Paper D)
We have further extended the work presented in Paper C, where the
practical test is demonstrated to examine the effectiveness of proposed
methods. This paper introduced an anti-windup compensator for 2DOF
controllers, one for an existing controller and another for DFC, in a dis-
crete time systems. The test results indicate that both robustness and
performance can be improved in the presence of model uncertainties, and
the proposed method can avoid wind-up phenomena when the control
inputs are saturated. This work is published as [Kawai et al., 2018a].

• Anti-Sway Control for Crane Systems: Robust Design with LMI
Optimization (Paper E)
We challenged one more application from FA area, and crane systems
were chosen for robust design. Fuji had designed the anti-sway control
system for crane systems, and the control system consists of feed for-
ward control and state feedback control. Sufficient control performance
to tracking control can be obtained by conventional Fuji’s controllers,
however, improvements are necessary on regulation control with distur-
bance. For this reason, this paper proposes an anti-sway control scheme
for crane systems using robust DFC designed to minimize the sway an-
gle and trolley position errors via LMI optimization. The robust DFC
is added to an existing crane control system composed of a feed forward
and state feedback control. Simulation results for the gantry crane sys-
tem shows improvements in control performance when the gantry load is
subjected to impulse force disturbances. This work is published as [Kawai
et al., 2018b].

• Anti-Sway Control for Crane Systems: Robust Design with LMI
Optimization (Paper F)
We have extended the work presented in Paper E. This paper examined
additional model uncertainties in frequency domain for robust DFC which
was designed with parametric uncertainties for crane control systems.
Robust stability of the robust DFC in frequency domain is analyzed in
order to verify the robustness against uncertainties in frequency domain.
The results of analysis show that the proposed method can cut off the
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uncertainties in high frequency domain. This work is published as [Kawai,
Fukiko and Anderson, Palle and Bendtsen, Jan Dimon, 2018].

Chapter 2 and 3 will describe detail of the research results which were
briefly summarized above. Chapter 2 presents a design method for refrigeration
systems and demonstrated the lab test to evaluate the feasibility of proposed
method. Chapter 3 proposes a design method for crane systems. Chapter 4
gives closing remarks and perspectives for future works.
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1.5.2 Additional Publications
Additional contributions, which are not included in the thesis, are mentioned
in this subsections. Three papers in total were excluded.

• An Industrial Model Based Disturbance Feedback Control Scheme
(Excluded paper 1)
Basic features of DFC are presented in this paper [Kawai et al., 2014],
this paper presented the main concept of DFC, however, the DFC was
not designed by robust control theory. In addition, this works proposed
stability condition for SISO systems based on characteristic equation of
closed loop systems.

• Design method for low-order disturbance feedback control
(Excluded paper 2)
This paper presented SISO robust control design with grid search op-
timization. Besides of LMI approach, the logic based optimization for
robust DFC was introduced. This contribution was reedited using the re-
sults of Paper A [Kawai et al., 2015], and it can be available in Japanese
[Kawai, 2016].

• An LMI Approach for Robust Design of Disturbance Feedback
Control (Excluded paper 3)
This paper proposed robust DFC design with LMI optimization. In the
numerical examples, simple SISO model was chosen to examine the ad-
vantage of proposed method. Simulation results show that the robust
DFC improve the both setpoint response and disturbance response com-
pared to the conventional control. Details of the contribution can be
available at [Kawai, Fukiko and Vinther, Kasper and Anderson, Palle
and Bendtsen, Jan Dimon, 2017].
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1.5.3 Patents
Three patents has been filed as research contributions, and two of them are
granted patents.

• Design method and a control device of the control device
Application Number: JP5817940B2
Status: Grant
This patent claims the control design method for SISO DFC systems, and
a design for PI control with DFC is proposed by using one parameter DFC
gain L. This research output is obtained by a relevant work in [Kawai
et al., 2014].

• Control system, method for designing control system, and pro-
gram
Application Number: JP2017027570A
Status: Application
This patent claims the design method and system for robust DFC, and
the DFC is tuned by logic based optimization. This research output is
obtained by a relevant work in [Kawai et al., 2015]

• Power stabilization system and a control device
Application Number: JP6032365B2
Status: Grant
This patent claims the DFC application for power systems, especially fre-
quency control on micro grid where photovoltaic power generation sys-
tems are introduced. Note that I am not the first inventor of this patent,
therefore, this contribution is excluded from the thesis.
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2 Application 1:
Refrigeration Systems

This chapter describes contributions of the first application, refrigeration
systems. Each contribution paper that composes the thesis is presented.
Mainly two different concept is proposed for robust DFC design. One
concept is presented for edge devices such as PLC [Greg Gorbach, ARC
Advisory Group, 2016], where the tuning and control process can be im-
plemented. Other concept is presented for more systematic design with
modern robust control using LMI.

2.1 Practical Design in Refrigeration Systems
Table 2.1 shows two concepts of robust DFC design. Concept No.1 can be im-
plemented in PLC, focusing on the edge devised implementation for all control
design processes including tuning DFC parameters. The concept can follow the
edge heavy computing, however, which can be only applied for SISO system,
and the risk of local minimum in the optimization problems.

On the other hand, concept No.2 addresses the short coming of the concept
No.1 using LMI, which can be designed for MIMO system using mathematical
programming. In this case, additional PC is necessary to design the robust
DFC.

Table 2.1: Two concepts of robust DFC design

No. Tuning Control Extend-ability Optimized Robust
process at device by control

1 PLC PC or PLC SISO Grid search Classical
2 PC PC or PLC MIMO LMI Modern &

Classical
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2.2 Grid Search Optimization for SISO Systems
In the following, we propose a simple search algorithm for tuning of the dis-
turbance feedback function L. The concept of the algorithm is that it shapes
“two peaks”in the frequency domain by tuning L.

One peak appears due to Nominal Performance (NP) and the other due to
Robust Stability (RS). Each peak has a relationship to a trade off; if one peak
gets smaller, the other peak gets larger. Therefore shaping the two peaks can
achieve a minimization of both peaks and a balancing of the trade off.

Here are explanation of Nominal stability (NS), Nominal Performance (NP),
Robust stability (RS), Robust performance (RP) [Skogestad and Postlethwaite,
2005].

Nominal stability (NS). The system is stable with no model uncertainty.
Nominal Performance (NP). The system satisfies the performance spec-

ifications with no model uncertainty.
Robust stability (RS). The system is stable for all perturbed plants

about the nominal model up to the worst-case model uncertainty.
Robust performance (RP). The system satisfies the performance speci-

fications for all perturbed plants about the nominal model up to the worst-case
model uncertainty.

More precisely, definition is given as follows [Zhou et al., 1996]:
Definition: Given the description of an uncertainty model set Π and a set

of performance objectives, suppose P ∈ Π is the nominal design model and K
is the resulting controller. Then the closed-loop feedback system is said to have

Nominal Stability (NS): if K internally stabilizes the nominal model P.
Robust Stability (RS): if K internally stabilizes every plant belong to Π.
Nominal Performance (NP): if the performance objectives are satisfied

for the nominal plant P.
Robust Performance (RP): if the performance objectives are satisfied

for every plant belong to Π.

If the function L is chosen as a simple gain, then it can be tuned by gradu-
ally increasing the gain, while making a robust performance (RP) check. The
largest gain that still achieves RP can be chosen as the disturbance feedback
gain L. If RP cannot be achieved using a simple gain function, then L can be
tuned as a filter which is expressed by a first order transfer function with gain
kL and time constant τL. Fig. 2.1 shows the proposed search algorithm for
disturbance feedback control and the algorithm consist of 5 steps. The detail
of the algorithm is as follows:
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Figure 2.1: Disturbance feedback function search algorithm for disturbance feedback con-
trol. l and i are iteration counters.
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Step 1: Set the nominal model Gn, the uncertainty description G, the
controller K, and the range of frequency for evaluation, where

G = {G∆|G∆(jω) = G(jω)(1 + ∆m(jω))} (2.1)
= G(jω)(1 + Wo(ω)∆(jω)), |∆(jω)| ≤ 1},

and ∆m and ∆ are the complex perturbation.
Step 2: Set the cut-off frequency ωd, then design weight parameters Wo

and Wp using parameters at Step 1.

Wo =
b1s + b0

a1s + a0
, Wp =

b0

ansn + an−1sn−1 + ... + a0
(2.2)

where an, an−1...a1, and a0 are the parameters of denominator, and b1 and b0
are the parameters of numerator.

Step 3: Compute the peak gain when L = 0 and call the peak gain Lmax0.
The Lmax0 is applied as an initial value for L gain search.

Step 4: Search for an L gain. Make the L gain larger gradually, for exam-
ple (L = Lmax0 × 10a−1, a = 1, 2, 3, ..., n), and compute and save RP for each
L. After that, compute RP for each L gain within the searching area. The
minimum value of RP for all RPs is found and the minimum spot is used as
middle point for next iteration. In addition, the minimum RP is saved and
if the minimum RP is located on the boundary of the L parameter searching
area at last iteration, then expand the searching area, and if not, shrink. Step
5: Search for an L transfer function which is represented by a first order time
constant as follows:

L(s) =
kL

1 + τLs
kLmin < kL < kLmax (2.3)
τLmin < τL < τLmax

Where kL is the gain, kLmin and kLmax is the lower and upper limit of kL, τL
is the time constant, τLmin and τLmax is the lower and upper limit of τL. The
two dimensional area, which is defined by kL and τL, is divided by log scale
and to make a searching mesh. After that, compute RP for each combination
of kL and τL within the searching area. The minimum value of RP for all RPs
is found and the minimum spot is used as middle point for next iteration.

kL,average = kL,best (2.4)
τL,average = τL,best (2.5)

where kL,average is the middle point of kL for next iteration, kL,best is the gain
that achieves minimum RP in the search area, τL,average is the middle point
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Figure 2.2: A conceptual diagram of Step 5.

of τL for next iteration, x1 is the angular frequency of the one peak gain y1
with the best L(s) that achieves minimum RP in the search area, and x2 is the
angular frequency of the other peak gain y2 with the best L(s) that achieves
minimum RP in the search area. In addition, the minimum RP is saved and if
the minimum RP is located on the boundary of the L parameter searching area
at last iteration, then expand the searching area, and if not, shrink, as shown
in Fig. 2.2.

This algorithm breaks and terminates if an iteration reaches imax or follow-
ing condition:

|y1 − y2| < E (2.6)

where E is the user-specified margin of error between y1 and y2.

2.2.1 Evaporator superheat control for a refrigeration sys-
tem.

This example considers superheat control for a refrigeration system [Larsen,
2005]. Fig. 2.3 shows a layout of the refrigeration system with basic control
structure. The system includes four components, a compressor, a condenser, an
expansion valve, and an evaporator. In a typical refrigeration system, one loop
control device is installed for each component as shown in Fig. Fig. 2.3. These
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Figure 2.3: A layout of the refrigeration system with basic control structure.

controllers regulate a pressure or a temperature based on operating conditions.
For instance, the compressor controls the rotational speed so that the controller
keeps the pressure of suction refrigerant Pe constant. It is called a suction
pressure control. The electronic expansion valve controls the open degree of
the valve so that the controller keeps the superheat Tsh (difference between the
temperature at the outlet of the evaporator and the evaporation temperature
inside the evaporator) constant. The speed of the evaporator fan is controlled
so as to keep the temperature on the load side Tr constant. The speed of the
condenser fan is controlled so as to keep the condensing pressure Pc constant.

Now consider a simple superheat model described by a first order plus dead
time system [Izadi-Zamanabadi et al., 2012]. The model for superheat control
is created using experimental data obtained from step response tests conducted
at different operating conditions.

G =
k

1 + τs
e−θs; (2.7)

k ∈ [kmin, kmax], τ ∈ [τmin, τmax], θ ∈ [θmin, θmax]

with kmin = −41.6, kmax = −26.6, τmin = 39.8, τmax = 49.2, θmin = 20.9, and
θmax = 30.

Next, the nominal model is computed using average parameter values of G.

Gn =
kn

1 + τns
e−θns (2.8)
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with kn = −34.1, τn = 44.5, θn = 25.45.
A multiplicative uncertainty weight Wo is designed by over-approximating

the gain characteristics of G, see e.g. [Skogestad and Postlethwaite, 2005].

Wo =
17s + 0.6
5.667s + 1

(2.9)

The performance demands is expressed by a weight function.

Wp =
1

91s + 1
(2.10)

A PI controller K is designed using the Chien–Hrones–Reswick (CHR) method
[Chien et al., 1952] with the parameters of G. The PI parameters are tuned
using the worst case, where the gain and the time delay are maximum and the
time constant is minimum, so that the PI controller is the most conservative
to ensure stability.

K =
0.35τmin
kmaxθmax

(1 +
1

1.17τmins
) (2.11)

2.2.2 NP, RS, and RP Measures for DFC.
The performance measures for DFC are given by as follows, and see more details
in section 3 of Paper A:

Nominal Stability (NS):

N is internally stable. (2.12)

Robust Stability (RS):

∥−Wo(jω)(T(jω) + TL(jω)S(jω))∥ < 1, ∀ω ∈ R,

and NS. (2.13)

Nominal Performance (NP):

∥−Wp(jω)S(jω)SL(jω)∥ < 1, ∀ω ∈ R,

and NS. (2.14)

Robust performance (RP) is explained using NP with the worst case, which
means that the uncertainty is maximum |∆max| = 1, that is

RP ⇔ sup∥−WpSSL∥ < 1

⇔
∥−Wp∥

∥1 + GnK∥ − ∥WoGnK∥
1

∥1 + GnL∥ − ∥WoGnL∥ < 1
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Figure 2.4: RS, NP, and RP for system with only PI control (L = 0).

⇔ ∥−WoT − Wo(1 − T)TL∥+ ∥−WpSSL∥ < 1 (2.15)

Then we derive the robust performance as follows:
Robust Performance (RP):

∥−Wo(jω)(T(jω) + TL(jω)S(jω))∥+
∥−Wp(jω)S(jω)SL(jω)∥ < 1, ∀ω ∈ R,

and NS. (2.16)

Fig. 2.4 shows RS, NP, and RP for the system with only PI control when
L = 0. The figure indicates that the PI control satisfies both the RS demand
and the NP demand. However, the controller cannot satisfy the RP demand.

Fig. 2.5 shows RS, NP, and RP for system with PI control and DFC where
L is tuned by the search algorithm. The figure confirms that the DFC can
satisfy the RP demand and that one peak when PI control is applied almost
disappears due to the L function, which flattens the peak. In the calculation,
the maximum value of the RP shows 0.8314 at 0.004095 [rad/sec] as shown in
Table 2.2.

Fig. 2.6 shows a set point response and a disturbance response of an evap-
orator superheat control. PI control with DFC shows better disturbance rejec-
tion compared to PI control. Average Integral Absolute Error (IAE) for nine
simulations with PI and PI + DFC give 255.74, 200.01, respectively.

Table 2.2 shows a summary of the results using either PI or PI with DFC.
The table indicates that PI control alone cannot satisfy RP. However, adding
DFC yields both satisfactory robustness and performance.
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Figure 2.5: RS, NP, and RP for system with PI control and DFC (L is tuned by search
algorithm).

2.2.3 Discussions
This section proposed PID based control with robust DFC for SISO systems.
A simple search algorithm was presented such that the DFC can satisfy robust
performance. Numerical examples showed the effectiveness of the proposed
method compared with the conventional PID controller.

However, the search algorithm has risk for convergence of local minimum
values. Moreover, the algorithm can be applied only in SISO systems. There-
fore, more systematic design is necessary to guarantee the robust performances
for target systems.

For this reasons, LMI optimization approach is introduced for more practi-
cal design on MIMO systems in the next section.
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Table 2.2: results using either PI or PI with DFC.

Evaluation PI PI + DFC

Maximum magnitude
of RP 1.1140 0.8314

NP 0.6313 0.5729
RS 0.4827 0.2585

Frequency of
largest peak 0.008286 0.004095

in RP [rad/sec]
L function L = 0 L =

−0.0293
1 + 150.8s

Figure 2.6: A set point response and a disturbance response of an evaporator superheat
control. G1 − G8: Combinations of plant parameters, kmin/kmax, τmin/τmax, θmin/θmax. Gn:
Nominal model.
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Figure 2.7: Block diagrams of existing control systems(Left), and the existing control with
DFC(Right).

2.3 LMI Optimization for MIMO Systems

2.3.1 DFC Design
Fig. 2.7 shows block diagrams of an existing control system (Left) and the same
system augmented with DFC (Right). The existing controller K is assumed to
be a 1DOF controller, a PID controller for instance, and it may be designed
by traditional methods; IMC, pole placement, or similar. W is a disturbance
weighting transfer matrix.

On the right side, DFC is added to the existing control system to improve
the robustness against disturbances. In addition, DFC can work to compensate
for model uncertainties if there are modeling errors between the nominal model
Gn and the actual plant G. Notice how the DFC control signal is added to
the existing control signal after the uk branch; this configuration makes DFC
different from IMC [Rivera et al., 1986].

Other variations of DFC can be described as shown in Fig. 2.8. In one
variant, the existing controller is composed of a feedback and a feedforward
part. In another variant, a weighting function W places more emphasis on
certain disturbance frequency ranges. The method presented in the following
applies to these variants as well with minor modifications.

This section presents a method to design the DFC to meet certain stability
and robustness requirements. Firstly, the existing control systems are defined.
Next, LMIs for the DFC synthesis are presented, and finally the controller is
discretized and augmented with anti-windup.

2.3.2 Existing Control Systems
The plant model G in Fig. 2.7 is assumed given as a time domain representation
in state space;

ẋ = Ax + Bu (2.17)
y − d = Cx,
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Figure 2.8: Block diagrams of other variations about existing control systems(Left), and
the existing control with DFC(Right).

where A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rm×n are real constant matrices.
x ∈ Rn is the plant state, u ∈ Rm is the control input and y ∈ Rm is the
output. The plant parameters are affected by parametric uncertainties [Carsten
Scherer and Siep Weiland, 2004] expressed by

A = An +
p

∑
i=1

δa,i Ai, δa,i ∈ [−1,+1], (2.18)

B = Bn +
q

∑
i=1

δb,iBi, δb,i ∈ [−1,+1],

C = Cn +
r

∑
i=1

δc,iCi, δc,i ∈ [−1,+1],

where δa = (δa,1, . . . , δa,p), δb = (δb,1, . . . , δb,q), δc = (δc,1, . . . , δc,r) are un-
known vectors, which express the ensemble of all uncertainty quantities in a
given dynamics, An, Bn, and Cn are the nominal state space representation
corresponding to Gn, and Ai, Bi, and Ci describe the uncertainties.

The existing control K is given by

ẋk = Akxk + Bk(r − y), (2.19)
uk = Ckxk + Dk(r − y),

where r ∈ Rm is a reference signal, and Ak ∈ RnK×nK , Bk ∈ RnK×m, Ck ∈
Rm×nK , and Dk ∈ Rm×m comprise the state space representation of K.

The weighting function W for the disturbance d is defined as

ẋw = Awxw + Bww, (2.20)
d = Cwxw + Dww,
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Figure 2.9: A closed-loop system for design of DFC L(s).

where Aw ∈ RnW×nW , Bw ∈ RnW×m, Cw ∈ Rm×nW , and Dw ∈ Rm×m are the
state space representation of the weighting function. w ∈ Rm is an external
bounded signal. Note that this weight function W is designed as weighting
filter using classical H∞ theory [Skogestad and Postlethwaite, 2005].

2.3.3 DFC Design for Existing Control Systems
We now consider adding the DFC block L in the right part of Fig. 2.7. This is
done using the well-known configuration shown in Fig. 2.9, where the vector
signal w̄ contains the external inputs, disturbance w and measurement noise wn,
and z̄ denotes outputs for evaluating performance. Note that the motivation
of the DFC design is to improve the disturbance rejection of existing system
since the existing controller already stabilizes the plant and is tuned to give a
satisfactory response from reference changes. Therefore, r is disregarded as an
external input, and removed away from DFC design.

We assume that the existing controller K is fixed, meaning we can deal with
K as a part of the plant P. Thus, P includes G, Gn, W, and K in the DFC
design.

The DFC is designed by classical and modern robust control theory, where
W is chosen with weighting filter scheme of classical H∞ theory, and the robust
DFC is designed via LMI optimization using modern robust control theory.

The Disturbance Feedback Controller (DFC) is chosen as

ẋul = Al xul + Blϵ (2.21)
ul = Cl xul + Dlϵ,

where Al ∈ R(2n+nK+nW )×(2n+nK+nW ), Bl ∈ R(2n+nK+nW )×m, Cl ∈ Rm×(2n+nK+nW ),
and Dl ∈ Rm×m.

Note that DFC, as presented here, is a full order output feedback controller,
and thus the scheme proposed in [Scherer et al., 1997], can be applied in the
DFC design. Firstly, the closed loop transfer matrix T(s) : w̄ 7→ z̄ is obtained
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by way of an extended state space representation. Next, two constraints are
introduced in order to design L. Here, we make use of the Bounded Real Lemma
and regional pole placement for continuous time systems [Scherer et al., 1997;
Chilali et al., 1999]. The Bounded Real Lemma is used to guarantee robust
performance, and regional pole placement is introduced to specify the control
performance. Then, a linearizing change of variable is needed to formulate the
problem in terms of LMIs.

The extended state space representation of the overall system shown in Fig.
2.10, can be written as follows;

ẋp = Apxp + Bpww̄ + Bpul (2.22)
z̄ = Czxp + Dzul

ϵ = Cpxp + Dpww̄,

where

xp =
(

xT xn
T xk

T xw
T )T ,

Ap =


A − BDkC 0 BCk −BDkCw
−BnDkC An BnCk −BnDkCw
−BkC 0 Ak −BkCw

0 0 0 Aw

 ,

Bpw =

(
0 0 0 0

−(BDkDw)T −(BnDkDw)T −(BkDw)T Bw
T

)T

,

Bp =
(

BT 0 0 0
)T ,

Cz =

(
−C Cn 0 −Cw

0 0 0 0

)
,

Cp =
(
−C Cn 0 −Cw

)
,

Dz =

(
0

ρz I

)
, Dpw =

(
ρw I 0

)
,

In the above, ρz and ρw are small scalars which are introduced to maintain
full rank and to avoid numerical issues if Dz and Dpw are zero matrices. Note
that z̄ = (ϵz

T, (D̄zul)
T)T where ϵz = yn − (Cx + Cwxw), D̄z = ρz I, and D̄pw =

ρw I.
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Figure 2.10: State space representation of the DFC design.
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The closed loop transfer function T(s) from w̄ to z̄ becomes;

˙xcl = Axcl + Bw̄ (2.23)
z̄ = Cxcl +Dw̄,

where(
A B
C D

)
= Ap + BpDlCp BpCl Bpw + BpDl Dpw

BlCp Al Bl Dpw
Cz + DzDlCp DzCl DzDl Dpw

 ,

which has to be stabilized for all possible values of δa,i, δb,i, δc,i. Using
the Bounded Real Lemma [Scherer et al., 1997] and regional pole placement
[Chilali et al., 1999], we formulate the following optimization problem.

minimize γ1,
X,Y,Â,B̂,Ĉ,D̂

(2.24)

subject to; Â◦
TP̂ + P̂Â◦ P̂ B̂◦ Ĉ◦

T

B̂◦
TP̂ −γ1 I D̂T

Ĉ D̂ −γ1 I

 < 0, γ1 > 0,

P̂ =

(
X I
I Y

)
, P̂ > 0,

2αP̂ + Â◦
TP̂ + P̂Â◦ < 0,

where

Â◦
TP̂ + P̂Â◦ =(
ApX + XAp

T + BpĈ + (BpĈ)T

Â + (Ap + BpD̂Cp)
T

ÂT + (Ap + BpD̂Cp)

Ap
TY + YAp + B̂Cp + (B̂Cp)T

)
δ

,

P̂ B̂◦ =

(
Bc + BpD̂Fc
YBc + B̂Fc

)
δ

,

Ĉ◦ =
(

CcX + EcĈ Cc + EcD̂Cp
)

δ
,

D̂ = EcD̂Fc,

Bc := BpwRc, Cc := NcCz,

Ec := NcDz, Fc := DpwRc,
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In the above, the subscript δ notation should be understood as requiring
the LMIs to be satisfied for all extremal points of δ as defined in (2.18). That
is, the LMIs must be satisfied everywhere on the convex hull defined by the
permissible values of the uncertainties; i.e., one LMI has to be solved for every
vertex of the hypercube (δa, δb, δc) ∈ [−1, 1]p+q+r to yield one common P̂ .
The scaling parameter α > 0 is included to provide extra tuning freedom;
essentially, the permitted pole locations are to the left of s = −α. Nc, Rc are
given input/output channel maps for T(s) from w̄ to z̄;

Tc = NcTRc. (2.25)

2.3.4 Disctretization and Anti-windup Control
Assuming the minimization problem (2.24) can be solved, this section describes
an anti-windup control design for the discretized PI controller K and the ro-
bust DFC L for practical implementation. The anti-windup control design for
discrete time systems proposed by Syaichu-Rohman and Middleton [Syaichu-
Rohman and Middleton, 2004], and was originally derived for 1DOF control
systems. As mentioned in Section 1, DFC is categorized as a 2DOF controller,
and therefore, the method will be reshaped for DFC.

Firstly, discretization of the closed loop system including G, Gn, W, and
L is done by bilinear method [Oppenheim and Schafer, 1989]. With Hc(s)
denoting the continuous time transfer function and H(z) the discrete time
transfer function, the bilinear transformation corresponds to replacing s by

s =
2
Td

(
1 − z−1

1 + z−1

)
, (2.26)

that is,

Hz = Hc

[
2
Td

(
1 − z−1

1 + z−1

)]
, (2.27)

where Td is a sampling time.
Next, the extended state space representation including the anti-windup

controllers in Fig. 2.11 is considered. Unit delay blocks for wind-up gains Λk2
and Λl2 are introduced to avoid algebraic loops.

The vector v(k) , the saturation function Φ, and the dead zone function Ψ
can be described by

v(k) = ũ(k)− u(k) = ũ(k)− Φ(ũ(k)) (2.28)
Ψ(ũ(k)) = I − Φ(ũ(k)) (2.29)

where ũ is a control output before a saturation block, Φ : Rm → Rm is a
saturation function, Ψ : Rm → Rm is a deadzone function, and ũ(k) is a control
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Figure 2.11: A state space representation of the PI control with robust DFC including the
anti-windup controllers.

Figure 2.12: A saturation function (left) and a dead zone function (right).
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Figure 2.13: A simplified feedback system for anti-windup control design.

output vector before saturation block. These two functions are illustrated in
Fig. 2.12. PI control is discretized with bilinear method, and the anti-windup
gains Λk1 and Λk2 for discrete PI control are described as follows:

xk(k + 1) = Akdxk(k) + Bkd(r(k)− y(k))− Λk1(ũk(k)− uk(k)) (2.30)
ũk(k) = Ckdxk(k) + Dkd(r(k)− y(k)) + xek(k)

xek(k + 1) = −Λk2(ũk(k)− uk(k)).

Similarly, the anti-windup gains Λl1 and Λl2 for the discrete DFC are included
in the controller equations as follows:

xl(k + 1) = Aldxl(k) + Bld(r(k)− y(k))− Λl1(ũl(k)− ul(k)) (2.31)
ũl(k) = Cldxk(k) + Dld(r(k)− y(k)) + xel(k)

xel(k + 1) = −Λl2(ũl(k)− ul(k)).

The last terms of the controller equations in (2.30) and (2.31), (ũk(k)− uk(k))
and (ũl(k) − ul(k)) can be seen as a disturbance in terms of stability and
performance. The system in Fig. 2.11 can be simplified in Fig. 2.13, giving
rise to the system equations

x̃(k + 1) = Ãx̃(k) + B̃v(k) + B̃rr(k) (2.32)
ũ(k) = C̃u x̃(k) + D̃uv(k) + D̃urr(k)

z(k) = C̃z x̃(k) + D̃zv(k) + D̃zrr(k)

where (
v1(k)
v2(k)

)
=

(
ũk(k)
ũl(k)

)
−
(

uk(k)
ul(k)

)
, (2.33)
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x̃(k) =
(

x(k)T xn(k)
T xk(k)

T xek(k)
T xl(k)

T xel(k)T
)T

,

Ãδ =



Ad − BdDkdCd − BdDldCd BdDldCnd BdCkd Bd BdCld Bd
−BndDkdCd And BndCkd Bnd 0 0
−BkdCd 0 Akd 0 0 0

0 0 0 0 0 0
−BldCd BldCnd 0 0 Ald 0

0 0 0 0 0 0


δ

,

B̃δ =



−Bd −Bd
−Bnd 0
−Λk1 0
−Λk2 0

0 −Λl1
0 −Λl2


δ

, B̃v,δ =



−Bd −Bd
−Bnd 0

0 0
0 0
0 0
0 0


δ

,

B̃e =



0 0
0 0
I 0
I 0
0 I
0 I

 , B̃r,δ =



−BdDkd
−BndDkd

Bkd
0
0
0


δ

,

C̃u,δ =

(
−DkdCd 0 Ckd I 0 0
−DldCd DldCnd 0 0 Cld I

)
δ

,

C̃z,δ =
(
−Cd 0 0 0 0 0

)
δ

,

D̃u =

(
0
0

)
, D̃ur =

(
Dk
0

)
, D̃z =

(
0 0

)
, D̃zr = I.

(2.34)

The explicit static anti-windup scheme proposed by Rohman [Syaichu-Rohman
and Middleton, 2004] is reshaped for conventional controller K and DFC L as
follows:

minimize γ2
Q̃,V,M,κ

(2.35)

subject to;

Q̃ ∗ ∗ ∗ ∗ ∗
0 −γ2 I ∗ ∗ ∗ ∗

C̃u,δQ̃ D̃ur −2M ∗ ∗ ∗
C̃z,δQ̃ D̃zr 0 −γ2 I ∗ ∗
ÃδQ̃ B̃r,δ B̃r,δ M − B̃eV 0 −Q̃ ∗

0 0 M 0 0 κ I

 ≤ 0,

Q̃ = Q̃T > 0, γ2 > 0, κ > 0,
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Figure 2.14: The refrigeration system test setup at Aalborg University.

where M > 0 ∈ R2m×2m is a diagonal matrix, V := ΛM ∈ R2m×2m is an
arbitrary matrix, γ2 and κ are scalars.

Similarly to (2.24), subscript (·)δ in (2.35) indicates that one LMI has to
be solved for every extremal point of (δa, δb, δc) ∈ [−1, 1]p+q+r to yield one
common Q̃.

2.4 Experimental Results
This section demonstrates the proposed design on a model of a MIMO water
chiller system at Aalborg University (AAU) shown in Fig. 2.14. The system is
challenging to control due to model uncertainties, changing system gains, and
time delays. Conventional control designs tend to exhibit poor performance
away from nominal operating conditions due to these effects.

Especially the superheat control is challenging to design, because the re-
frigerant exhibits strong nonlinear characteristics due to the two-phase (vapor-
liquid) state in the evaporator. Due to nonlinearities, the gains of linearizations
in different operating points vary significantly, for instance.

These model variations are dealt with in the following by means of robust
design. The application is inspired by Fuji Electric’s business case of refrigerant
applications such as vending machine and air conditioning units (two examples
are shown in Fig. 2.15). These applications exhibit the same control issues as
the laboratory system, and the applications need robustness against changes
in heat load and outside air temperature.
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Figure 2.15: The refrigeration applications by Fuji Electric, Vending machines (Left), and
Hybrid indirect air conditioning unit F-COOL NEO (Right).

Figure 2.16: A layout of the water chiller system with basic control structure.

2.4.1 Lab system setup
The lab system includes four main components; a compressor, a condenser, an
expansion valve, and an evaporator. In a basic refrigeration system, one control
device is installed for each component as shown in Fig. 2.16. These controllers
regulate pressure or temperature to maintain specified operating conditions.
For example, the rotational speed of the compressor is controlled to keep a
constant refrigerant suction pressure Pe. The opening degree of the expansion
valve maintains a suitable refrigerant superheat Tsh (difference between the
temperature at the outlet of the evaporator and the evaporation temperature
inside the evaporator). The speed of the evaporator fan is controlled to keep
the temperature on the load side Tr constant. The speed of the condenser fan
is controlled in order to keep the condensing pressure Pc constant. A hot water
tank is set as heat load.
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2.4.2 Model
In the following, a simple 2 input and 2 output model is considered for MIMO
control design of the water chiller system. A simple superheat model and
a suction pressure model is chosen for the MIMO control design, and these
models can be described by a first order plus dead time system, see e.g., [Izadi-
Zamanabadi et al., 2012]. Practical results in previous studies furthermore
also indicate that the dominant uncertainty is the gain of the superheat model
[Kawai et al., 2017; Vinther et al., 2015].

The model is created using experimental data obtained from step-up and
step-down responses conducted at two operating conditions, which means that
four sets of step responses are used for model identification.

We assume a model of the form as follows:(
y1(s)
y2(s)

)
=

(
G11(s) G12(s)
G21(s) G22(s)

)(
u1(s)
u2(s)

)
, (2.36)

where y1 is a superheat temperature, y2 is a suction pressure of the compressor,
G11, G12, G21, G22 are subsystems of the 2 input 2 output system, u1 is the
opening degree of the expansion valve, and u2 is a compressor speed.

That is, scalar gains kij, time constants τij, and time delay θij in the fol-
lowing first-order plus time delay models are fitted to measurement data using
straightforward least-squares methods.

Gij =
kij

1 + τijs
e−θijs; (2.37)

kij ∈ [kmin,ij, kmax,ij], τij ∈ [τmin,ij, τmax,ij],

θij ∈ [θmin,ij, θmax,ij],

i = 1, 2, j = 1, 2.

Next, the nominal model is computed using average parameter values of G,
i.e.,

Gn,ij =
kn,ij

1 + τn,ijs
e−θn,ijs. (2.38)

where

kn,ij =
kmax,ij + kmin,ij

2
, τn,ij =

τmax,ij + τmin,ij

2
, θn,ij =

θmax,ij + θmin,ij

2
,

We focus on the worst case of model, which is the corner points of the
model sets. That is the reason why average values of minimum and maximum
parameters are used for nominal model. To keep the design simple, the time
delay is approximated by a first order filter. In addition, only one parameter,
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k11, is considered uncertain because it represents the strongest uncertainty
(nonlinearity). Therefore, G and Gn are approximated as follows:

G11 =
k11

(1 + τn,11s)(1 + θn,11s)
; (2.39)

k11 ∈ [−10.64,−8.71],

and the rest of the subsystems are expressed by the nominal model.

Gij =
kn,ij

(1 + τn,ijs)(1 + θn,ijs)
; (2.40)

i = 1, 2, j = 1, 2, except ij = 11.

and nominal parameters of the subsystems are shown in Table 2.3.

Table 2.3: Nominal parameters of the subsystems.

k τ θ

gn,11 -9.68 44.83 20.50
gn,21 0.28 10.32 5.50
gn,12 0.74 42.03 18.50
gn,22 -0.046 7.20 4.0

2.4.3 Control Design
This subsection demonstrates the robust DFC with anti-windup control by
two types of LMIs. First, the robust DFC without saturation are designed,
and then the anti-windup controllers are solved for both of the PI and robust
DFC controllers.

The PI controllers are tuned based on the parameters of each corner point
of the plant of the subsystems in order to maintain nominal stability for all pa-
rameter values. Each corner point was chosen from largest absolute gain, min-
imum time constant, and largest time delay respectively. In addition, Betraqs
method proposed by Fuji Electric, was chosen for PI control design [Mitsuhashi
Shigetaka and Tatsuo Inoue, 1965].

K =

(
K11(s) 0

0 K22(s)

)
, (2.41)

where

K11 =
−0.0675s − 0.00229

s
, K22 =

−6.439s − 0.7013
s

.
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The disturbance weight function is chosen as a first order system, and de-
signed using the nominal time constants τn,11, τn,22. In addition, the weight of
superheat W11 is given priority in terms of disturbance rejection.

W =

(
W11(s) 0

0 W22(s)

)
. (2.42)

where

W11 =
1

14.95s + 1
, W22 =

0.1
7.208s + 1

. (2.43)

The artificial parameters in (2.22) for DFC are chosen as follows:

ρz = 10−1, ρw = 10−6. (2.44)

The optimal H∞ performance obtained by solving the first LMIs in (2.24) was
γ1 = 0.4000 with full order DFC without saturation, and the DFC was a
20th order system because dim(Al) = 2n + nK + nW , n = 8, nK = 2, nW = 2.
It would be more useful for industrial systems if a lower order DFC can be
obtained. Therefore, model reduction is applied to reduce the DFC to a simple
gain. The Matlab command modred yields

Dl =

(
−0.2835 0.2860
1.6681 −7.0684

)
. (2.45)

Fig. 2.17 shows bode-plots in comparison with DFCs before/after the model
reduction. The figure indicates that the DFC gain matrix can maintain the
response of the original DFC in the frequency range of interest.

Note that this reduced order DFC can satisfy the requirements specification
in the frequency domain. However, other examples may not achieve the suffi-
cient performance with a simple gain DFC. Thus, it needs to be examined how
much orders can be reduced for each case study through simulation analysis.

Fig. 2.18 shows a pole-zero map in the s-plane of closed loop system with
DFC gain matrix. The mapping shows that all the poles for all model corner
points are in the left half plane, and therefore the system with DFC gain matrix
guarantees the stability. In addition, the norm γ1 with DFC gain was 0.7960.
Thus the system can maintain γ1 < 1.

Next, discrete anti-windup controllers are designed for the PI controller.
Solving (2.35), from which we obtained the results

Λk1 =

(
−0.8546 −0.0288
−0.3146 −0.0575

)
, (2.46)

Λk2 =

(
0.1136 0.0678
−2.9893 −0.1257

)
.
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Figure 2.17: Bode plots of DFC from ϵ to ul , before and after model reduction.
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Table 2.4: Simulation conditions.

Items Values Unit Remarks
Set point r1 5.0 [C]
Set point r2 0.0 [bar]

Disturbance w1 16.0sin( π
400 )t [C]

Disturbance w2 0.0 [bar]
Step time of set points 1.0 [sec]

Step time of disturbances 600 [sec]
Simulation time T 1600 [sec]
Control output uk1 [-4.0, 4.0] [-] input constraint
Control output ul1 [-1.0, 1.0] [-] input constraint
Control output uk2 [-10.0, 15.0] [Hz] input constraint
Control output ul2 [-5.0, 5.0] [Hz] input constraint

2.4.4 Simulation Results
Now simulation tests are examined on simulation conditions in Table 2.4. The
simulation results are obtained with linear transfer function models, which are
identified from experimental data. Step response and load disturbance response
are evaluated for PI with/without robust DFC and with/without anti-windup
controller as shown as Fig. 2.19 and Fig. 2.20 . Each design method is
evaluated for three cases, where the actual superheat gain is set to kmin =
−10.64 as case 1, kmax = −8.71 as case 2, kn = −9.68 as case 3.

The results show that both sets of limiters, Λk1 and Λk2, work correctly
and wind-up phenomena can be avoided with the proposed method, PI+DFC
with anti-windup control. In addition, the proposed method can follow the no
saturation behaviour whenever the signals are unsaturated. In other word, the
proposed method can achieve improved performance compared to the controller
with saturation block only.

It can also be confirmed that DFC yields the intended disturbance attenua-
tion, even after the system is discretized and anti-windup gains are introduced.

Table 2.5 shows the evaluation results of each design. Five designs are
examined, and then evaluated by four performance items. Item number 1 and
2 evaluate the robustness against model uncertainties δ. For these items, we
compute the performances max

t∈[0,T]
|ycasei (t)− ycasej(t)|, i = 1, 2, 3, j = 1, 2, 3 as

shown in Fig. 2.21. Items number 3 and 4 are simply the maximum values of y1
and y2 to evaluate the wind-up phenomena. Design number one, PI + robust
DFC with anti-windup controller obtains the best values (minimum values) for
all items within the control limiters. On the other hand, design number two,
PI + robust DFC without anti-windup exhibits worse the performance due to
the windup phenomena as shown in Table 2.5 and Fig. 2.19.
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Design number three, PI + robust DFC with no saturation obtains smaller
values than design number one. However, design number three does not take
saturation into account, which means that this design will not work in many
real applications.

In design numbers four and five, the PI control alone shows poorer control
performance compared to the PI + robust DFC. To conclude, the proposed
design, PI control + robust DFC with anti-windup controller, exhibits the best
simulation performance while respecting the input constraints.
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Figure 2.19: Simulation results of the PI control + robust DFC.
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2.4. Experimental Results

Figure 2.21: An explanation of the item number 1 and 2, the robustness of controllers from
model uncertainties.

2.4.5 Experimental Results
Table 2.6 and 2.7 show set point values of the test system and the experimental
conditions, respectively. The temperature of the water tank is set at 14 degrees
for the initial condition. Then the set point is changed to 15.0 degrees, and kept
there for the first 500 seconds for making a load disturbance response. Next,
the set point is changed to 16.0 degrees from 501 to 1000 seconds in order to test
that the anti-windup controllers work correctly. The set point is changed back
to 14 degrees after 1000 seconds, and kept there for additional 1000 seconds.
Experimental data is sampled each second, and the data is evaluated for 2000
seconds in total.

Fig. 2.22 shows PI control without anti-windup controllers. Fig. 2.23 and
2.24 show a disturbance response of PI control + robust DFC with/without
anti-windup controllers. The test results show that both control configurations,
PI+DFC with and without anti-windup, can improve the performance of the
superheat control.

In addition, PI control + robust DFC with anti-windup can avoid wind-up
phenomena from 1000 - 1200 seconds, and demonstrates more accurate regula-
tion compared to PI control + robust DFC without anti-windup controllers.

We also confirmed that the windup phenomenon during 1000-1200 seconds
affects the cross-coupled output (superheat y1), when the suction pressure
speed (u2) is saturated in the design without anti-windup controller. This
result indicates that the anti-windup design is also effective for MIMO sys-
tems.

Table 2.8 shows Integral Absolute Error (IAE) of the superheat control and
suction pressure control for the three control design methods. The IAE of
suction pressure with PI + robust DFC without anti-windup obtained 104.9,
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which was a poorer performance than the PI without anti-windup, IAE=84.2,
due to the lower priority of the weighting function W. However, the IAE of
proposed method, PI + robust DFC with anti-windup, amounted to 89.7, which
means that the proposed method can recover the performance.

The superheat control with PI + DFC with/without anti-windup control
obtained IAE=1966.4 and IAE=2220.5 respectively. The IAE of PI control
without anti-windup control amounted to 3472.7, which means that the pro-
posed method achieved 43 % better performance than only PI control alone
without anti-windup.

Table 2.6: Set point values of the test system.

Set point Value Controlled by
Superheat 10.0 [C] PI with/without DFC

Suction pressure 2.8 [bar] PI with/without DFC
Condenser 9.0 [bar] PI

Water tank (initial condition) 14.0 [C] PI

Table 2.7: Experimental conditions.

Items Values Unit Remarks
Load disturbance by changing 14.0 → 15.0 [C]
the setpoint of water tank w1 → 16.0 → 14.0

Experimental time T 2000 [sec]
Control output uk1 [-5.0, 5.0] [-] input constraint
Control output ul1 [-2.5, 2.5] [-] input constraint
Control output uk2 [-10.0, 15.0] [Hz] input constraint
Control output ul2 [-5.0, 7.5] [Hz] input constraint

Table 2.8: IAE of the experimental results.

PI + robust DFC PI + robust DFC PI
with AWC without AWC without AWC

The superheat
control 1966.4 2220.5 3472.7

The suction
pressure control 89.7 104.9 84.2
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Figure 2.22: Experimental results of PI control without anti-windup controllers.
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Figure 2.23: Experimental results of PI control + robust DFC without anti-windup con-
trollers.
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Figure 2.24: Experimental results of PI control + robust DFC with anti-windup controllers.
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3 Application 2: Crane Systems

This chapter presents an anti-sway control scheme for crane systems using
robust DFC designed to minimize the sway angle and trolley position
errors via LMI. The robust DFC is added to an existing crane control
system composed of a feed forward and state feedback control. Both
simulation and test results for the crane system shows improvements in
control performance when the gantry load is subjected to impulse force
disturbances.

3.1 Crane System Model
The crane system model considered in this work is taken from [Ackermann,
2002]. It is described by the nonlinear coupled differential equations

(mT + mL)ẍT + mLlθ̈ cos θ − mLlθ̇2 sin θ = F (3.1)
ẍT cos θ + lθ̈ + g sin θ = 0 (3.2)

where mT and mL are masses of trolley and load, xT is the trolley position
along the supporting rail, θ is the angle of the load from vertical, l is the length
of the suspension rope, g is the gravitational acceleration and F is the force
applied to the trolley via the drive train (command input); see also Fig. 3.1.

For the sake of both the conventional design and the subsequent LMI-based
DFC design, the model has to be linearized in an operating point. Assuming θ
to be small, we can make the simplifications

sin θ ≈ θ, cos θ ≈ 1, sin2 θ ≈ 0, θ̇2 ≈ 0 , and x ≈ lθ

where x is the position of the load along the xT-axis. These approximations
yield the linear model

mT ẍ = F + mLgθ (3.3)
mL(ẍT + ẍ) = −mLgθ, (3.4)

which will be used for control design.
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Figure 3.1: A crane model for control design.

The motor force to the trolley F is given by a inverter, which regulates the
trolley speed:

F = Gasr(uT − ẋT), (3.5)

where Gasr is the Auto Speed Regulator (ASR) gain, uT is the reference of
trolley speed, and ẋT is the trolley speed.

Equations (3.3)–(3.5) are combined into the LTI description

ẋp = Axp + B2uT ,

where xp = (ẋT ẋ xT x)T is the state vector, and

A =


−GASR

mT
0 0 g

l (
mL
mT

)
GASR

mT
0 0 −g

l (mL
mT

+ 1)
1 0 0 0
0 1 0 0

 , (3.6)

B2 =


GASR

mT−GASR
mT
0
0

 (3.7)

are the system dynamics and input matrices, respectively.
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3.2. Disturbance Feedback Control Design

3.1.1 Existing controller
The feedforward controller KFF is designed by reference data set based on the
oscillation cycle of hoisting loads. The data set of acceleration and deceleration
was obtained from measurements of the trolley speed carried out on an actual
gantry crane [MIYOSHI et al., 1998]. A reference trajectory for the trolley
velocity ẋT was designed to avoid oscillations in the load to the greatest degree
possible. The rest of the state variable trajectories, i.e., trolley position xT,
load position x = lθ, and horizontal load velocity ẋ, are calculated with control
input data uT = xT.

The state feedback control KFB is defined as

uk = KFBxp, (3.8)

where KFB ∈ Rm×n is a standard state feedback gain matrix, in this case
designed via pole placement.

3.2 Disturbance Feedback Control Design
This section presents a robust DFC design method for state feedback control
using LMI optimization.

The bottom diagram in Fig. 3.2 shows the closed-loop system with DFC,
where r is the reference input, uT = uk + ul is the control input, w is the
disturbance, B1 is a gain matrix for w, A and B2 are matrices of the plant
model. The existing controller is specified by a feedforward term KFF and a
feedback term KFB. The DFC comprises a nominal plant model specified by
parameter matrices An and B2n along with the disturbance feedback L. The
true states of the plant are denoted xp, while xpn contains the state values of
the nominal plant.

Fig. 3.3 shows a general closed-loop system in a two input, two output
formulation (left) and the closed-loop DFC design configuration (right). As
per usual, the design consists of choosing L such that the transfer function
T from w to z, where z is the output for evaluating the performance of the
controlled systems, becomes small in some sense. We assume that KFF and
KFB are fixed; that is, the existing controller is considered as part of the plant
P. Thus, P includes the true plant G, the nominal model Gn, and the existing
controller K in the robust DFC design setup.

3.2.1 Parametric Uncertainty Model
To achieve a robust design, parametric uncertainties in the crane system model
must be considered. Let the true plant be

ẋp = Axp + B2uT , (3.9)
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Figure 3.2: Top: Block diagram of an existing crane control system. Bottom: The control
system augmented with Disturbance Feedback Control.

with the plant parameters A ∈ Rn×n being affected by parametric uncertainties
of the form, which is the same description as (2.18) in Chapter 2.

The Disturbance Feedback Controller (DFC) is chosen as

ul = Lϵ, (3.10)

where L ∈ Rm×n is the disturbance feedback gains, ϵ = xpn − xp, and xpn =(
ẋTn ẋn xTn xn

)T ∈ Rn×1 is the state vector of the nominal plant model.
The extended state space representation of the overall system can be written

as follows;

ẋpp = Appxpp + Bpp1w + Bpp2ul (3.11)
z = Czxpp + Dzul

where

xpp =
(

ẋT ẋ xT x ẋTn ẋn xTn xn
)T ,

App =

(
Aδ − B2KFB 0

0 An − B2KFB

)
,
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Figure 3.3: Closed-loop setup for design of an H∞ controller H(s) (Left), and the corre-
sponding setup for design of DFC L(s) (Right).

Bpp1 =

(
B1
0

)
, Bpp2 =

(
B2
0

)
,

Cz =
(
−I 0

)
, Dz = 0,

and w is an input disturbance, and Aδ can be any extremal value of A in (??).
The closed loop transfer function T from w to z is computed as follows:

ẋpp = Aδxpp + Bw (3.12)
z = Cxpp +Dw,

where(
Aδ B
C D,

)
= Aδ − B2KFB − B2L B2L B1

0 An − B2KFB 0
−I 0 0

 .

3.2.2 Optimization Problem of robust DFC Design
The optimization problem of robust DFC design is given as follows:

minimize γ,
X1,X2,Y,W

(3.13)

subject to; (3.14) Aδ
TX +XAδ B XCT

BT −γI DT

CX D −γI

 < 0,

X =

(
X1 0
0 X2

)
, X > 0, γ > 0,
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(
X1 Y
Y µ2 I

)
> 0,

(
X2 W
W µ2 I

)
> 0,

where Y := LX1, W := LX2, and µ is the upper limit of the control signal, i.e.,
the trolley velocity. In the above, the subscript-δ notation should as usual be
understood as requiring the LMIs to be satisfied for all extremal points of δa
to yield one common X .

3.2.3 Numerical Examples
This subsection demonstrates the robust DFC design for an example gantry
crane system.

3.2.4 Modeling of the Crane Systems
The nonlinear system (3.1)–(3.2) is simulated in Matlab using the built-in fixed-
step automatic solver selection solver with the parameter values given
in Table 1. The existing controller and the DFC are designed based on the
linearized model with parameter matrices (3.6)-(3.7). The DFC is furthermore
allowed knowledge about the permitted changes in the parameter l (shown in
the table). The nominal model Gn is thus given by

An =


−6.25 0 0 1.960
6.25 0 0 −2.352
1.00 0 0 0

0 1.0 0 0

 , B2n =


6.25
−6.25

0
0



where An is the nominal model with rope length set to 25 m.
Fig. 3.4 shows the reference data set r for state ẋT, ẋ, xT, and x. This data

set is created in advance according to the following rules:

• The acceleration/deceleration of the trolley should be piecewise constant.

• The trolley position profile must match the fundamental load oscillation
period.

• The angle θ and θ̇ should be zero when the acceleration and deceleration
phases are finished.

The state feedback controller KFB is designed by standard pole placement:

KFB =
(

3.8708 3.5494 1.5625 −0.6732
)

. (3.15)
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Figure 3.4: A reference data set r for state ẋT , ẋ, xT , and x (x := θl).

3.2.5 Robust DFC Design
The optimal H∞ performance achieved by solving the optimization problem in
(3.13) was γ = 0.5052, and the robust DFC gain is obtained as follows,

L =
(

14.2388 11.9464 2.5123 −10.7141
)

. (3.16)

The design may for example be analyzed in the frequency domain. Bode plots
of T are shown in Fig. 3.5, where it is seen that the proposed design is able to
achieve better disturbance attenuation for all state variables than the conven-
tional control, especially for frequencies less than 20 [rad/sec].
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Table 3.1: Parameter values of the crane system model.

Parameter Value Unit
mT 10×103 kg
mL 50×103 kg
l [5, 45] m
g 9.8 m/s2

Gasr 62.5 -

3.2.6 Simulation Results
The system’s response to position set point changes and disturbances are then
examined to compare the conventional control and proposed control. A sum-
mary of the simulation conditions are shown in Table 3.2.

Fig. 3.6 and Fig. 3.7 show simulation results of Fuji’s existing control (left),
and Fuji’s control with robust DFC (right). The robust DFC did not disturb
the original control during the set point change, and thus ẋT, ẋ, xT, and x, are
almost identical for both control methods for the first minute. On the other
hand, as can be seen, the robust DFC went into action to attenuate the load
sway when an impulse force was applied to the load. Impulse disturbances could
for instance represent sudden gusts of wind or collisions during the operation
of the gantry crane system.

The simulation in case 3, which has the shortest rope length with l=5m,
exhibits the worst sway for both control methods. Here, the proposed method
shows noticeably better performance than the conventional method, but in fact
one can notice better attenuation in all three cases. Table 3.3 shows evaluation
values in simulation results of the disturbance responses. The proposed method
improved the maximum and minimum load angle θ by 0.04 and 0.08 radians,
respectively, which means DFC decreased the sway by 4.58 degrees in total.
In addition, the settling time was improved by between 1.22 seconds (case
2, l = 45m) and 2.07 seconds (case 3, l = 5m). As a result, the proposed
method demonstrated the improvement of anti-sway control when an impulse
disturbance is applied. Also, while 4.6 degrees may not sound like much, it is
worth noting that the simulation considers a 50-ton load.

64



3.2. Disturbance Feedback Control Design

Table 3.2: Simulation conditions.

Item Value Unit
Sampling time 10−3 s
Set point of trolley 88 m
Upper limit of trolley velocity 6.0 m/s
Simulation time 100 s
Time of impulse disturbance 60 s
Pulse width of disturbance 2 s
Pulse amplitude of disturbance 2 ×105 N

Table 3.3: Simulation results of the disturbance responses.

Conventional method Proposed method
Item (KFF + KFB) (KFF + KFB

+DFC)
Maximum angle 0.68 rad 0.64 rad
Minimum angle -0.16 rad -0.12 rad

Maximum settling time 89.49 s 88.27 s
Minimum settling time 66.12 s 64.04 s
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Figure 3.5: Bode plots of closed loop system transfer function from w to z.
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Figure 3.7: Zoom on the sway angle in the disturbance responses.

3.3 Verification of Robustness against Internal
Uncertainty in Frequency Domain

Robust stability against internal uncertainties in frequency domain is consid-
ered for robust DFC L which was solved in 4.2. Multiplicative uncertainties ∆
and its weight function Wu are added to the plant model set G which includes
the parametric uncertainties in 2.3. Transfer function from u to ũ in Fig. 3.8
is represented by

Tũu = −(LGnKFBG + LG + KFBG) (3.17)

where G is plant model set, Gn is nominal plant model represented by transfer
function, KFB is state feedback controller which is given in (3.15), and L is
robust DFC which is solved in (3.16).

The model of weight function Wu is chosen as first order systems.

Wu = κ
s + β

s + α
(3.18)

where κ, α, and β are tuning parameters in order to find the worst case of
|Wu||Tũu| < 1

An example of the worst case of Wu is given with κ=2.27210523, α=1000,
and β=0.0001. Wu gives magnitude more than 0 [dB] in the high frequency
area 500-10000 [rad/sec]. The peak gain of WuTũu gives -0.975 [dB] at 0.457
[rad/sec].
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The figure shows that the optimized DFC L including parametric uncer-
tainties can be robust against the high frequency domain.

Figure 3.8: Block diagrams of a crane control system with DFC, and multiplicative uncer-
tainty Wu∆ is added to the plant set G.
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Figure 3.10: Bode diagram of WuTũu for verification of the robustness against additional
frequency domain uncertainties.
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3.4 Comparison of Nonlinear Model and Linear
Model

Paper E evaluated the robustness against the disturbance only with nonlinear
model. Here, a comparison of nonlinear and linear models is undertaken to
evaluate how the model differences are effected against disturbances.

Fig. 3.11 and Fig. 3.12 show impulse disturbance responses, where Fuji’s
existing control is shown on the left, and Fuji’s control with robust DFC is
shown on the right.

Basically, the linear model shows similar behavior as the nonlinear model,
however, the nonlinear model has larger load sway than linear model for all
three cases. Regarding robsut DFC, both models show that existing controllers
with DFC can attenuate the load sway compared to the existing controller by
itself.

In addition, difference between nonlinearites and linearities occurs biggest
when rope length is shortest in case 3. The reason is that the case 3 has the
biggest sway so that approximation error in sin θ ≈ θ gets the largest as well.

71



Chapter 3. Application 2: Crane Systems

60 70 80 90
time [sec]

-0.2

0

0.2

0.4

0.6

0.8
KFF+KFB+DFC:case1, l=25m
KFF+KFB+DFC:case2, l=45m
KFF+KFB+DFC:case3, l=5m

60 70 80 90

0

2

4

6

8

10

Bx
[m

=
s2

]

w

60 70 80 90
time [sec]

-0.2

0

0.2

0.4

0.6

0.8
KFF+KFB:case1, l=25m
KFF+KFB:case2, l=45m
KFF+KFB:case3, l=5m

60 70 80 90

0

2

4

6

8

10

w

Figure 3.11: Zoom on the sway angle with nonlinear model in the disturbance responses.
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Figure 3.12: Zoom on the sway angle with linear model in the disturbance responses.
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Figure 3.13: Crane system setup at Fuji’s laboratory in Japan.

3.5 Lab Test at Fuji Electric
Lab test of crane system is carried out at Fuji Electric for verification of pro-
posed method. The system is scaled down from the huge harbor gantry crane
to a laboratory scale, but the crane model (with different parameters) is reused
to emphasize that the proposed model and design methodology can be feasible
when the size of system is changed.

The lowest-spec PLC in Fuji’s lineup, the SPH200 shown in Fig. 3.14,
is chosen from Fujis’s CPU module lists. For comparison of CPU modules,
the highest spec module, which is SPH3000MG, carries out ultra-high-speed
processing with 6 nanosecond(ns). On the other hands, SPH200 takes 70 ns for
the same processing. The reason to choose SPH200 is that it is necessary to
examine whether the proposed method can be available on such a cheep device
implementation.
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Figure 3.14: A picture of SPH200, CPU module of Fuji Electric.

Table 3.4: Parameter values of the lab system model.

Parameter Value Unit
mT 2.01 kg
mL 0.43 kg
l [0.8 1.0] m
g 9.8 m/s2

Gasr 57.43 -

3.5.1 System Parameters
This subsection demonstrates the robust DFC design for an lab test of crane
system.

3.5.2 Modeling of the Crane Systems
The crane system is controlled by PLC, which calculates the fixed-step with
the parameter values given in Table 3.4. The existing controller and the DFC
are designed based on the linearized model using LMI optimization.

For existing control, the state feedback controller KFB is designed by stan-
dard pole placement:

KFB =
(

0.2072 0.1860 7.1429 −0.2504
)

. (3.19)

The optimal H∞ performance achieved by solving the optimization problem
was γ = 2.4024, and the robust DFC gain is obtained as follows,

L =
(

0.5346 0.5051 −0.0002 −1.0188
)

. (3.20)
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Table 3.5: Test conditions.

Item Value Unit
Sampling time 2 × 10−3 sec
Set point of trolley 0.9 m
Upper limit of trolley speed 0.3 m/sec
Pulse width of input disturbance 1.0 sec
Pulse Amplitude of input disturbance 0.1 m/sec

Table 3.6: Test results of the disturbance responses.

Conventional method Proposed method
Item (KFF + KFB) (KFF + KFB

+DFC)
Maximum angle 2.36 ×10−2 rad 1.82×10−2 rad
Minimum angle -2.77×10−2 rad -2.12×10−2 rad

Maximum settling time 10.8 sec 7.8 sec
Minimum settling time 10.6 sec 6.1 sec

The robust DFC design may be analyzed in the frequency domain. Bode
plots of T are shown in Fig. 3.15, where it is seen that the proposed design is
able to achieve better disturbance attenuation for all state variables than the
conventional control, especially for frequencies around angular velocity ω =√

g
l
, about 3.0 [rad/sec].

3.5.3 Test Results
Fig. 3.16, Fig. 3.17, and Fig. 3.18 show test results of Fuji’s existing control
with or without robust DFC. Regarding set point response, the robust DFC
did not disturb the original control during the set point change. Fuji’s exist-
ing control control with robust DFC improve the disturbance rejection, which
means that less sway angle and shorten the settling time as well as shown in
table 3.6. These improvement are shown for all rope length at 0.8 m, 0.9 m,
1.0 m respectively. The average improvement of sway angle was 29.5 %, and
the robust DFC improves settling time by 3.9 seconds.

As results, the advantage of proposed method are verified thorough the lab
test of crane systems. The results also indicated that the design method can
be feasible when system scale is changed.
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Figure 3.15: Bode plots of closed loop system transfer function from w to z for the lab
system.
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Figure 3.16: Test results of Fuji’s conventional control with or without DFC at rope length
0.8 m.
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Figure 3.17: Test results of Fuji’s conventional control with or without DFC at rope length
0.9 m
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Figure 3.18: Test results of Fuji’s conventional control with or without DFC at rope length
1.0 m
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Table 3.7: Test results of the disturbance responses with additional load math.

Conventional method Proposed method
Item (KFF + KFB) (KFF + KFB

+DFC)
Maximum angle 2.41×10−2 rad 1.74×10−2 rad
Minimum angle -2.87×10−2 rad -1.97×10−2 rad

Maximum settling time 12.4 sec 7.9 sec
Minimum settling time 11.9 sec 6.2 sec

3.5.4 Test Results of Robustness against Load Mass and
Rope Length

Now the lab test is repeated again with additional load mass, which is a 100
g magnet attached to the original iron load. The test is made in order to
validate the robustness against model uncertainty, 100 g load mass. Note that
the robust DFC was designed with uncertainty of rope length only; the mass
in the model was set to nominal parameter value of 250 g.

Fig. 3.20, Fig. 3.21, and Fig. 3.22 show test results of Fuji’s existing
control with or without robust DFC adding a100g magnet. Similarly to the
test results without the magnet, the robust DFC did not disturb the original
control during the set point change. Fuji’s existing control control with robust
DFC improve the disturbance rejection, which means that less sway angle and
shorten the settling time as well as shown in table 3.7.

Robust DFC improves the sway angle for all rope length at 0.8 m, 0.9 m,
1.0 m respectively. The average improvement of sway angle was 33 %, and the
robust DFC improves settling time by 4.9 seconds. Compared to the results
without a 100 g magnet, the results shows less sway angle for all rope length
due to the increase of total load mass.

In addition, comparing table 3.6 and table 3.7, the robust DFC did not get
worse settling time after adding the magnet, however, the existing controller
takes 1 second longer to settle with the additional load mass.

As results, the advantage of proposed method are verified thorough the lab
test of crane systems with parametric uncertainties by additional load math.
Moreover, the results demonstrated that the proposed method can be imple-
mented on the cheapest PLC available.
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Figure 3.19: Additional load math (a 100 g magnet, which is attracted to the main load
math).
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Figure 3.20: Test results of Fuji’s conventional control with or without DFC at rope length
0.8 m, adding a 100 g magnet.
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Figure 3.21: Test results of Fuji’s conventional control with or without DFC at rope length
0.9 m, adding a 100 g magnet.
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Figure 3.22: Test results of Fuji’s conventional control with or without DFC at rope length
1.0 m, adding a 100 g magnet.
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4 Closing Remarks

This chapter mentions the conclusion of the thesis. Furthermore, perspec-
tives and strategies is described for future research & development in Fuji
electronic, and possibility of new collaboration with Aalborg university.

4.1 Conclusion
The purpose of the present study has been to propose practical design methods
using robust control theory in order to improve the stability and performance
of existing industrial controllers.

To address this aim, a design methodology has been proposed in Chapter
2 and Chapter 3, in which the plant to be controlled, a nominal model of it,
and the existing controller were considered together as an extended plant. The
DFC is designed for this extended plant using robust control techniques such
as LMI optimization. Specifically, optimization problems were formulated to
minimize the effect of disturbances while maintaining stability and performance
for a range of model uncertainties.

Two different case studies, refrigeration systems and gantry cranes, have
been chosen from Fuji’s product portfolio for evaluating the feasibility of the
design methodology.

In the first case study in Chapter 2, a conventional controller for a commer-
cial refrigeration system was designed, tested and then augmented with DFC.
A two-step design procedure was proposed; first, a set of LMIs is solved to de-
sign a robust DFC without taking saturation into account, and then a second
set of LMIs is solved to yield an anti-windup compensator to accommodate for
actuator saturation. The proposed design is compared with the conventional
control system, both in simulation and through practical experiments. The
results indicated that both robustness and performance can be improved in
the presence of model uncertainties, and the proposed design is able to avoid
wind-up phenomena when the control inputs are saturated.

The second case study in Chapter 3 considered in the thesis concerns gantry
cranes for an application of factory automation, construction, and shipping
contexts. For this case study, an anti-sway control scheme has been proposed,
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in which a robust DFC is designed using the same fundamental approach as in
the first case study to minimize the sway angle and trolley position errors via
LMI optimization. The robust DFC is added to an existing crane control system
composed of a feedforward and state feedback control. Simulation results using
a realistic gantry crane model show improvements in control performance when
the gantry load is subjected to impulse force disturbances for a wide range of
rope lengths. Further, lab test of a crane system has been demonstrated, and
the results shows that the robust DFC can decrease the sway angle of a hoisting
load which is caused by input disturbance.

4.2 Perspectives and Strategies
This section describes perspectives and strategies for future research & devel-
opment in Fuji electronic, and possibility of new collaboration with Aalborg
university.

4.2.1 Short Term Perspectives
Sensor-less Control

Anti-sway control for crane systems in this thesis assumed that all state vari-
ables can be measured correctly without sensor error. However, real systems
have issues of adverse influence by measurement error which causes degrada-
tion in control performance. Furthermore, the angle sensor is not mounted on
some crane systems such as overhead crane systems.

For refrigeration systems, robust DFC was designed under the assumption
that a suction pressure of compressor can be measured correctly without sensor
error as well. However, the pressure sensor is not mounted on commercial
vending machine for reducing the cost.

To solve the problems in that, observer based control could address the
control issues, and the observer may be introduced into two case studies in
industrial systems.

From Lab Systems to Real Systems

In this study, refrigeration systems and crane systems have been chosen from
Fuji’s product portfolio for evaluating the feasibility of the proposed methodol-
ogy. Test results of both systems indicated that proposed method is industrially
feasible, and is thus practical design. For more practical usability, demonstra-
tion using real products and systems will be necessary for future research.
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From One Researcher to All Engineers in Fuji

One more future work, a software of robust DFC design using Graphical User
Interface (GUI) may be necessary to deploy the design methodology. The
software will be developed for industrial engineers who are not familiar with
LMI and robust control theory. In addition, the software could be used for a
training tool, for instance, two case studies in this thesis will be chosen when
trainees learn robust DFC and try exercises at Fuji.

4.2.2 Long Term Perspectives
Robust Plug & Play Control

The motivation of the thesis is to augment the existing systems. This concept
has the same motivations as the Plug & Play Control scheme. Thus, combi-
nation of robust DFC by Fuji and Plug & Play Control by AAU may be new
control methodology to address the auto tuning problem at engineers on site.

For new research project, collaboration, productive sparring, and fruitful
discussion between AAU and Fuji will be continued to make it real, more
practical design with robustness as industrial systems.
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1. Introduction

Abstract
Disturbance Feedback Control (DFC) is a technique, originally proposed by Fuji
Electric, for augmenting existing control systems with an extra feedback for
attenuation of disturbances and model errors. In this work, we analyze the
robustness and performance of a PID-based control system with DFC. A mul-
tiplicative uncertainty model is used to represent mismatch between a nominal
model and the actual plant, and expressions for robust stability, nominal and ro-
bust performance are derived. We propose a simple grid-based search algorithm
that can be used to find DFC gains to achieve robust stability and performance
(if such gains exist). Finally, two different simulation case studies are evalu-
ated and compared. Our numerical studies indicate that better performance can
be achieved with the proposed method compared with a conservatively tuned PID
controller and comparable performance can be achieved when compared with an
H-infinity controller.

1 Introduction
PID controllers have been widely applied during the past hundred years and
many tuning methods have been developed [1], [2]. Internal Model Control
(IMC) is an example of model based controller tuning that focuses on the plant
model [3]. Other references have introduced robust control tuning methods
based on frequency responses for PID or low order controllers [4], [5], [6], [7].
These controllers take into account both stability and performance. Moreover,
combinations of robust control and IMC have been proposed as new challenges
in the literature [8].

Motivated by the same objectives as the above researchers the objective in
this paper is to augment existing control in a closed-loop system, with a new
Disturbance Feedback Control (DFC) to compensate for model uncertainty and
to guarantee stability of the closed-loop system while keeping high performance.
In addition, by using the DFC, which can improve disturbance attenuation, it is
possible to keep the existing PID controller and its parameters unchanged, This
is not the case using the modified Smith predictor [9], [10], which has similar
control structure. Moreover, the modified Smith predictor only improves the
performance in cases where the system has time delay.

Previous research has suggested that DFC can be converted equivalently
to two-degrees-of-freedom PID and stability conditions involving a disturbance
feedback factor L and a controller K were analyzed in [11]. This paper pro-
poses a parameter tuning method for DFC. In order to attenuate the impact
of disturbances and model errors, a simple search algorithm is proposed, which
finds an L such that robust performance is guaranteed.

The rest of the paper describes the problem statement in Section 2 and
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Fig. 1: A block diagram of the closed-loop system with the addition of disturbance feedback
control.

the uncertainty model is defined in Section 3. Section 4 presents the L search
algorithm. Section 5 shows numerical examples and finally discussion and con-
clusion are made in Section 6. Note that all signals are scalar, unless explicitly
stated; transfer functions are written with capital letters.

2 Problem statement
A block diagram of DFC is shown in Fig. 1, where r is the reference input, u is
the control input (u = u1 + ud), y is the control output, d is the disturbance,
G is the plant, K is the feedback controller, Gn is the nominal plant model,
L is the transfer function of the disturbance feedback, yn is the output of the
nominal plant, ϵ = yn − y is the error between yn and y. The block diagram
shows that the proposed method compensates for the disturbance using ud.

Note that this control method is not the same as IMC because DFC has two
feedbacks signals, which means two degrees of freedom. Basic IMC has only
one feedback signal, which will be zero when there is no modeling error. This
control method compensates for the error between yn and y including the effect
of disturbances and mutual interference. For this reason, the proposed method
is an effective technique to handle disturbances, mutual interference and model
error for various systems. The closed loop transfer function is obtained as
follows:

y =
GK(1 + GnL)

(1 + GK) + GL(1 + GnK)
r

+
1

(1 + GK) + GL(1 + GnK)
d (1)

When G = Gn, i.e., the plant model is equal to the nominal plant model, then
Equation (1) can be reduced to

y =
GK

(1 + GK)
r +

1
(1 + GK)(1 + GL)

d (2)
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3. Uncertainty model

Equation (2) shows that L can attenuate the disturbance without affecting the
transfer function from r to y. That is, L can be tuned independently and L will
have no impact on the set-point response.

3 Uncertainty model
We now consider disturbance feedback control in an output multiplicative un-
certainty framework [12], [13]. As indicated by Fig. 2, each transfer function
of the ∆PL structure becomes

y′ = −KGn(u∆ + d + y′) + Gnud. (3)

where y′ is the signal from output of Gn. A signal y∆ can be written to

y∆ =
−KGnWo

1 + KGn
(u∆ + d) +

GnWo

1 + KGn
ud (4)

where

y∆ = Woy′ (5)

and Wo is the output multiplicative uncertainty. The control output u is a sum-
mation of the disturbance feedback output ud and the output of the controller
ul.

u =
−K

1 + KGn
(u∆ + d) +

1
1 + KGn

ud. (6)

Since u = ud + ul, we get

ul =
−K

1 + KGn
(u∆ + d)− KGn

1 + KGn
ud. (7)

The input ul can be defined by Ke and e′ = Wpe giving

e′ = Wp
1
K

ul (8)

where Wp is the performance weight. The model error ε is described by

ε = yn − y. (9)

Equation (9) can be rewritten to

ε = Gnul − (d + u∆ + y′). (10)

Substituting (3) and (7) into (10) then yield

ε = −Gnud − d − u∆. (11)
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Fig. 2: A block diagram of the disturbance feedback control with output multiplicative
uncertainty.

Now consider the ∆PL structure and the ∆N structure as shown in Fig. 3.
First, we can formulate the ∆PL structure by combining Equations (4), (7),
(8), and (11): y∆

e′

ε

 =


−WoKGn
1+KGn

−WoKGn
1+KGn

WoGn
1+KGn

−Wp
1+KGn

−Wp
1+KGn

−WpGn
1+KGn

−1 −1 −Gn


 u∆

d
ud

 (12)

Let the transfer matrix in (12) be denoted by P, and let P be partitioned
as

P =

[
P11 P12
P21 P22

]
(13)

with P22 = −Gn. Assuming 1 + GnL is invertible, it is then possible to recast
the ∆PL structure in the right block diagram in Fig. 3 as the ∆N structure
shown to the left, using Linear Fractional Transformation [12]:

N = P11 + P12L(1 − P22L)−1P21

=

[−WoKGn
1+KGn

−WoKGn
1+KGn

−Wp
1+KGn

−Wp
1+KGn

]
+[

WoGn
1+KGn
−WpGn
1+KGn

]
L(1 + GnL)−1 [−1 −1

]
. (14)

The matrix N can be rewritten as follows:

N =

[
−WoT −WoT
−WpS −WpS

]
+ TL

[
−WoS −WoS
WpS WpS

]
(15)

=

[
−Wo(T + TLS) −Wo(T + TLS)
−Wp(S − TLS) −Wp(S − TLS)

]
where

S + T =
1

1 + KGn
+

KGn

1 + KGn
= 1 (16)
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Fig. 3: ∆N structure for robust performance (left) and ∆PL structure for control configura-
tion (right).

SL + TL =
1

1 + LGn
+

LGn

1 + LGn
= 1 (17)

Since robust stability is equivalent to ∥N11∥ < 1 and nominal performance is
equivalent to ∥N22∥ < 1, this leads to the following performance measures for
disturbance feedback control:

Nominal Stability (NS):

N is internally stable. (18)

Robust Stability (RS):

∥−Wo(jω)(T(jω) + TL(jω)S(jω))∥ < 1, ∀ω ∈ R,

and NS. (19)

Nominal Performance (NP):

∥−Wp(jω)S(jω)SL(jω)∥ < 1, ∀ω ∈ R,

and NS. (20)

Robust performance (RP) is explained using NP with the worst case, which
means that the uncertainty is maximum |∆max| = 1, that is

RP ⇔ sup∥−WpSSL∥ < 1

⇔
∥−Wp∥

∥1 + GnK∥ − ∥WoGnK∥
1

∥1 + GnL∥ − ∥WoGnL∥ < 1

⇔ ∥−WoT − Wo(1 − T)TL∥+ ∥−WpSSL∥ < 1 (21)

Then we derive the robust performance as follows:
Robust Performance (RP):

∥−Wo(jω)(T(jω) + TL(jω)S(jω))∥+
∥−Wp(jω)S(jω)SL(jω)∥ < 1, ∀ω ∈ R,
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and NS. (22)

An output multiplicative uncertainty is also applied in H-infinity control. In
this case, we consider the ∆PK structure and we derive P and N as follows: y∆

e′

e

 =

 0 0 WoGn
−Wp −Wp −WpGn
−1 −1 −Gn

 u∆

d
u

 (23)

N =

[
−WoT −WoT
−WpS −WpS

]
(24)

4 Disturbance feedback function search algorithm
In the following, we propose a simple search algorithm for tuning of the dis-
turbance feedback function L. The concept of the algorithm is that it shapes
“two peaks”in the frequency domain by tuning L. One peak appears due to

Nominal Performance (NP) and the other due to Robust Stability (RS). Each
peak has a relationship to a trade off; if one peak gets smaller, the other peak
gets larger. Therefore shaping the two peaks can achieve a minimization of
both peaks and a balancing of the trade off. If the function L is chosen as a
simple gain, then it can be tuned by gradually increasing the gain, while mak-
ing a robust performance (RP) check. The largest gain that still achieves RP
can be chosen as the disturbance feedback gain L. If RP cannot be achieved
using a simple gain function, then L can be tuned as a filter which is expressed
by a first order transfer function with gain kL and time constant τL. Fig. 4
shows the proposed search algorithm for disturbance feedback control and the
algorithm consist of 5 steps. The detail of the algorithm is as follows:
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Fig. 4: Disturbance feedback function search algorithm for disturbance feedback control. l
and i are iteration counters.
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Step 1: Set the nominal model Gn, the uncertainty description G, the
controller K, and the range of frequency for evaluation, where

G = {G∆|G∆(jω) = G(jω)(1 + ∆m(jω))} (25)
= G(jω)(1 + Wo(ω)∆(jω)), |∆(jω)| ≤ 1},

and ∆m and ∆ are the complex perturbation.
Step 2: Set the cut-off frequency ωd, then design weight parameters Wo

and Wp using parameters at Step 1.

Wo =
b1s + b0

a1s + a0
, Wp =

b0

ansn + an−1sn−1 + ... + a0
(26)

where an, an−1...a1, and a0 are the parameters of denominator, and b1 and b0
are the parameters of numerator.

Step 3: Compute the peak gain when L = 0 and call the peak gain Lmax0.
The Lmax0 is applied as an initial value for L gain search.

Step 4: Search for an L gain. Make the L gain larger gradually, for exam-
ple (L = Lmax0 × 10a−1, a = 1, 2, 3, ..., n), and compute and save RP for each
L. After that, compute RP for each L gain within the searching area. The
minimum value of RP for all RPs is found and the minimum spot is used as
middle point for next iteration. In addition, the minimum RP is saved and if
the minimum RP is located on the boundary of the L parameter searching area
at last iteration, then expand the searching area, and if not, shrink.

Step 5: Search for an L transfer function which is represented by a first
order time constant as follows:

L(s) =
kL

1 + τLs
kLmin < kL < kLmax (27)
τLmin < τL < τLmax

Where kL is the gain, kLmin and kLmax is the lower and upper limit of kL, τL
is the time constant, τLmin and τLmax is the lower and upper limit of τL. The
two dimensional area, which is defined by kL and τL, is divided by log scale
and to make a searching mesh. After that, compute RP for each combination
of kL and τL within the searching area. The minimum value of RP for all RPs
is found and the minimum spot is used as middle point for next iteration.

kL,average = kL,best (28)
τL,average = τL,best (29)

where kL,average is the middle point of kL for next iteration, kL,best is the gain
that achieves minimum RP in the search area, τL,average is the middle point
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Fig. 5: A conceptual diagram of Step 5.

of τL for next iteration, x1 is the angular frequency of the one peak gain y1
with the best L(s) that achieves minimum RP in the search area, and x2 is the
angular frequency of the other peak gain y2 with the best L(s) that achieves
minimum RP in the search area. In addition, the minimum RP is saved and if
the minimum RP is located on the boundary of the L parameter searching area
at last iteration, then expand the searching area, and if not, shrink, as shown
in Fig. 5.

This algorithm breaks and terminates if an iteration reaches imax or follow-
ing condition:

|y1 − y2| < E (30)

where E is the user-specified margin of error between y1 and y2.

5 Numerical examples

5.1 Focus control in a CD-player.
This example considers focus control in a CD-player [14] and Fig. 6 shows
the optical system of a CD-player. Laser light is emitted from the laser diode
and passes through the diffraction grating where it is divided into the main
beam and sub-beams. These laser beams are converted by the polarizing beam
splitter and reach to the pit of CD media through the collimator lens, the 1/4-
wave plate, and the focusing lens. A pick-up unit for a CD player consists of a
tracking-control and a focus-control.
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Tracking-control: If the CD-media has an eccentricity, the pit of the CD
media sways to the left and/or right. Tracking-control moves the focusing lens
to the left and/or right in order to follow the sway of the media. It compensates
the lens such that the laser beam hits the pit correctly.

Fig. 6: An optical system of a CD-player.

Focus-control: If the CD-Media is tilted, the pit of the CD media moves
up and down. Focus-control moves the focusing lens up and down in order to
follow the ”surge” of the surface. It focuses the lens on the pit correctly.

The motion of the pick-up for the focus-control is modelled using a mass,
spring, and damper equivalent. This results in the following model for the
pick-up [15]:

Gn(s) =
Bl
mr

s2 + ( (Bl)2

mr + b
m )s + k

m

(31)

with the coil resistance r = 18Ω, the magnetic flux density B, the effective
length l, Bl = 0.25N/A, the mass m = 5.2 × 10−4kg, the spring modulus
k = 18.6N/m, and the viscosity coefficient b = 0.0074N/(m/s). The model
has some uncertainty which is partly an uncertainty in the gain and partly in
the high frequency range. The uncertainty can be modelled by a multiplicative
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uncertainty of the form

Wo(s) = lmo

s
ωs1

+ 1
s

ωs2
+ 1

(32)

with lmo = 0.3, ωs1 = 1000, ωs2 = 100000. The performance demands may be
expressed by a weight function

Wp(s) =
Kd

( s
ωd

+ 1)3 (33)

with Kd = 15000, ωd = 10. Let K be a PID controller parametrized with the
(approximate) crossover frequency ωc as a parameter

K(s) = 0.01ω2
c

( 4
ωc

s + 1)2

4
ωc

s(
1

4ωc
s + 1)

(34)

It is found that ωc = 2370 can stabilize the system.

Fig. 7 shows RS, NP, and RP for the system with only PID control (without
DFC). The Figure indicates that the PID control satisfies the RS demand.
However, the controller cannot satisfy the NP demand due to a peak at 6.551
[rad/sec], therefore RP, which is a summation of RS and NP, also cannot satisfy
the demand.

Fig. 8 shows RS, NP, and RP for system with PID control and DFC where
L is tuned by the search algorithm.The figure confirms that the DFC can satisfy
the RP demand and that one peak gain shows 0.9992 at 6.551 [rad/sec] and
the other shows 0.9995 at 2947 [rad/sec].

Fig. 9 shows the best result in terms of the magnitude of the maximum peak
(H∞) at each iteration when the L search algorithm is applied. The value of
RP converges quickly and almost reaches its lowest value at the third iteration.

Fig. 10 shows RS, NP, and RP for the example system without DFC and
with the PID control replaced by an H-infinity control which is derived using
the robust control toolbox in Matlab. The control can satisfy RP by H-infinity
optimal control synthesis.

Table 1 shows a summary of the results using either PID, DFC, or H-
infinity control. The table indicates that PID control alone cannot satisfy RP.
However, DFC and H-infinity control satisfy both robustness and performances.
In addition, DFC and H-infinity control have almost the same peak value of
RP . Remember that DFC is added in addition to the existing PID control
with the L feedback transfer function represented by first order filter.

A low order DFC can show almost the same robust performance compared
to a high order controller such as H-infinity control. Therefore, these results
show the advantage of DFC when a robust control strategy is considered.
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Fig. 7: RS, NP, and RP for system with only PID control (L=0).

5.2 Evaporator superheat control for a refrigeration sys-
tem.

This example considers superheat control for a refrigeration system [16]. Fig.
11 shows a layout of the refrigeration system with basic control structure. The
system includes four components, a compressor, a condenser, an expansion
valve, and an evaporator. In a typical refrigeration system, one loop control
device is installed for each component as shown in Fig. 11. These controllers
regulate a pressure or a temperature based on operating conditions. For in-
stance, the compressor controls the rotational speed so that the controller keeps
the pressure of suction refrigerant Pe constant. It is called a suction pressure
control. The electronic expansion valve controls the open degree of the valve
so that the controller keeps the superheat Tsh (difference between the temper-
ature at the outlet of the evaporator and the evaporation temperature inside
the evaporator) constant. The speed of the evaporator fan is controlled so as to
keep the temperature on the load side Tr constant. The speed of the condenser
fan is controlled so as to keep the condensing pressure Pc constant.

Now consider a simple superheat model described by a first order plus dead
time system [17]. The model for superheat control is created using experi-
mental data obtained from step response tests conducted at different operating
conditions.

G =
k

1 + τs
e−θs; (35)

k ∈ [kmin, kmax], τ ∈ [τmin, τmax], θ ∈ [θmin, θmax]

with kmin = −41.6, kmax = −26.6, τmin = 39.8, τmax = 49.2, θmin = 20.9, and
θmax = 30.
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Fig. 8: RS, NP, and RP for system with PID control and DFC (L is tuned by the search
algorithm).

Next, the nominal model is computed using average parameter values of G.

Gn =
kn

1 + τns
e−θns (36)

with kn = −34.1, τn = 44.5, θn = 25.45.
A multiplicative uncertainty weight Wo is designed by over-approximating

the gain characteristics of G, see e.g. [? ].

Wo =
17s + 0.6
5.667s + 1

(37)

The performance demands is expressed by a weight function.

Wp =
1

91s + 1
(38)

A PI controller K is designed using the CHR method with the parameters of
G. The PI parameters are tuned using the worst case, where the gain and the
time delay are maximum and the time constant is minimum, so that the PI
controller is the most conservative to ensure stability.

K =
0.35τmin
kmaxθmax

(1 +
1

1.17τmins
) (39)

Fig. 12 shows RS, NP, and RP for the system with only PI control when
L = 0. The figure indicates that the PI control satisfies both the RS demand
and the NP demand. However, the controller cannot satisfy the RP demand.

Fig. 13 shows RS, NP, and RP for system with PI control and DFC where
L is tuned by the search algorithm. The figure confirms that the DFC can
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Fig. 9: Best result in terms of magnitude of maximum peak in RP at each iteration with
the L search algorithm.

satisfy the RP demand and that one peak when PI control is applied almost
disappears due to the L function, which flattens the peak. In the calculation,
the maximum value of the RP shows 0.8314 at 0.004095 [rad/sec] as shown in
Table 2.

Fig. 14 shows a set point response and a disturbance response of an evapo-
rator superheat control. PI control with DFC shows better disturbance rejec-
tion compared to PI control. Average Integral Absolute Error (IAE) for nine
simulations with PI and PI + DFC give 255.74, 200.01, respectively.

Table 2 shows a summary of the results using either PI or PI with DFC.
The table indicates that PI control alone cannot satisfy RP. However, adding
DFC yields both satisfactory robustness and performance.
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Fig. 10: RS, NP, and RP for the system without DFC and with the PID control replaced
by an H-infinity control.
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Fig. 14: A set point response and a disturbance response of an evaporator superheat control.
G1 − G8: Combinations of plant parameters, kmin/kmax, τmin/τmax, θmin/θmax. Gn: Nominal
model.

6 Discussion and conclusions
This paper presents PID based control with robust Disturbance Feedback Con-
trol (DFC) method. The authors propose a simple search algorithm such that
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Table 1: results using either PID, PID with DFC, or H-infinity control.

Evaluation PID PID + DFC H-infinity
control

Maximum
magnitude

of RP 2.611 0.9995 0.9998
NP 2.311 7.359 × 10−04 0.4889
RS 0.300 0.9988 0.5109

Frequency of
largest peak 6.551 2947 1.00

in RP [rad/sec]

L function L = 0 L =
3084

1 + 2.558 × 10−04s
none

the DFC can satisfy robust performance by ∆PL structure instead of ∆PK struc-
ture. Simulation results on two examples show the effectiveness of the proposed
method compared with the conventional PID controller and H-infinity control.
As future work, we will examine DFC for MIMO systems.
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1. Introduction

Abstract
This paper proposes Multi Input and Multi Output (MIMO) robust Disturbance
Feedback Control (DFC) design using Linear Matrix Inequalities (LMIs). DFC
can be added to existing controllers as an additional control loop, to attenuate
disturbances and model uncertainties. The extended state space representation
of the overall system is considered with parametric model uncertainties. LMIs
are formulated to solve the optimization problem such that the DFC satisfies
Lyapunov stability and robust performance. DFC was applied in the super-
heat control and the suction pressure control for a refrigeration system, and
experimental results shows that DFC improves disturbance rejection compared
to conventional PI controllers.

1 Introduction
PID control has been widely adopted in industrial control systems due to its
simplicity and low cost, e.g., see [1]. Conventional PID control has only been
designed for Single-input and Single-output (SISO) systems , and the design
is typically based on a linear time invariant (LTI) system description without
model uncertainties, which means the classical PID controllers do not consider
the modeling error and mutual interactions for Multi-input and Multi-output
(MIMO) systems explicitly.

Robust control design is a method to guarantee stability and performance
of systems with model uncertainty. In addition, the robust control design can
be extended easily to MIMO control systems using state-space representation.
Therefore, the robust control design method can be a powerful tool to address
the issue of the conventional PID control. Moreover, the robust control design
can be formulated using LMIs as Semi Definite Programming (SDP), and the
SDP can be solved systematically with an optimization solver such as CVX by
[2].

Many researchers have proposed robust PID control or low order robust
controllers, for satisfying stability and robustness of systems, e.g., see [3], [4],
[5]. As for MIMO design, MIMO PID tuning by an iterative LMI procedure
has been proposed as a new challenge by [6].

The authors of this paper suggests to improve the existing control in closed-
loop systems using Disturbance Feedback Control (DFC) as shown in Fig. 1.
We have proposed simple grid-based DFC design using robust control theory
for industrial control devices such as Programmable Logic Controllers (PLCs),
for more detail see [7]. This method is for SISO systems, and it could be
improved if the DFC applies systematic design methods using LMIs for MIMO
systems.

One of the industrial companies in Japan, Fuji Electric has applied control
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Fig. 1: Block diagrams of disturbance feedback control.

to V/ f (motor voltage/output frequency) using a similar control structure,
which is called ”disturbance observer” proposed by Ohnishi [8], to compensate
for the dead-time voltage error ([9]). This design method has important issues
to guarantee the robustness for variation of the motor parameters.

DFC is applied in the superheat control and the suction pressure control
for the refrigeration system, and the effectiveness against the heat load distur-
bances using PI with/without DFC is examined.

The rest of the paper first describes the problem definition and the para-
metric uncertainty model in Section 2. Next, Section 3 then shows the LMIs
formulations for DFC design. After that, practical examples are demonstrated
in Section 4 using the refrigeration system as shown in Fig. 8. Finally, discus-
sion and conclusions are described in Section 5.

2 Problem Definition
Fig. 1 shows a block diagram of a closed-loop system with DFC (L block),
where r is the reference input, u = uk + ul is the control input, y is the plant
output, w is the disturbance, W is a weighting function, G is the plant, Gn is
the nominal plant model, K is an existing feedback controller, L is the transfer
function of the disturbance feedback, yn is the output of the nominal plant,
and ϵ is the error between yn and y. The block diagram indicates that the
DFC compensates for the disturbance using ul. Furthermore, DFC does not
add anything to the control input if the plant has no model uncertainty, or
disturbance. Therefore, the basic features and performance of the existing
system can be maintained with DFC. For this reason, the proposed method is
an effective technique to handle disturbances and model uncertainty for various
systems. Note that, although superficially similar, this configuration is not
identical to model reference control.
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Fig. 2: The refrigeration system test setup at Aalborg University.

2.1 Design Concepts for Disturbance Feedback Control
Fig. 4 shows a general closed-loop system with two input, two output for-
mulation (left) and the closed-loop system for DFC L(s) (Right). In general,
when designing controllers, the transfer function T from w to z, where z is the
output for evaluating the performance of the controlled systems and y are the
measurements.

Note that the motivation of the DFC design is to improve the existing
system. We assume that the existing controller K is fixed, meaning we can deal
with K as a part of the plant P. Thus, P includes G, Gn, W, and K in the DFC
design.

2.2 Parametric Uncertainty Model
Fig. 4 shows a block diagram of the closed-loop system with the addition of
DFC. The plant model is transformed from the s-domain shown in Fig. 1 to a
time domain representation;

ẋ = Ax + Bu (1)
y = Cx,

where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n.We assume that the plant model has
no direct feed through D because most real thermo dynamical systems have
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Fig. 3: A closed-loop system for design of an H∞ controller H(s) (Left), and a closed-loop
system for design of Disturbance Feedback Control L(s) (Right).

relative degree at least one. The plant parameters are affected by parametric
uncertainties ([10]) expressed by

A = An +
p

∑
i=1

δa,i Ai, δa,i ∈ [−1,+1], (2)

B = Bn +
q

∑
i=1

δb,iBi, δb,i ∈ [−1,+1], (3)

C = Cn +
r

∑
i=1

δc,iCi, δc,i ∈ [−1,+1], (4)

where δa = (δa,i, . . . , δa,p), δb = (δb,i, . . . , δb,q), δc = (δc,i, . . . , δc,r) are unknown
vectors, which express the ensemble of all uncertainty quantities in a given
dynamics and An, Bn, and Cn are the nominal state space representation using
Gn and Ai, Bi, and Ci describe the uncertainty.

2.3 PI Controller
We consider PI controllers as the existing controller K;

ẋk = Akxk + Bk(r − y), (5)
uk = Ckxk + Dk(r − y),

where Ak ∈ Rm×m, Bk ∈ Rm×m, Ck ∈ Rm×m, and Dk ∈ Rm×m are the state
space representation of K. If SISO system with a PI controller is considered,
then Ak = 0, Bk = 1, Ck = ki, and Dk = kp, where kp is a proportional gain,
and ki is an integral gain.
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2.4 Disturbance Weighting Function
We consider a disturbance weighting function. The weighting function for the
disturbance w is defined as

ẋw = Awxw + Bww, (6)
yw = Cwxw + Dww,

where Aw ∈ Rmw×mw , Bw ∈ Rmw×mw , Cw ∈ Rmw×mw , and Dw ∈ Rmw×mw are
the state space representation of the weighting function. Note that this choice
of order s may depend on the given application. Here, we simply chose mw = m

2.5 Disturbance Feedback Controller
The Disturbance Feedback Controller (DFC) is chosen as

ẋul = Al xul + Blϵ (7)
ul = Cl xul + Dlϵ,

where Al ∈ R2n+m+mw×2n+m+mw , Bl ∈ R2n+m+mw×m, Cl ∈ Rm×2n+m+mw , and
Dl ∈ Rm×m are the state space representation of the DFC. Note that the DFC
is defined as full order controller because the dimension of the plant P in Fig.
3 is dim(G) + dim(Gn) + dim(K) + dim(W) = n + n + m + mw.

3 LMI Formulation for DFC Design
In this section, we present a MIMO robust DFC design method based on output
feedback control via an LMI approach. Firstly, the closed loop system T(s) is
obtained by the extended state space representation. Next, two constraints are
introduced to design DFC. Here, we make use of the Bounded Real Lemma and
regional pole placement for continuous time systems [11]. The Bounded Real
Lemma is used to guarantee a robust performance, and regional pole place-
ment is introduced to specify the control performance. Moreover, a linearizing
change of variables is introduced to design DFC. The DFC is categorized as an
output feedback control. Therefore, a linearizing change of variable is needed
to formulate the problem in terms of LMI.
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3.1 The Extended State Space Representation
If the setpoint r = 0, the extended state space representation of the overall
system in Fig. 4 can be written as follows 1;

ẋp = Apxp + Bw1w + Bpul (8)
z = Czxp + Dzul

ϵ = Cpxp + Dw1w,

where

xp =
(

xT xn
T xk

T xw
T )T ,

Ap =


A − BDkC 0 BCk −BDkCw
−BnDkC An BnCk −BnDkCw
−BkC 0 Ak −BkCw

0 0 0 Aw

 ,

Bw1 =

(
0 0 0 0

−(BDkDw)T −(BnDkDw)T −(BkDw)T (Bw)T

)T

,

Bp =
(

BT 0 0 0
)T ,

Cz =

(
−C Cn 0 −Cw

0 0 0 0

)
,

Cp =
(
−C Cn 0 −Cw

)
,

Dz =

(
0

ρz I

)
, Dw1 =

(
ρw I 0

)
,

w is an output disturbance, and ρz and ρw are a small numbers which are
introduced to maintain full rank and to avoid numerical issues if Dz and Dw1
are zero matrices.

The closed loop transfer function T(s) from w to z is defined as follows;

˙xcl = Axcl +Bw (9)
z = Cxcl +Dw,

where(
A B
C D,

)
= Ap + BpDlCp BpCl Bw1 + BpDl Dw1

BlCp Al Bl Dw1
Cz + DzDlCp DzCl DzDl Dw1

 .

1Corrigendum corrected in (8) compared to original publication
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Fig. 4: State space representation of the DFC design.

Note that z = (ϵz, Dzul)
T is defined in order to distinguish each performance,

where ϵz = yn − (y − Dww), and ϵz is defined without the direct-thorough of
disturbance Dww.

3.2 Bounded Real Lemma
The Bounded Real Lemma is used for the constraints in the DFC design. A
is stable and the H∞ norm of T(s) is smaller than γ if and only if there exists
a Lyapunov matrix P , which satisfies the following two lemmas ([12, 13]).

Lemma1: The LMI (
Q(x) S(x)
S(x) R(x)

)
> 0, (10)

where Q(x) = Q(x)T, R(x) = R(x)T, and S(x) depend affinely on x, is equiv-
alent to

R(x) > 0, (11)

Q(x)− S(x)R(x)−1S(x)T
> 0. (12)

Lemma2: Consider a continuous-time transfer function T(s) of realiza-
tions T(s) = D+ C(sI −A)−1B. The following statements are equivalent:

1. ∥D+ C(sI −A)−1B∥∞ < γ (13)
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and A is stable in the continious-time sense
(Re(λi(A)) < 0).

2. There exist a symmetric positive definite solution P
to the LMI: ATP +PA PB CT

BTP −γI DT

C D −γI

 < 0. (14)

3.3 Regional Pole Placement
The Regional Pole Placement is used to stabilize the control systems in the
DFC design ([14]). The regional pole constraints is introduced with Theorem
1 as follows.

Theorem 1: The matrix A has all its eigenvalues in the LMI region {z ∈
C : fD(z) < 0} with fD : C → R :

fD(z) = α + zβ + z̄βT (15)
= [αij + βijz + β ji z̄]1≤i,j≤l ,

where α = [αij] ∈ Rl×l and β = [βij] ∈ Rl×l are symmetric matrices, and if
and only if there exists a symmetric Lyapunov matrix P such that

[αijP + βijATP + β jiPA]i,j < 0, P > 0. (16)

Note that the left hand side of the first inequality in (15) is given in terms of
the Kronecker product, which for any two matrices, e.g., A and B, is defined
as

A ⊗ B = [AijB]ij. (17)

In addition, the function fD takes values in the space of l × l Hermitian matri-
ces.

3.4 Linearizing Change of Variables
As we described, DFC is categorized as an output-feedback case and a lineariz-
ing change of variables can therefore be used to design DFC. The Lyapunov
matrix P is partitioned, for more detail see [11], as follows;

P =

(
Y N

NT ⋆

)
,P−1 =

(
X M

MT ⋆

)
, (18)

PΠ1 = Π2, (19)
where
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Π1 :=
(

X I
MT 0

)
, Π2 :=

(
I Y
0 NT

)
,

and X and Y are symmetric matrices. Then we define the change of the vari-
ables as follows;

Â :=N Al MT + NBlCpX + YBpCl MT (20)
+ Y(Ap + BpDlCp)X,

B̂ :=NBl + YBpDl , (21)
Ĉ :=Cl MT + DlCpX, (22)
D̂ :=Dl . (23)

The LMI optimization finds Â, B̂, Ĉ, D̂, X, Y instead of Al , Bl , Cl , Dl, and P .
After that, the DFC is given by the results of the optimization problem;

Dl :=D̂, (24)

Cl :=(Ĉ − DlCpX)M−T
, (25)

Bl :=N−1(B̂ − YBpDl), (26)

Al :=N−1(Â − NBlCpX − YBpCl MT (27)

− Y(Ap + BpDlCp)X)M−T.

3.5 Optimization Problem for DFC Design
Now, we summarize the conditions, which are described in subsections 3.1 to
3.4. The optimization problem after the change of variables is given by

minimize γ, (28)
subject to; (29) ÂTP̂ + P̂Â P̂B̂ ĈT

B̂TP̂ −γI D̂T

Ĉ D̂ −γI

 < 0, γ > 0,

P̂ =

(
X I
I Y

)
, P̂ > 0,

[αijP + βijATP + β jiPA]i,j < 0,

where

ÂTP̂ + P̂Â =(
ApX + X Ap

T + BpĈ + (BpĈ)
T

Â + (Ap + BpD̂Cp)
T
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ÂT
+ (Ap + BpD̂Cp)

Ap
TY + YAp + B̂Cp + (B̂Cp)T

)
,

P̂B̂ =

(
Bj + BpD̂Fj
YBj + B̂Fj

)
,

Ĉ =
(

CjX + EjĈ Cj + EjD̂Cp
)

,

D̂ = EjD̂Fj,

Bj := BwRj, Cj := LjCz,

Ej := LjDz, Fj := DwRj,

and Lj, Rj are input/output channel for T(s) from w to z;

Tj = LjTRj. (30)

4 Practical Example

4.1 Refrigeration System
The system includes four main components; a compressor, a condenser, an
expansion valve, and an evaporator. In a basic refrigeration system, one control
device is installed for each component as shown in Fig. 5. These controllers
regulate pressure or temperature based on operating conditions. A hot water
tank is set as heat load. For example, the rotational speed of the compressor
is controlled to keep a constant refrigerant suction pressure Pe. The opening
degree of the expansion valve maintains a suitable refrigerant superheat Tsh
(difference between the temperature at the outlet of the evaporator and the
evaporation temperature inside the evaporator). The speed of the evaporator
fan is controlled to keep the temperature on the load side Tr constant. The
speed of the condenser fan is controlled in order to keep the condensing pressure
Pc constant.

4.2 Modeling
Now 2 input and 2 output modeling for MIMO control design is considered. A
simple superheat model and a suction pressure model is chosen for the MIMO
control design and these models can be described by a first order plus dead time
system, e.g., see [15]. The model is created using experimental data obtained
from step response tests conducted at different operating conditions.

Gij =
kij

1 + τijs
e−θijs; (31)

kij ∈ [kmin,ij, kmax,ij], τij ∈ [τmin,ij, τmax,ij],
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Fig. 5: A layout of the refrigeration system with basic control structure.

θij ∈ [θmin,ij, θmax,ij],

i = 1, 2, j = 1, 2.

Next, the nominal model is computed using average parameter values of G.

Gn,ij =
kn,ij

1 + τn,ijs
e−θn,ijs. (32)

The data for estimation was sampled by the open loop step up/down re-
sponses. These tests were repeated twice for two conditions, one for low refrig-
erant flow and low load conditions, and one for high refrigerant flow and high
load conditions. In all modeling situations, the condenser pressure is fixed at
9 bar as shown in Table 1.

Table 1: Modeling conditions.

Set point Condition 1 Condition 2 PI or fixed
Superheat 10.0 [C] 10.0 [C] PI

Compressor speed 40 [Hz] 50 [Hz] fixed
Condenser pressure 9.0 [bar] 9.0 [bar] PI

Water tank 14.0 [C] 16.0 [C] PI

Fig. 6 shows the input and output data, where operating point values are
subtracted, and the data is analyzed for parameter estimation of the superheat
control. Input data is OD, and output data is superheat.

Fig. 7 shows comparison of the estimation results and real data for subsys-
tem g11 using the Matlab system identification toolbox. The fitness was 85.01

133



Paper B.

-6

-4

-2

0

2
Tout-Tin evap.

50 100 150 200 250 300 350 400 450 500 550 600
-0.2

0

0.2

0.4

0.6
OD

Input-Output Data

Time (seconds)

A
m
pl
itu
de

Fig. 6: Input-output data for superheat control design.

%. The other subsystems were estimated by the same procedures, and finally
the parameter space for the MIMO system is obtained as shown in Table 1.

For more simple DFC design, the time delay is approximated by a first order
system. In addition, only one parameter k11 is chosen as main uncertainty
because a plant gain of the superheat k11 is the most dominant part of the
uncertainty and nonlinearity, shown in Table 1. Therefore, G and Gn are
approximated as follows:

G11 =
k11

(1 + τn,11s)(1 + θn,11s)
; (33)

k11 ∈ [kmin,11, kmax,11],

and the rest of the subsystems are expressed by the nominal model.

Gij =
kn,ij

(1 + τn,ijs)(1 + θn,ijs)
; (34)

i = 1, 2, j = 1, 2, except ij = 11.

These parameter values are shown in Table 2.
endfigure
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Fig. 7: Plots of the parameter estimation and real data.

4.3 Tuning parameters
The PI controllers are designed using the parameters of each corner point of
the G space to maintain the nominal stability.

K =

(
K11 0
0 K22

)
, (35)

where K11 =
τ11min

1.52k11minθ11max
(1 +

1
τ11mins

),

K22 =
τ22min

2.50k22minθ22max
(1 +

1
τ22mins

).

Note that the plant gain k11 and k22 have negative sign, thus we should chose
minimum value as the worst case.

Table 2: Estimation results of parameter uncertainty corresponding to −1 < δ < 1.

k τ θ

g11 [-10.65 -8.72] [29.48 60.19] [14 27]
g21 [0.097 0.47] [6.38 14.26] [0 11]
g12 [0.72 0.77] [21.77 62.30] [10 27]
g22 [-0.071 -0.021] [9.18 5.23] [0 8]
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The disturbance weight function is chosen as a first order system, and de-
signed by the nominal time constant τn,11, τn,22. In addition, the weight of
superheat W11 is given a priority for a disturbance rejection.

W =

(
W11 0

0 W22

)
. (36)

where W11 =
1

1 + τn,11
3 s

, W22 =
0.1

1 + τn,22s
.

The artificial parameters in (8) for DFC are chosen as follows:

ρz = 10−1, ρw = 10−6. (37)

4.4 DFC Design
The optimal H∞ performance was γ = 0.3940 with full order DFC, and the DFC
was a 20th order system because Al = 2n + m + mw, n = 8, m = 2, mw = 2.
It could be more useful for industrial applications if a lower order DFC can be
obtained. For this reason, model reduction of DFC is considered, and the DFC
gain L is obtained with the Matlab command modred.

L =

(
−0.3492 0.5071

1.393 −6.533

)
. (38)

Fig. 11 shows a comparison of DFCs before/after the model reduction. The
figure indicates that the DFC gain can keep the main feature of the original
DFC in the low frequency area. Table 2 and Fig. 9 to Fig. 11 show the
simulation results for comparing PI control with full order DFC or DFC gain.
The set-point and disturbance were changed for the superheat control. These
results indicate that DFC gain can improve the disturbance rejection more than
40 %. In addition, the DFC gain shows robustness against model uncertainties
for the step response simulation as well as full order DFC. From these results,
we can choose the DFC gain instead of the full order DFC.

Table 3: Primary parameter uncertainty and nominal parameters for LMI design.

k τ θ

g11 [-10.65 -8.72] [44.84] [20.50]
gn,21 [0.29] [10.32] [5.50]
gn,12 [0.75] [42.03] [18.50]
gn,22 [-0.046] [7.21] [4.00]
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Fig. 8: Bode plots of DFC from ϵ to ul , before and after model reduction.

4.5 Experimental Results
Table 5 shows the experimental condition for each component. Each set point
follows the modeling condition in section 4.2 to examine the G space. Superheat
control and suction pressure control are examined by PI with/without DFC for
MIMO control systems. The temperature of the water tank is set at 14 degree
for the initial condition. Then the set point is changed to 13.5 degree, and kept
there for the first 500 seconds for making swing load disturbance response. The
set point is changed to 14 degree again after the first 500 seconds, and kept
there for additional 500 seconds. Experimental data is sampled each second,
and the data is evaluated for 1000 seconds in total.

Fig. 18 and 19 show swing disturbance response of PI control with/without

Table 4: IAE of the simulation results.

PI PI + DFC PI + DFC
(full order) (gain)

The superheat control 464.76 260.00 263.67
The suction

pressure control 8.97 11.94 14.94
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Fig. 9: Simulation results using PI control without DFC.

DFC. The PI control received the effects of the load disturbance, and then the
superheat controller cannot regulate the set point around 10 degree. On the
other hand, the proposed method can track the set point even though the load
change disturbed the regulation. The suction pressure control for compressor
with DFC gets worse slightly, however both controllers can keep the set point
2.5 ± 0.15 [bar] and maintain the stability.

Table 7 shows IAE of the superheat control and suction pressure control
with/without DFC. IAE of the suction pressure control gets worse by 18.12.
On the other hand, superheat control with DFC obtained IAE=640.23 and
improved 52.43 % compared to only PI control (IAE=1345.80).

Table 5: Experimental conditions.

Set point Value Controlled by
Superheat 10.0 [C] PI + DFC

Suction pressure 2.5 [bar] PI + DFC
Condenser 9.0 [bar] PI
Water tank 14.0 [C] PI

138



5. Discussion and Conclusions

0 200 400 600 800 1000 1200
-4

-2

0

2

4
u1

time[s]

In
pu
tu
1
[-
]

0 200 400 600 800 1000 1200
-0.5

0

0.5

1

1.5

2

2.5
y1

time[s]

O
ut
pu
ty
1
[-
]

0 200 400 600 800 1000 1200
-2

-1.5

-1

-0.5

0

0.5

1
u2

time[s]

In
pu
tu
2
[-
]

0 200 400 600 800 1000 1200
-0.2

-0.1

0

0.1

0.2
y2

time[s]

O
ut
pu
ty
2
[-
]

r
w
PI+DFC, case1
PI+DFC, case2
PI+DFC, case3

Fig. 10: Simulation results using PI control with full order DFC.

Table 6: IAE of the experimental results.

PI PI + DFC (gain)
The superheat control 1345.80 640.23

The suction
pressure control 26.89 45.01

5 Discussion and Conclusions
This paper presents MIMO robust Disturbance Feedback Control using an LMI
approach. The experimental results of the refrigeration system demonstrated
the robustness of the proposed DFC. As future work, we will consider input
constraints for this method, and we may also examine fixed order DFC design.
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Fig. 11: Simulation results using PI control with DFC gain.

References
[1] K. Åström and T. Hägglund, Advanced PID Control. 2005, The Instru-

mentation, Systems, and Automation Society. Research Triangle Park,
NC 27709, 2005.

[2] Michael Grant and Stephen Boyd. (2014) CVX: Matlab software for
disciplined convex programming, version 2.1, build 1107. [Online].
Available: http://cvxr.com/cvx

[3] S. Sivrioglu and K. Nonami, “Lmi approach to gain scheduled h∞ control
beyond pid control for gyroscopic rotor-magnetic bearing system,” in Proc.
Decision and Control (CDC), 1996 IEEE 35th Annual Conference, Kobe,
Japan, 1996, pp. 3694–3699.

[4] M. Ge, M.-S. Chiu, and Q.-G. Wang, “Robust PID controller design via
LMI approach,” Journal of Process Control, vol. 12, no. 1, pp. 3–13, 2002.

[5] M. Sadabadi and A. Karimi, “An lmi formulation of fixed-order h infinity
and h2 controller design for discrete-time systems with polytopic uncer-
tainty,” in Proc. Decision and Control (CDC), 2013 IEEE 52nd Annual
Conference, Firenze, 2013, pp. 2453 – 2458.

140

http://cvxr.com/cvx


References

0 200 400 600 800 1000
0

2

4

6

8

10

time[s]

In
pu
tu
[-
]

Superheat control by PI controller

OD

0 200 400 600 800 1000
0

5

10

15

time[s]

O
ut
pu
ty
[C
]

Superheat control by PI controller

0 200 400 600 800 1000
12.5

13

13.5

14

14.5

15

D
is
tu
rb
an
ce
w
[C
]

Tsh

Ref. Tsh
Disturbance

0 200 400 600 800 1000
20

30

40

50

60

time[s]

In
pu
tu
[H
z]

Suction pressure control by PI controller

Comp. speed

0 200 400 600 800 1000
1.5

2

2.5

3

3.5

time[s]

O
ut
pu
ty
[b
ar
]

Suction pressure control by PI controller

Pe

Ref. Pe

Fig. 12: Swing disturbance response with PI control without DFC gain.
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1. Introduction

Abstract
Disturbance Feedback Control (DFC) is a technique in which an existing con-
troller is augmented with an additional loop. It was originally proposed by Fuji
Electric in 1980, and has been applied in Factory Automation (FA). This paper
proposes a robust DFC including the anti-windup controllers for process control.
The proposed method is designed in two steps; firstly, the robust DFC without
saturation is designed by Linear Matrix Inequality (LMI) approach, and then
LMI technique are used again for stabilizing the closed loop system with anti-
windup compensator. The simulation results for the water chiller system shows
the improvements of control performances, and keeps stability of the system
when the saturation blocks are introduced.

1 Introduction
Disturbance Feedback Control (DFC) was originally developed by Fuji Electric
in 1980. DFC has been applied in industrial systems for attenuating distur-
bances, such as speed control for steel factories. This control structure has an
additional feedback loop L to compensate for disturbance and model uncertain-
ties as shown in Fig. 1. we can see that the control structure is categorized as
two-degree-of-freedom (2DOF) controllers.

In a previous study, the authors proposed a low-order robust DFC for a
refrigeration system, to address the control issues of performance degradation
due to non-linearities and load disturbances [1]. The robust DFC improved the
performance compared to conventional PI control. However, for a more general
control design in practical use, anti-windup is needed to handle the limitations
in the device and actuators.

A tutorial on modern anti-windup design is presented by Galeani et al. [2],
and the tutorial introduced two approaches, namely direct linear anti-windup
and model recovery anti-windup. In addition, the authors described that the
most of the anti-windup design can be formulated by LMIs.

An LMI approach to H∞ control has been proposed by Gahinet and Ap-
karian [3] and they applied a lemma for turning H∞ suboptimal constraints
into an LMI proved by Scherer [4]. As for low order controllers as a practical
control, LMIs have been proposed for satisfying stability and robustness of sys-
tems controlled by PID controllers [5, 6]. In addition, LMI-based anti-windup
synthesis methods has been proposed for considering the robustness of linear
systems [7].

Another approach in which a dead-zone is introduced, and a local control
design technique is proposed in [8]. In general, anti-windup designs are con-
sidered for one-degree-of freedom (1DOF) controllers for closed loop systems.
However, many industrial applications are applied in 2DOF controllers because
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Fig. 1: Block diagrams of disturbance feedback control.

the systems need to guarantee of both the set point and disturbance responses.
Therefore, it could be useful for industrial applications to find a design methods
for anti-windup 2DOF controllers. Moreover, numerical analysis is necessary
to find out whether the previous studies can be applied for 2DOF systems as
well.

For these reasons, this paper introduces an anti-windup compensator for
2DOF controllers, one for existing controller and another for DFC. The pro-
posed design method is applied in the superheat control and the suction pres-
sure control for a water chiller system, and both set point and disturbance
responses are investigated through simulation.

The rest of the paper first explains the problem definition and the para-
metric uncertainty model in Section 2. Next, Section 3 and Section 4 show
the LMIs formulations for DFC design with anti-windup compensation. After
that, numerical examples are demonstrated in Section 4 for the water chiller
system. Finally, discussion and conclusions are given in Section 5.

2 Problem Definition

2.1 Design Concepts for Disturbance Feedback Control
Fig. 1 shows a block diagram of a closed-loop system with DFC, where r is
the reference input, u = uk + ul is the control input, w is the disturbance, W
is a weighting function, G is the plant, Gn is the nominal plant model, K is
an existing feedback controller, L is the transfer function of the disturbance
feedback, yn is the output of the nominal plant, and ϵ is the error between
yn and y. The block diagram indicates that the DFC compensates for the
disturbance using ul. Fig. 4 shows a general closed-loop system with two input,
two output formulation (Left) and the closed-loop system for DFC (Right). In
general, when designing controllers, the transfer function T from w to z, where

146



2. Problem Definition

Fig. 2: A closed-loop system for design of an H∞ controller H(s) (Left), and a closed-loop
system for design of DFC L(s) (Right).

z is the output for evaluating the performance of the controlled systems and
y are the measurements. Note that the motivation of the DFC design is to
improve the existing system. We assume that the existing controller K is fixed,
meaning we can deal with K as a part of the plant P. Thus, P includes G, Gn,
W, and K in the DFC design.

2.2 Parametric Uncertainty Model
The plant model is transformed from the s-domain shown in Fig. 1 to a time
domain representation;

ẋ = Ax + Bu (1)
y0 = Cx,

where A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rm×n. The plant parameters are
affected by parametric uncertainties [9]) expressed by

A = An +
p

∑
i=1

δa,i Ai, δa,i ∈ [−1,+1], (2)

B = Bn +
q

∑
i=1

δb,iBi, δb,i ∈ [−1,+1], (3)

C = Cn +
r

∑
i=1

δc,iCi, δc,i ∈ [−1,+1], (4)

where δa = (δa,i, . . . , δa,p), δb = (δb,i, . . . , δb,q), δc = (δc,i, . . . , δc,r) are unknown
vectors, which express the ensemble of all uncertainty quantities in a given
dynamics and An, Bn, and Cn are the nominal state space representation using
Gn and Ai, Bi, and Ci describe the uncertainty.
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2.3 PI Controller
We consider a PI controller as the existing controller K;

ẋk = Akxk + Bk(r − y), (5)
uk = Ckxk + Dk(r − y),

where Ak ∈ Rm×m, Bk ∈ Rm×m, Ck ∈ Rm×m, and Dk ∈ Rm×m are the state
space representation of K.

2.4 Disturbance Weighting Function
The weighting function for the disturbance w is defined as

ẋw = Awxw + Bww, (6)
yw = Cwxw + Dww,

where Aw ∈ Rm×m, Bw ∈ Rm×m, Cw ∈ Rm×m, and Dw ∈ Rm×m are the state
space representation of the weighting function.

2.5 Disturbance Feedback Controller
The Disturbance Feedback Controller (DFC) is chosen as

ẋul = Al xul + Blϵ (7)
ul = Cl xul + Dlϵ,

where Al ∈ R2(n+m)×2(n+m), Bl ∈ R2(n+m)×m, Cl ∈ Rm×2(n+m), and Dl ∈
Rm×m.

3 Disturbance Feedback Control Design
In this section, we present a MIMO robust DFC design method based on output
feedback control via an LMI approach. Firstly, the closed loop system T(s) is
obtained by the extended state space representation. Next, two constraints are
introduced to design DFC. Here, we make use of the Bounded Real Lemma and
regional pole placement for continuous time systems [10]. The Bounded Real
Lemma is used to guarantee a robust performance, and regional pole placement
is introduced to specify the control performance. The DFC is categorized as an
output feedback control. Therefore, a linearizing change of variable is needed
to formulate the problem in terms of LMI.
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3.1 The Extended State Space Representation for Robust
DFC

The extended state space representation of the overall system can be written
as follows1;

ẋp = Apxp + Bw1w + Bpul (8)
z = Czxp + Dzul

ϵ = Cpxp + Dw1w,

where

xp =
(

xT xn
T xk

T xw
T )T ,

Ap =


A − BDkC 0 BCk −BDkCw
−BnDkC An BnCk −BnDkCw
−BkC 0 Ak −BkCw

0 0 0 Aw

 ,

Bw1 =

(
0 0 0 0

−(BDkDw)T −(BnDkDw)T −(BkDw)T (Bw)T

)T

,

Bp =
(

BT 0 0 0
)T ,

Cz =

(
−C Cn 0 −Cw

0 0 0 0

)
,

Cp =
(
−C Cn 0 −Cw

)
,

Dz =

(
0

ρz I

)
, Dw1 =

(
ρw I 0

)
,

w is an output disturbance, and ρz and ρw are small numbers which are intro-
duced to maintain full rank and to avoid numerical issues if Dz and Dw1 are
zero matrices. Note that z = (ϵz, Dzul)

T is defined in order to distinguish each
performance, where ϵz = yn − (Cx + Du + Cwxw), and ϵz is defined without
the direct-thorough of disturbance Dww.

The closed loop transfer function T(s) from w to z is defined as follows;

˙xcl = Axcl +Bw (9)
z = Cxcl +Dw,

where(
A B
C D,

)
=

1Corrigendum corrected in (8) compared to original publication
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 Ap + BpDlCp BpCl Bw1 + BpDl Dw1
BlCp Al Bl Dw1

Cz + DzDlCp DzCl DzDl Dw1

 .

3.2 Optimization Problem for DFC Design
The optimization problem after the change of variables is given by

minimize γ, (10)
subject to; (11) ÂTP̂ + P̂Â P̂B̂ ĈT

B̂TP̂ −γI D̂T

Ĉ D̂ −γI

 < 0, γ > 0,

P̂ =

(
X I
I Y

)
, P̂ > 0,

[αijP + βijATP + β jiPA]i,j < 0,

where

ÂTP̂ + P̂Â =(
ApX + X Ap

T + BpĈ + (BpĈ)
T

Â + (Ap + BpD̂Cp)
T

ÂT
+ (Ap + BpD̂Cp)

Ap
TY + YAp + B̂Cp + (B̂Cp)T

)
,

P̂B̂ =

(
Bj + BpD̂Fj
YBj + B̂Fj

)
,

Ĉ =
(

CjX + EjĈ Cj + EjD̂Cp
)

,

D̂ = EjD̂Fj,

Bj := BwRj, Cj := LjCz,

Ej := LjDz, Fj := DwRj,

and Lj, Rj are input/output channel for T(s) from w to z;

Tj = LjTRj. (12)

4 Anti-Windup Control Design
This section describes anti-windup control design for the existing PI controller
K and the robust DFC L. The anti-windup control design method using the
dead zone function is presented by Wada and Saeki [8, 11], and the formulation
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Fig. 3: A state space representation of the PI control with robust DFC including the anti-
windup controllers.

Fig. 4: A saturation function (left) and a dead zone function (right).

and numerical example are derived for 1DOF control systems. As mentioned in
Section 1, DFC is categorized as a 2DOF controller, and therefore, the method
will be reshaped for DFC.

4.1 The Extended State Space Representation for Anti-
Windup Controllers

Now the extended state space representation including the anti-windup con-
trollers are considered in Fig. 5. The nonlinearity is introduced by the actuator
constraints. The dead zone function can be described by

d = Ψ(ũ) = ũ − Φ(ũ) (13)
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Fig. 5: A simplified feedback system for anti-windup control design.

where Φ(ũ) is a saturation function, Ψ(ũ) is a dead zone function, and ũ is a
control output vector before saturation block. These two functions are shown
in Fig. 6, and κ̄ ∈ [0, 1] is a sector parameter to represent the sector bounded
nonlinearity [11]. The anti-windup controllers Λk1 and Λk2 for PI control are
described as follows:

ẋk = Akxk + Bk(r − y) + Λk1(uk − ũk) (14)
ũk = Ckxk + Dk(r − y) + Λk2(uk − ũk).

Next, the anti-windup controllers Λl1 and Λl2 for DFC are derived by

ẋl = Al xl + Bl(r − y) + Λl1(ul − ũl) (15)
ũl = Cl xk + Dl(r − y) + Λl2(ul − ũl).

The last term of the controllers in (18) and (19), (uk − ũk) and (ul − ũl) can
be assumed as disturbance d to consider the internal stability. The system in
Fig. 5 can be simplified as Fig. 72.

ẋ = Ãx + B̃d (16)
ũ = C̃x + D̃d

where (
d1
d2

)
=

(
ũk
ũl

)
−
(

uk
ul

)
, (17)

Ã =


A − BDkC − BDlC BDlCn

−BnDkC An
−BkC 0
−BlC BlCn

2Corrigendum corrected in (17) compared to original publication
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BCk BCl
BnCk 0

Ak 0
0 Al

 ,

B̃ =


−B(Λk2 + I) −B(Λl2 + I)
−Bn(Λk2 + I) 0

−Λk1 0
0 −Λl1

 ,

C̃ =

(
−DkC 0 Ck 0
−DlC DlCn 0 Cl

)
,

D̃ =

(
−Λk2 0

0 −Λl2

)
.

4.2 LMIs for Anti-windup Controllers
This subsection describes how to formulate the optimization problem for the
robust DFC with anti-windup controllers. First, recall the LMI of positive-real
lemma [12], the lemma yields a frequency-domain interpretation for a certain
LMI. A transfer function G(s) := C(sI − A)−1B + D is positive real, which
means that

G(jω) + G(jω)∗ > 0, ∀ω, (18)

if the following LMI has a solution P that satisfies(
PA + ATP PB − CT

BT P − C −D − DT

)
≤ 0,

P = PT > 0. (19)

This positive real is equivalent to the passivity, and the LMI (19) is feasible if
and only if the linear system G(jω) is passive. Next, the multi-variable circle
theorem [13] is applied in (18), and we obtain

(I − κ̄G(jω)) + (I − κ̄G(jω))∗ > 0, ∀ω. (20)

Now consider the anti-windup DFC design about (20). The stability condition
for the closed loop system Tud(s) := C̃(sI − Ã)−1B̃+ D̃ is given by

(I − κ̄Tud(jω)) + (I − κ̄Tud(jω))∗ > 0, ∀ω, (21)

if the following LMI has a solution P̃ that satisfies(
P̃Ã+ ÃTP̃ B̃+ P̃ C̃T

κ̄

B̃T + κ̄C̃P̃ κ̄D̃ + D̃T
κ̄ − 2I

)
≤ 0,

P̃ = P̃T
> 0. (22)
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5 Numerical Examples
This section demonstrates the proposed design on a model of a MIMO water
chiller system, which has model uncertainty and slow time constant and delay.
Especially the superheat control is challenging to design because the refriger-
ant has non-linearity which comes from two-phase vapor-liquid refrigerant at
the evaporator. This non-linearity can be represented by model uncertainties.
Practical results indicate that the dominant uncertainty is the process gain of
the superheat model [1, 14].

The system includes four main components; a compressor, a condenser, an
expansion valve, and an evaporator. In a basic refrigeration system, one control
device is installed for each component as shown in Fig. 10. These controllers
regulate pressure or temperature based on operating conditions. A hot water
tank is set as heat load. For example, the rotational speed of the compressor
is controlled to keep a constant refrigerant suction pressure Pe. The opening
degree of the expansion valve maintains a suitable refrigerant superheat Tsh
(difference between the temperature at the outlet of the evaporator and the
evaporation temperature inside the evaporator). The speed of the evaporator
fan is controlled to keep the temperature on the load side Tr constant. The
speed of the condenser fan is controlled in order to keep the condensing pressure
Pc constant.

5.1 Modeling of the Water Chiller System
A simple superheat model and a suction pressure model is chosen for the MIMO
control design and these models can be described by a first order plus dead time
system, e.g., see [15]. The model is created using experimental data obtained
from step response tests conducted at different operating conditions.

Gij =
kij

1 + τijs
e−θijs; (23)

kij ∈ [kmin,ij, kmax,ij], τij ∈ [τmin,ij, τmax,ij],

θij ∈ [θmin,ij, θmax,ij],

i = 1, 2, j = 1, 2.

Next, the nominal model is computed using average parameter values of G.

Gn,ij =
kn,ij

1 + τn,ijs
e−θn,ijs. (24)

For more simple DFC design, the time delay is approximated by a second order
system. In addition, only one parameter k11 is chosen as main uncertainty
because a plant gain of the superheat k11 is the most dominant part of the
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Fig. 6: A layout of the water chiller system with basic control structure.

Table 1: Estimation results of parameter uncertainty.

k τ θ

g11 [-10.00 -9.00] [34.73 62.46] [14 29]
g21 [0.061 0.22] [2.01 21.40] [0 2]
g12 [-0.55 -0.36] [8.37 15.50] [0 3]
g22 [-0.073 -0.047] [5.43 15.29] [0 3]

uncertainty and nonlinearity, shown in Table 1. Therefore, G and Gn are
approximated as follows:

G11 =
k11

(1 + τn,11s)(1 + θn,11s)
; (25)

k11 ∈ [kmin,11, kmax,11],

and the rest of the subsystems are expressed by the nominal model.

Gij =
kn,ij

(1 + τn,ijs)(1 + θn,ijs)
; (26)

i = 1, 2, j = 1, 2, except ij = 11.

A PI controller K and a disturbance weighting function W are designed by
parameter values in Table 1 and Table 2.

5.2 Robust DFC with Anti-windup control
This subsection demonstrates the robust DFC with anti-windup control by
two types of LMIs. First, the robust DFC without saturation are designed,
and then the anti-windup controllers are solved for both of the PI and robust
DFC controllers.

Table 2: Primary parameter uncertainty and nominal parameters for LMI design.

k τ θ

g11 [-10.00 -9.00] [48.60] [21.5]
gn,21 [0.141] [11.71] [1]
gn,12 [-0.455] [11.93] [1.5]
gn,22 [-0.060] [10.36] [1.5]
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Fig. 7: Bode plots of DFC from ϵ to ul , before and after model reduction.

The optimal H∞ performance was γ = 0.8255 with full order DFC without
saturation, and the DFC was a 20th order system because dim(Al) = 2(n +
m), n = 8, m = 2. It would be more useful for industrial systems if a lower
order DFC can be obtained. Therefore, model reduction of DFC is considered,
and the second order DFC L is given by the Matlab command modred.

Al =

(
−8.77 4.013
−4.001 −0.269

)
, Bl =

(
−50.73 −8.971
−5.897 −1.963

)
(27)

Cl =

(
1.829 0.1461
51.49 −6.214

)
, Dl =

(
1.921 0.856
149.8 25.77

)
.

Fig. 11 shows bode-plots in comparison with DFCs before/after the model
reduction. The figure indicates that the second order DFC can maintain the
main feature of the original DFC. Next anti-windup controllers are designed for
both of PI and robust DFC controllers. The sector parameter κ̄ is set as 0.9I
from a result of a line search. The anti-windup controllers to stabilize MIMO
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Table 3: Simulation conditions.

Items Values Unit Remarks
Set point r1 10.0 [C]
Set point r2 0.0 [bar]

Disturbance w1 -1.0 [C]
Disturbance w2 0.0 [bar]

Step time of set points 1.0 [sec]
Step time of disturbances 500 [sec]

Simulation time T 1000 [sec]
Control output uk1 [-2.5, 2.5] [-] input constraint
Control output ul1 [-1.0, 1.0] [-] input constraint
Control output uk2 [-2.5, 2.5] [Hz] input constraint
Control output ul2 [-1.0, 1.0] [Hz] input constraint

system was solved by (23), and then we obtained the results as

Λk1 =

(
−7.2632 −82.1123
−11.2030 −611.2147

)
, (28)

Λk2 =

(
99.6055 −4.9722
−11.6266 669.6095

)
,

Λl1 =

(
4.6105 −45.6700
0.4424 28.3426

)
,

Λl2 =

(
−1.0010 9.1893
−12.1928 571.5409

)
.

Now simulation tests are examined, and step response and load disturbance
response are evaluated for PI with/without robust DFC and with/without anti-
windup controller as shown as Fig. 15 and Fig. 16. The each design method
simulates three cases about g11, where kmin = −10.0 as case 1, kmax = −9.0 as
case 2, kn = −9.5 as case 3.

Table 4 shows the evaluation results of each design method. Five design
methods are examined, and then evaluated by six items. Item number 1, 2
evaluate the robustness of controllers from model uncertainties δ as shown in
Fig. 17. These items calculate the absolute values |ycasei (t) − ycasei (t)|, i =
1, 2, 3, t = [0, T], then choose the maximum values from the results. In ad-
dition, Item number 3, 4 evaluate the control performance using mean values
of Integral Absolute Error (IAE). Moreover, Yes/No questions are prepared in
item number 5 and 6. The item number 5 checks whether the each design can
keep the limiter of input u2 or not, and the item number 6 checks whether the
each design can track the set point y2.
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Fig. 8: An explanation of the item number 1 and 2, the robustness of controllers from model
uncertainties.

Note that the bold values in Table 4 indicate the best (minimum) value
for all design methods, which values are determined by the logical product;
minimum value ∧ two sets of Yes. Moreover, the minimum values excluding
two sets of Yes are described superscript ∗ at the right side of the values.

Design method number one, PI + robust DFC with anti-windup controller
obtains the best values for all items. On the other hand, design method number
two, PI + robust DFC without anti-windup degrades the performance due to the
integral windup phenomenon as shown in Table 4 and Fig. 15. Design method
number three, four, and five cannot secure two sets of Yes. The number three
and five can track the set point y2. However, these design breach the input
constraint u2. Conversely, the number four cannot achieve the tracking the set
point y2 due to saturation of u2 as shown in Fig. 16. Therefore, these methods
do not work at real systems.

As results of the simulation, the design method number one, PI control +
robust DFC with anti-windup controller, demonstrates the best control perfor-
mance while keeping the input constraints.

6 Discussion and Conclusions
This paper proposed a control design method for anti-windup disturbance feed-
back control. The control design is derived by formulating two sets of LMIs,
one for solving the robust DFC problem, and a second for stabilizing the closed
loop system with anti-windup controllers. Simulation of a water chiller sys-
tem demonstrates the effectiveness of the proposed method. In the future, we
will try another type of systems such as mechanical systems for the Factory
Automation (FA).
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Fig. 9: Simulation results of the PI control + robust DFC.
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1. Introduction

Abstract
This paper presents a practical design method of robust Disturbance Feedback
Control (DFC) along with an application to industrial refrigeration systems.
DFC is a controller configuration in which an existing controller is augmented
with an additional loop. The design method for DFC is proposed in two steps;
firstly, the robust DFC without saturation is designed by a Linear Matrix In-
equality (LMI) approach, and then LMI techniques are used again for designing
an anti-windup compensator to accommodate actuator saturation. The pro-
posed method is compared to a conventional design on a water chiller system,
both in simulation and through practical experiments. The test results indicate
that both robustness and performance can be improved in the presence of model
uncertainties, and the proposed method can avoid wind-up phenomena when the
control inputs are saturated.

1 Introduction
Disturbance Feedback Control (DFC) was originally developed by Fuji Elec-
tric in 1980 [1]. DFC has been applied in industrial systems for attenuat-
ing disturbances, such as motor drive systems [2]. In addition to a standard
reference-following regulator, this control structure incorporates an additional
feedback loop to compensate for disturbance and model uncertainties. The
control structure can thus be categorized as a two-degree-of-freedom (2DOF)
controller. Especially, a 2DOF control, composed of a stand PID control and
DFC, can be chosen for practical design of industrial applications.

As for practical design with robustness, various tuning methods for PID
control or low order controllers have been proposed, see e.g.,[3], [4], [5], [6]. In
addition, methods for PID control design relying on optimization via Linear
Matrix Inequalities (LMIs) to satisfy certain stability and robustness require-
ments have been proposed [7]. Moreover, combinations of robust control and
Internal Model Control (IMC) have been proposed as new challenges in the
literature [8].

Note that DFC is not the same as IMC [9] because DFC has two feedback
signals, which means two degrees of freedom. Basic IMC has only one feedback
signal, which will be zero when there is no modeling error. Also, DFC allows
for a two-step design in which a classical controller is designed first, and then
subsequently augmented by the extra feedback for better disturbance rejection.

In addition, the IMC structure and the classical feedback structure are
equivalent representations [10]. Here, IMC and PI control as a classical feed-
back control can be equivalent, and therefore PI control with or without DFC
will be compared in Section 3, instead of IMC. The challenges of adding new
controllers and new subsystems to a plant are treated in related research on
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the plug & play control, see [11, 12].
In a previous study, the authors presented a low order robust DFC for a

water chiller system, to address the control issues of performance degradation
due to non-linearities and load disturbances [13]. The robust DFC was found
to improve the performance compared to conventional PI control. However,
for a more practical design, an anti-windup scheme is necessary to handle the
constraints of the control devices and actuators.

A tutorial on modern anti-windup design can be found in [14], in which two
approaches, namely direct linear anti-windup and model recovery anti-windup,
are presented. In addition, the authors state that most anti-windup designs can
be formulated by LMIs. LMI-based anti-windup synthesis methods have been
proposed for robust control of linear systems [15]. Another approach in which
a dead-zone is introduced for anti-windup control design, and a local control
design technique is proposed, is presented in [16]. Anti-windup schemes for
discrete time system using LMI based design were proposed by Rohman et
al [17] in order to address the issues of the algebraic loops of anti-windup
controllers.

In general, anti-windup designs are considered for one-degree-of freedom
(1DOF) controllers for closed loop systems. However, 2DOF controllers are
used for many industrial applications because the systems need to guarantee
both set point following and disturbance rejection responses.

Therefore, it could be useful for industrial applications to find a design
methods for anti-windup 2DOF controllers for discrete time systems. In ad-
dition, numerical analysis including experimental test is necessary to find out
whether the previous studies can be applied for 2DOF systems as well.

For these reasons, this paper introduces an anti-windup compensator for
2DOF controllers, one for an existing controller and another for DFC, in a
discrete time systems. The proposed design method is applied to superheat
control and suction pressure control in a refrigeration system. Both simulations
and experimental tests are examined to evaluate the robustness of DFC and the
effectiveness of the anti-windup scheme, and clear performance improvements
can be observed by the addition of DFC.

The rest of the paper first explains the DFC design method in Section 3, pro-
viding LMI formulations for DFC design with anti-windup compensation. After
that, experimental results of refrigeration system control are demonstrated in
Section 3. Finally, conclusions are given in Section 4.

2 DFC Design
Fig. 1 shows block diagrams of an existing control system (Left) and the same
system augmented with DFC (Right). The existing controller K is assumed to
be a 1DOF controller, a PID controller for instance, and it may be designed
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2. DFC Design

Fig. 1: Block diagrams of existing control systems(Left), and the existing control with
DFC(Right).

Fig. 2: Block diagrams of other variations about existing control systems(Left), and the
existing control with DFC(Right).

by traditional methods; IMC, pole placement, or similar. W is a disturbance
weighting transfer matrix.

On the right side, DFC is added to the existing control system to improve
the robustness against disturbances. In addition, DFC can work to compensate
for model uncertainties if there are modeling errors between the nominal model
Gn and the actual plant G. Notice how the DFC control signal is added to
the existing control signal after the uk branch; this configuration makes DFC
different from IMC [9].

Other variations of DFC can be described as shown in Fig. 2. In one
variant, the existing controller is composed of a feedback and a feedforward
part. In another variant, a weighting function W places more emphasis on
certain disturbance frequency ranges. The method presented in the following
applies to these variants as well with minor modifications.

This section presents a method to design the DFC to meet certain stability
and robustness requirements. Firstly, the existing control systems are defined.
Next, LMIs for the DFC synthesis are presented, and finally the controller is
discretized and augmented with anti-windup.
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2.1 Existing Control Systems
The plant model G in Fig. 1 is assumed given as a time domain representation
in state space;

ẋ = Ax + Bu (1)
y − d = Cx,

where A ∈ Rn×n, B ∈ Rn×m, and C ∈ Rm×n are real constant matrices.
x ∈ Rn is the plant state, u ∈ Rm is the control input and y ∈ Rm is the
output. The plant parameters are affected by parametric uncertainties [18])
expressed by

A = An +
p

∑
i=1

δa,i Ai, δa,i ∈ [−1,+1], (2)

B = Bn +
q

∑
i=1

δb,iBi, δb,i ∈ [−1,+1], (3)

C = Cn +
r

∑
i=1

δc,iCi, δc,i ∈ [−1,+1], (4)

where δa = (δa,1, . . . , δa,p), δb = (δb,1, . . . , δb,q), δc = (δc,1, . . . , δc,r) are un-
known vectors, which express the ensemble of all uncertainty quantities in a
given dynamics, An, Bn, and Cn are the nominal state space representation
corresponding to Gn, and Ai, Bi, and Ci describe the uncertainties.

The existing control K is given by

ẋk = Akxk + Bk(r − y), (5)
uk = Ckxk + Dk(r − y),

where r ∈ Rm is a reference signal, and Ak ∈ RnK×nK , Bk ∈ RnK×m, Ck ∈
Rm×nK , and Dk ∈ Rm×m comprise the state space representation of K.

The weighting function W for the disturbance d is defined as

ẋw = Awxw + Bww, (6)
d = Cwxw + Dww,

where Aw ∈ RnW×nW , Bw ∈ RnW×m, Cw ∈ Rm×nW , and Dw ∈ Rm×m are the
state space representation of the weighting function. w ∈ Rm is an external
bounded signal. Note that this weight function W is designed as weighting
filter using classical H∞ theory [19].

2.2 DFC Design for Existing Control Systems
We now consider adding the DFC block L in the right part of Fig. 1. This
is done using the well-known configuration shown in Fig. 3, where the vector
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Fig. 3: A closed-loop system for design of DFC L(s).

signal w̄ contains the external inputs, disturbance w and measurement noise wn,
and z̄ denotes outputs for evaluating performance. Note that the motivation of
the DFC design is to improve the disturbance rejection of existing system since
the existing controller already stabilizes the plant. Therefore, r is disregarded
as an external input, and removed away from DFC design.

We assume that the existing controller K is fixed, meaning we can deal with
K as a part of the plant P. Thus, P includes G, Gn, W, and K in the DFC
design.

The DFC is designed by classical and modern robust control theory, where
W is chosen with weighting filter scheme of classical H∞ theory, and the robust
DFC is designed via LMI optimization using modern robust control theory.

The Disturbance Feedback Controller (DFC) is chosen as

ẋul = Al xul + Blϵ (7)
ul = Cl xul + Dlϵ,

where Al ∈ R(2n+nK+nW )×(2n+nK+nW ), Bl ∈ R(2n+nK+nW )×m, Cl ∈ Rm×(2n+nK+nW ),
and Dl ∈ Rm×m.

Note that DFC, as presented in this paper, is a full order output feedback
controller, and thus the scheme proposed in [20], can be applied in the DFC
design. Firstly, the closed loop transfer matrix T(s) : w̄ 7→ z̄ is obtained by way
of an extended state space representation. Next, two constraints are introduced
in order to design L. Here, we make use of the Bounded Real Lemma and re-
gional pole placement for continuous time systems [20, 21]. The Bounded Real
Lemma is used to guarantee robust performance, and regional pole placement
is introduced to specify the control performance. Then, a linearizing change of
variable is needed to formulate the problem in terms of LMIs.
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The extended state space representation of the overall system shown in Fig.
4, can be written as follows;

ẋp = Apxp + Bpww̄ + Bpul (8)
z̄ = Czxp + Dzul

ϵ = Cpxp + Dpww̄,

where

xp =
(

xT xn
T xk

T xw
T )T ,

Ap =


A − BDkC 0 BCk −BDkCw
−BnDkC An BnCk −BnDkCw
−BkC 0 Ak −BkCw

0 0 0 Aw

 ,

Bpw =

(
0 0 0 0

−(BDkDw)T −(BnDkDw)T −(BkDw)T Bw
T

)T

,

Bp =
(

BT 0 0 0
)T ,

Cz =

(
−C Cn 0 −Cw

0 0 0 0

)
,

Cp =
(
−C Cn 0 −Cw

)
,

Dz =

(
0

ρz I

)
, Dpw =

(
ρw I 0

)
,

In the above, ρz and ρw are small scalars which are introduced to maintain
full rank and to avoid numerical issues if Dz and Dpw are zero matrices. Note
that z̄ = (ϵz

T, (D̄zul)
T)T where ϵz = yn − (Cx + Cwxw), D̄z = ρz I, and D̄pw =

ρw I.
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Fig. 4: State space representation of the DFC design.

The closed loop transfer function T(s) from w̄ to z̄ becomes;

˙xcl = Axcl + Bw̄ (9)
z̄ = Cxcl +Dw̄,

where(
A B
C D

)
= Ap + BpDlCp BpCl Bpw + BpDl Dpw

BlCp Al Bl Dpw
Cz + DzDlCp DzCl DzDl Dpw

 ,

which has to be stabilized for all possible values of δa,i, δb,i, δc,i. Using the
Bounded Real Lemma [20] and regional pole placement [21], we formulate the
following optimization problem.
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minimize γ1,
X,Y,Â,B̂,Ĉ,D̂

(10)

subject to; (11) Â◦
TP̂ + P̂Â◦ P̂ B̂◦ Ĉ◦

T

B̂◦
TP̂ −γ1 I D̂T

Ĉ D̂ −γ1 I

 < 0, γ1 > 0,

P̂ =

(
X I
I Y

)
, P̂ > 0,

2αP̂ + Â◦
TP̂ + P̂Â◦ < 0,

where (12)

Â◦
TP̂ + P̂Â◦ =(
ApX + XAp

T + BpĈ + (BpĈ)T

Â + (Ap + BpD̂Cp)
T

ÂT + (Ap + BpD̂Cp)

Ap
TY + YAp + B̂Cp + (B̂Cp)T

)
δ

,

P̂ B̂◦ =

(
Bc + BpD̂Fc
YBc + B̂Fc

)
δ

,

Ĉ◦ =
(

CcX + EcĈ Cc + EcD̂Cp
)

δ
,

D̂ = EcD̂Fc,

Bc := BpwRc, Cc := NcCz,

Ec := NcDz, Fc := DpwRc,

In the above, the subscript δ notation should be understood as requiring
the LMIs to be satisfied for all extremal points of δ as defined in (2)-(4). That
is, the LMIs must be satisfied everywhere on the convex hull defined by the
permissible values of the uncertainties; i.e., one LMI has to be solved for every
vertex of the hypercube (δa, δb, δc) ∈ [−1, 1]p+q+r to yield one common P̂ .
The scaling parameter α > 0 is included to provide extra tuning freedom;
essentially, the permitted pole locations are to the left of s = −α. Nc, Rc are
given input/output channel for T(s) from w̄ to z̄;

Tc = NcTRc. (13)
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2.3 Disctretization and Anti-windup Control
Assuming the minimization problem (10)-(11) can be solved, this section de-
scribes an anti-windup control design for the discretized PI controller K and the
robust DFC L for practical implementation. The anti-windup control design
for discrete time systems proposed by Syaichu-Rohman and Middleton [17],
and was originally derived for 1DOF control systems. As mentioned in Section
1, DFC is categorized as a 2DOF controller, and therefore, the method will be
reshaped for DFC.

Firstly, discretization of the closed loop system including G, Gn, W, and
L is done by bilinear method [22]. With Hc(s) denoting the continuous time
transfer function and H(z) the discrete time transfer function, the bilinear
transformation corresponds to replacing s by

s =
2
Td

(
1 − z−1

1 + z−1

)
, (14)

that is,

Hz = Hc

[
2
Td

(
1 − z−1

1 + z−1

)]
, (15)

where Td is a sampling time.
Next, the extended state space representation including the anti-windup

controllers in Fig. 5 is considered. Unit delay blocks for wind-up gains Λk2 and
Λl2 are introduced to avoid algebraic loops.

The vector v(k) , the saturation function Φ, and the dead zone function Ψ
can be described by

v(k) = ũ(k)− u(k) = ũ(k)− Φ(ũ(k)) (16)
Ψ(ũ(k)) = I − Φ(ũ(k)) (17)

where ũ is a control output before a saturation block, Φ : Rm → Rm is a
saturation function, Ψ : Rm → Rm is a deadzone function, and ũ(k) is a control
output vector before saturation block. These two functions are illustrated in
Fig. 6. PI control is discretized with bilinear method, and the anti-windup
gains Λk1 and Λk2 for discrete PI control are described as follows:

xk(k + 1) = Akdxk(k) + Bkd(r(k)− y(k))− Λk1(ũk(k)− uk(k)) (18)
ũk(k) = Ckdxk(k) + Dkd(r(k)− y(k)) + xek(k)

xek(k + 1) = −Λk2(ũk(k)− uk(k)).

Similarly, the anti-windup gains Λl1 and Λl2 for the discrete DFC are included
in the controller equations as follows:

xl(k + 1) = Aldxl(k) + Bld(r(k)− y(k))− Λl1(ũl(k)− ul(k)) (19)
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Fig. 5: A state space representation of the PI control with robust DFC including the anti-
windup controllers.

Fig. 6: A saturation function (left) and a dead zone function (right).

Fig. 7: A simplified feedback system for anti-windup control design.

174



2. DFC Design

ũl(k) = Cldxk(k) + Dld(r(k)− y(k)) + xel(k)

xel(k + 1) = −Λl2(ũl(k)− ul(k)).

The last terms of the controller equations in (18) and (19), (ũk(k)− uk(k))
and (ũl(k) − ul(k)) can be seen as a disturbance in terms of stability and
performance. The system in Fig. 5 can be simplified in Fig. 7, giving rise to
the system equations

x̃(k + 1) = Ãx̃(k) + B̃v(k) + B̃rr(k) (20)
ũ(k) = C̃u x̃(k) + D̃uv(k) + D̃urr(k)

z(k) = C̃z x̃(k) + D̃zv(k) + D̃zrr(k)

where (
v1(k)
v2(k)

)
=

(
ũk(k)
ũl(k)

)
−
(

uk(k)
ul(k)

)
, (21)

x̃(k) =
(

x(k)T xn(k)
T xk(k)

T xek(k)
T xl(k)

T xel(k)T
)T

,

Ãδ =



Ad − BdDkdCd − BdDldCd BdDldCnd BdCkd Bd BdCld Bd
−BndDkdCd And BndCkd Bnd 0 0
−BkdCd 0 Akd 0 0 0

0 0 0 0 0 0
−BldCd BldCnd 0 0 Ald 0

0 0 0 0 0 0


δ

,

B̃δ =



−Bd −Bd
−Bnd 0
−Λk1 0
−Λk2 0

0 −Λl1
0 −Λl2


δ

, B̃v,δ =



−Bd −Bd
−Bnd 0

0 0
0 0
0 0
0 0


δ

,

B̃e =



0 0
0 0
I 0
I 0
0 I
0 I

 , B̃r,δ =



−BdDkd
−BndDkd

Bkd
0
0
0


δ

,

C̃u,δ =

(
−DkdCd 0 Ckd I 0 0
−DldCd DldCnd 0 0 Cld I

)
δ

,

C̃z,δ =
(
−Cd 0 0 0 0 0

)
δ

,
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D̃u =

(
0
0

)
, D̃ur =

(
Dk
0

)
, D̃z =

(
0 0

)
, D̃zr = I.

(22)

The explicit static anti-windup scheme proposed by Rohman [17] is reshaped
for conventional controller K and DFC L as follows:

minimize γ2
Q̃,V,M,κ

(23)

subject to; (24)

Q̃ ∗ ∗ ∗ ∗ ∗
0 −γ2 I ∗ ∗ ∗ ∗

˜Cu,δQ̃ D̃ur −2M ∗ ∗ ∗
˜Cz,δQ̃ D̃zr 0 −γ2 I ∗ ∗
ÃδQ̃ ˜Br,δ B̃r,δ M − B̃eV 0 −Q̃ ∗

0 0 M 0 0 κ I

 ≤ 0,

Q̃ = Q̃T > 0, γ2 > 0, κ > 0,

where M > 0 ∈ R2m×2m is a diagonal matrix, V := ΛM ∈ R2m×2m is an
arbitrary matrix, γ2 and κ are scalars. Similarly to (11)-(13), subscript (·)δ in
(21)-(24) indicates that one LMI has to be solved for every extremal point of
(δa, δb, δc) ∈ [−1, 1]p+q+r to yield one common Q̃.

3 Experimental Results
This section demonstrates the proposed design on a model of a MIMO water
chiller system at Aalborg University (AAU) 　 shown in Fig. 8. The system is
challenging to control due to model uncertainties, changing system gains, and
time delays. Conventional control designs tend to exhibit poor performance
away from nominal operating conditions due to these effects.

Especially the superheat control is challenging to design, because the re-
frigerant exhibits strong nonlinear characteristics due to the two-phase (vapor-
liquid) state in the evaporator.

Due to nonlinearities, the gains of linearizations in different operating points
very significantly, for instance.

These model variations are dealt with in the following by means of robust
design. The application is inspired by Fuji Electric’s business case of refrigerant
applications such as vending machine and air conditioning units (two examples
are shown in Fig. 9). These applications exhibit the same control issues as
the laboratory system, and the applications need robustness against changes
in heat load and outside air temperature.
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Fig. 8: The refrigeration system test setup at Aalborg University.

Fig. 9: The refrigeration applications by Fuji Electric, Vending machines (Left), and Hybrid
indirect air conditioning unit F-COOL NEO (Right).

3.1 Lab system setup
The lab system includes four main components; a compressor, a condenser, an
expansion valve, and an evaporator. In a basic refrigeration system, one control
device is installed for each component as shown in Fig. 10. These controllers
regulate pressure or temperature to maintain specified operating conditions.
For example, the rotational speed of the compressor is controlled to keep a
constant refrigerant suction pressure Pe. The opening degree of the expansion
valve maintains a suitable refrigerant superheat Tsh (difference between the
temperature at the outlet of the evaporator and the evaporation temperature
inside the evaporator). The speed of the evaporator fan is controlled to keep
the temperature on the load side Tr constant. The speed of the condenser fan
is controlled in order to keep the condensing pressure Pc constant. A hot water
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Fig. 10: A layout of the water chiller system with basic control structure.

tank is set as heat load.

3.2 Model
In the following, a simple 2 input and 2 output model is considered for MIMO
control design of the water chiller system. A simple superheat model and a suc-
tion pressure model is chosen for the MIMO control design, and these models
can be described by a first order plus dead time system, see e.g., [23]. Prac-
tical results in previous studies furthermore also indicate that the dominant
uncertainty is the gain of the superheat model [13, 24].

The model is created using experimental data obtained from step-up and
step-down responses conducted at two operating conditions, which means that
four sets of step responses are used for model identification.

We assume a model of the form as follows:(
y1(s)
y2(s)

)
=

(
G11(s) G12(s)
G21(s) G22(s)

)(
u1(s)
u2(s)

)
, (25)

where y1 is a superheat temperature, y2 is a suction pressure of the compressor,
G11, G12, G21, G22 are subsystems of the 2 input 2 output system, u1 is the
opening degree of the expansion valve, and u2 is a compressor speed.

That is, scalar gains kij, time constants τij, and time delay θij in the fol-
lowing first-order plus time delay models are fitted to measurement data using
straightforward least-squares methods.

Gij =
kij

1 + τijs
e−θijs; (26)

kij ∈ [kmin,ij, kmax,ij], τij ∈ [τmin,ij, τmax,ij],
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θij ∈ [θmin,ij, θmax,ij],

i = 1, 2, j = 1, 2.

Next, the nominal model is computed using average parameter values of G,
i.e.,

Gn,ij =
kn,ij

1 + τn,ijs
e−θn,ijs. (27)

where

kn,ij =
kmax,ij + kmin,ij

2
, τn,ij =

τmax,ij + τmin,ij

2
, θn,ij =

θmax,ij + θmin,ij

2
,

We focus on the worst case of model, which is the corner points of the
model sets. That is the reason why average values of minimum and maximum
parameters are used for nominal model.

To keep the design simple, the time delay is approximated by a first order
filter. In addition, only one parameter, k11, is considered uncertain because it
represents the strongest uncertainty (nonlinearity). Therefore, G and Gn are
approximated as follows:

G11 =
k11

(1 + τn,11s)(1 + θn,11s)
; (28)

k11 ∈ [−10.64,−8.71],

and the rest of the subsystems are expressed by the nominal model.

Gij =
kn,ij

(1 + τn,ijs)(1 + θn,ijs)
; (29)

i = 1, 2, j = 1, 2, except ij = 11.

and nominal parameters of the subsystems are shown in Table 1.

Table 1: Nominal parameters of the subsystems.

k τ θ

gn,11 -9.68 44.83 20.50
gn,21 0.28 10.32 5.50
gn,12 0.74 42.03 18.50
gn,22 -0.046 7.20 4.0
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3.3 Control Design
This subsection demonstrates the robust DFC with anti-windup control by
two types of LMIs. First, the robust DFC without saturation are designed,
and then the anti-windup controllers are solved for both of the PI and robust
DFC controllers.

The PI controllers are tuned based on the parameters of each corner point
of the plant of the subsystems in order to maintain nominal stability for all
parameter values. Each corner point was chosen from largest absolute gain,
minimum time constant, and largest time delay respectively. In addition, Be-
traqs method proposed by Fuji Electric, was chosen for PI control design [25].

K =

(
K11(s) 0

0 K22(s)

)
, (30)

where

K11 =
−0.0675s − 0.00229

s
, K22 =

−6.439s − 0.7013
s

.

The disturbance weight function is chosen as a first order system, and de-
signed using the nominal time constants τn,11, τn,22. In addition, the weight of
superheat W11 is given priority in terms of disturbance rejection.

W =

(
W11(s) 0

0 W22(s)

)
. (31)

where

W11 =
1

14.95s + 1
, W22 =

0.1
7.208s + 1

. (32)

The artificial parameters in (8) for DFC are chosen as follows:

ρz = 10−1, ρw = 10−6. (33)

The optimal H∞ performance obtained by solving the first LMIs (10)-(12) was
γ1 = 0.4000 with full order DFC without saturation, and the DFC was a
20th order system because dim(Al) = 2n + nK + nW , n = 8, nK = 2, nW = 2.
It would be more useful for industrial systems if a lower order DFC can be
obtained. Therefore, model reduction is applied to reduce the DFC to a simple
gain. The Matlab command modred yields

Dl =

(
−0.2835 0.2860
1.6681 −7.0684

)
. (34)

Fig. 11 shows bode-plots in comparison with DFCs before/after the model
reduction. The figure indicates that the DFC gain matrix can maintain the
response of the original DFC in the frequency range of interest.
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Fig. 11: Bode plots of DFC from ϵ to ul , before and after model reduction.

Fig. 12 shows a pole-zero map in the s-plane of closed loop system with
DFC gain matrix. The mapping shows that all the poles for all model corner
points are in the left half plane, and therefore the system with DFC gain matrix
guarantees the stability. In addition, the norm γ1 with DFC gain was 0.7960.
Thus the system can maintain γ1 < 1.

Table 2 and Fig. 13 show the simulation results for comparing PI control
with or without DFC. The set-point r and disturbance w were changed for the
superheat control. Simulation results indicate that a simple DFC gain improves
the disturbance rejection more than 35 %. Moreover, the DFC gain matrix
exhibits similar robustness against model uncertainties for the step response as
the full order DFC. As a result, we choose the DFC gain for practical design.

Table 2: IAE of the simulation results.

PI PI + DFC PI + DFC
(full order) (gain)

Superheat control 744.53 447.37 483.08
Suction pressure

control 14.67 15.02 18.48
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Fig. 12: Pole-zero map of closed loop system with DFC gain matrix.

182



3. Experimental Results

F
ig

.
13

:
Si

m
ul

at
io

n
re

su
lts

us
in

g
P

I
co

nt
ro

lw
ith

or
w

ith
ou

t
D

FC
.

183



Paper D.

-1.5 -1 -0.5 0 0.5 1
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

k11=k11min
k11=k11max

Pole-Zero Map

Real Axis

Im
a

gi
na

ry
A

xi
s

Fig. 14: Pole-zero map of discretized system with DFC gain matrix.

Next, discrete anti-windup controllers are designed for the PI controller.
The system is dicretized, and poles and zeros in the z-plane of closed loop

system are computed as shown in Fig. 14; the mapping shows that the dis-
cretized system still satisfies the stability and pole placement requirements.

Solving (23)-(24), from which we obtained the results

Λk1 =

(
−0.8546 −0.0288
−0.3146 −0.0575

)
, (35)

Λk2 =

(
0.1136 0.0678
−2.9893 −0.1257

)
.

3.4 Simulation Results
Now simulation tests are examined on simulation conditions in Table 3. The
simulation results are obtained with linear transfer function models, which are
identified from experimental data. Step response and load disturbance response
are evaluated for PI with/without robust DFC and with/without anti-windup
controller as shown as Fig. 15 and Fig. 16 . Each design method is evaluated
for three cases, where the actual superheat gain is set to kmin = −10.64 as case
1, kmax = −8.71 as case 2, kn = −9.68 as case 3.

The results show that both sets of limiters, Λk1 and Λk2, work correctly
and wind-up phenomea can be avoided with the proposed method, PI+DFC
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Table 3: Simulation conditions.

Items Values Unit Remarks
Set point r1 5.0 [C]
Set point r2 0.0 [bar]

Disturbance w1 16.0sin( π
400 )t [C]

Disturbance w2 0.0 [bar]
Step time of set points 1.0 [sec]

Step time of disturbances 600 [sec]
Simulation time T 1600 [sec]
Control output uk1 [-4.0, 4.0] [-] input constraint
Control output ul1 [-1.0, 1.0] [-] input constraint
Control output uk2 [-10.0, 15.0] [Hz] input constraint
Control output ul2 [-5.0, 5.0] [Hz] input constraint

with anti-windup control. In addition, the proposed method can follow the no
saturation behaviour whenever the signals are unsaturated. In other word, the
proposed method can achieve improved performance compared to the controller
with saturation block only.

It can also be confirmed that DFC yields the intended disturbance attenua-
tion, even after the system is discretized and anti-windup gains are introduced.

Table 4 shows the evaluation results of each design. Five designs are ex-
amined, and then evaluated by four performance items. Item number 1 and
2 evaluate the robustness against model uncertainties δ. For these items, we
compute the performances max

t∈[0,T]
|ycasei (t)− ycasej(t)|, i = 1, 2, 3, j = 1, 2, 3 as

shown in Fig. 17. Items number 3 and 4 are simply the maximum values of y1
and y2 to evaluate the wind-up phenomena. Design number one, PI + robust
DFC with anti-windup controller obtains the best values (minimum values) for
all items within the control limiters. On the other hand, design number two,
PI + robust DFC without anti-windup exhibits worse the performance due to
the windup phenomena as shown in Table 4 and Fig. 15.

Design number three, PI + robust DFC with no saturation obtains smaller
values than design number one. However, design number three does not take
saturation into account, which means that this design will not work in many
real applications.

In design numbers four and five, the PI control alone shows poorer control
performance compared to the PI + robust DFC. To conclude, the proposed
design, PI control + robust DFC with anti-windup controller, exhibits the best
simulation performance while respecting the input constraints.
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3. Experimental Results

Fig. 17: An explanation of the item number 1 and 2, the robustness of controllers from
model uncertainties.

3.5 Experimental Results
Table 5 and Table 6 show set point values of the test system and the experi-
mental conditions, respectively. The temperature of the water tank is set at
14 degrees for the initial condition. Then the set point is changed to 15.0 de-
grees, and kept there for the first 500 seconds for making a load disturbance
response. Next, the set point is changed to 16.0 degrees from 501 to 1000
seconds in order to test that the anti-windup controllers work correctly. The
set point is changed back to 14 degrees after 1000 seconds, and kept there for
additional 1000 seconds. Experimental data is sampled each second, and the
data is evaluated for 2000 seconds in total.

Fig. 18 shows PI control without anti-windup controllers. Fig. 19 and 20
show a disturbance response of PI control + robust DFC with/without anti-
windup controllers. The test results show that both control configurations,
PI+DFC with and without anti-windup, can improve the performance of the
superheat control.

In addition, PI control + robust DFC with anti-windup can avoid wind-up
phenomena from 1000 - 1200 seconds, and demonstrates more accurate regula-
tion compared to PI control + robust DFC without anti-windup controllers.

We also confirmed that the windup phenomenon during 1000-1200 seconds
affects the cross-coupled output (superheat y1), when the suction pressure
speed (u2) is saturated in the design without anti-windup controller. This
result indicates that the anti-windup design is also effective for MIMO sys-
tems.

Table 7 shows Integral Absolute Error (IAE) of the superheat control and
suction pressure control for the three control design methods.

The IAE of suction pressure with PI + robust DFC without anti-windup
obtained 104.9, which was a poorer performance than the PI without anti-
windup, IAE=84.2, due to the lower priority of the weighting function W.
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However, the IAE of proposed method, PI + robust DFC with anti-windup,
amounted to 89.7, which means that the proposed method can recover the
performance.

The superheat control with PI + DFC with/without anti-windup control
obtained IAE=1966.4 and IAE=2220.5 respectively. The IAE of PI control
without anti-windup control amounted to 3472.7, which means that the pro-
posed method achieved 43 % better performance than only PI control alone
without anti-windup.

Table 5: Set point values of the test system.

Set point Value Controlled by
Superheat 10.0 [C] PI with/without DFC

Suction pressure 2.8 [bar] PI with/without DFC
Condenser 9.0 [bar] PI

Water tank (initial condition) 14.0 [C] PI

Table 6: Experimental conditions.

Items Values Unit Remarks
Load disturbance by changing 14.0 → 15.0 [C]
the setpoint of water tank w1 → 16.0 → 14.0

Experimental time T 2000 [sec]
Control output uk1 [-5.0, 5.0] [-] input constraint
Control output ul1 [-2.5, 2.5] [-] input constraint
Control output uk2 [-10.0, 15.0] [Hz] input constraint
Control output ul2 [-5.0, 7.5] [Hz] input constraint

Table 7: IAE of the experimental results.

PI + robust DFC PI + robust DFC PI
with AWC without AWC without AWC

The superheat
control 1966.4 2220.5 3472.7

The suction
pressure control 89.7 104.9 84.2
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4 Conclusions
In this paper, anti-windup controllers were designed for the 2DOF controllers,
K and L, and we introduced modified LMIs for discretized antiwindup control.
The control design is derived by formulating two sets of LMIs, one for solving
the robust DFC problem, and a second for designing the discrete anti-windup
controllers. Both simulation and experimental results of the refrigeration sys-
tem demonstrated the effectiveness of the proposed method. In the future,
we will try applying the design method for other types of systems, such as
mechanical systems for Factory Automation.
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Fig. 18: Experimental results of PI control without anti-windup controllers.
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Fig. 19: Experimental results of PI control + robust DFC without anti-windup controllers.
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1. Introduction

Abstract
Disturbance Feedback Control (DFC) is a control concept in which an existing
controller is augmented with an additional feedback in order to achieve better
disturbance rejection performance. This paper proposes an anti-sway control
scheme for crane systems using robust DFC designed to minimize the sway
angle and trolley position errors via Linear Matrix Inequality optimization.
The robust DFC is added to an existing crane control system composed of a
feed forward and state feedback control. Simulation results for the gantry crane
system shows improvements in control performance when the gantry load is
subjected to impulse force disturbances.

1 Introduction
Gantry cranes are of immense importance in shipping applications and can
be found in container harbors all over the world. Traditionally, gantry crane
systems have been controlled by means of feedforward control, taking motor
torque and trolley speed limitations into account [1, 2]. Feedback control is
also necessary to remove errors between references and measurement values;
this is typically achieved by PID control of the gantry crane trolley [3].

Over the years, Fuji Electric has developed various anti-sway control schemes
for crane systems, including an observer based control scheme. Subsequently,
this anti-sway control scheme was further improved to combine feed forward
control and state feedback control, and applied in commercial gantry cranes
like the one shown in Fig. 1 [4]. This controller exhibits sufficient performance
in terms of tracking control; however, better stability and performance could
be obtained if robustness against external disturbances and model parameter
uncertainties were taken into account.

Several results on robust gantry crane control have been published in the
literature. For example, a robust iterative learning control scheme is proposed
and validated experimentally in [5]. A Linear Matrix Inequality (LMI)-based
H∞ design was proposed in [6], and a robust fuzzy H∞ control scheme for
nonlinear systems was presented in [7].

The aforementioned robust designs are all constructed as one-degree-of free-
dom (1DOF) controllers, in which case the existing controllers already in place
have to be removed and replaced by the new, more advanced controllers. How-
ever, many industrial practitioners prefer to keep existing controllers, because
they embody extensive tuning and domain-specific know-how by customers
and experienced engineers. In case a new control design for a system that has
already been commissioned is desired, for example for improved closed-loop
performance, it is thus often advantageous to maintain the original controller
[8]. This is certainly the case in gantry crane applications, where a trolley
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Fig. 1: A gantry crane system [11].

position controller is typically designed rather conservatively to ensure basic
positioning functionality, but where an extra anti-sway mechanism could im-
prove the exact positioning of the load in the presence of disturbances such as
wind gusts.

In this paper one such add-on control configuration, known as Disturbance
Feedback Control (DFC), is discussed – see Fig. 2. It was originally developed
for drop impact attenuation in steel rolling mills by Fuji in 1980 [9]. This
control structure has an additional feedback L to compensate for disturbance
and model uncertainties as shown in the figure.

Note that although it might superficially look like Internal Model Control
(IMC) [10], DFC is different since it involves two feedback signals, one for the
existing control K and one for the disturbance feedback. IMC has only one
feedback signal, which will be zero when there is no modeling error.

In a previous study, the authors proposed a robust DFC scheme for a re-
frigeration system in [12], and presented an anti-windup modification for the
scheme in [13]. Among other things, gantry cranes differ from the refrigeration
application by having a feedforward term in the existing control, as well as
very different nonlinear dynamics, however. To illustrate the versatility of the
design method, this paper thus proposes a robust anti-sway DFC scheme for
gantry cranes based on LMI optimization. The proposed method is applied to
velocity control of the trolley in a gantry crane system such as the one shown
in Fig. 1. Both set point and disturbance responses are examined with and
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Fig. 2: Top: Block diagram of an existing crane control system. Bottom: The control
system augmented with Disturbance Feedback Control.

without robust DFC through simulations on a non-linear model. Noticeable
disturbance rejection performance improvements are observed, with no impact
on the reference following capabilities of the existing controller.

The outline of the rest of the paper is as follows. Section 2 first briefly
presents the nonlinear crane model used for simulation along with a linearized
version used for conventional design. Next, Section 3 formulates the robust
design problem and the LMIs used to solve it. After that, numerical examples
of a gantry crane system are demonstrated in Section 4. Finally, discussion
and conclusions are given in Section 5.
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2 Problem Definition

2.1 Crane System Model
The crane system model considered in this work is taken from [1]. It is described
by the nonlinear coupled differential equations

(mT + mL)ẍT + mLlθ̈ cos θ − mLlθ̇2 sin θ = F (1)
ẍT cos θ + lθ̈ + g sin θ = 0 (2)

where mT and mL are masses of trolley and load, xT is the trolley position
along the supporting rail, θ is the angle of the load from vertical, l is the length
of the suspension rope, g is the gravitational acceleration and F is the force
applied to the trolley via the drive train (command input); see also Fig. 3.

For the sake of both the conventional design and the subsequent LMI-based
DFC design, the model has to be linearized in an operating point. Assuming θ
to be small, we can make the simplifications1

sin θ ≈ θ, cos θ ≈ 1, sin2 θ ≈ 0, θ̇2 ≈ 0 , and x ≈ lθ

where x is the position of the load along the xT-axis. These approximations
yield the linear model2

mT ẍ = F + mLgθ (3)
mL(ẍT + ẍ) = −mLgθ, (4)

which will be used for control design.
The motor force to the trolley F is given by a inverter, which regulates the

trolley speed:

F = Gasr(uT − ẋT), (5)

where Gasr is the Auto Speed Regulator (ASR) gain, uT is the reference of
trolley speed, and ẋT is the trolley speed.

Equations (3)–(5) are combined into the LTI description

ẋp = Axp + B2uT ,

where xp = (ẋT ẋ xT x)T is the state vector, and

A =


−GASR

mT
0 0 g

l (
mL
mT

)
GASR

mT
0 0 −g

l (mL
mT

+ 1)
1 0 0 0
0 1 0 0

 , (6)

1Corrigendum corrected in the simplifications compared to original publication
2Corrigendum corrected in (4) compared to original publication
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Fig. 3: A crane model for control design.

B2 =


GASR

mT−GASR
mT
0
0

 (7)

are the system dynamics and input matrices, respectively.

2.2 Existing controller
The feedforward controller KFF is designed by reference data set based on the
oscillation cycle of hoisting loads. The data set of acceleration and deceleration
was obtained from measurements of the trolley speed carried out on an actual
gantry crane [14]. A reference trajectory for the trolley velocity ẋT was designed
to avoid oscillations in the load to the greatest degree possible. The rest of the
state variable trajectories, i.e., trolley position xT, load position x = lθ, and
horizontal load velocity ẋ, are calculated with control input data uT = xT.

The state feedback control KFB is defined as

uk = KFBxp, (8)

where KFB ∈ Rm×n is a standard state feedback gain matrix, in this case
designed via pole placement.
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Fig. 4: Closed-loop setup for design of an H∞ controller H(s) (Left), and the corresponding
setup for design of DFC L(s) (Right).

3 Disturbance Feedback Control design
This section presents a robust DFC design method for state feedback control
using LMI optimization.

The bottom diagram in Fig. 2 shows the closed-loop system with DFC,
where r is the reference input, uT = uk + ul is the control input, w is the
disturbance, B1 is a gain matrix for w, A and B2 are matrices of the plant
model. The existing controller is specified by a feedforward term KFF and a
feedback term KFB. The DFC comprises a nominal plant model specified by
parameter matrices An and B2n along with the disturbance feedback L. The
true states of the plant are denoted xp, while xpn contains the state values of
the nominal plant.

Fig. 4 shows a general closed-loop system in a two input, two output
formulation (left) and the closed-loop DFC design configuration (right). As
per usual, the design consists of choosing L such that the transfer function
T from w to z, where z is the output for evaluating the performance of the
controlled systems, becomes small in some sense. We assume that KFF and
KFB are fixed; that is, the existing controller is considered as part of the plant
P. Thus, P includes the true plant G, the nominal model Gn, and the existing
controller K in the robust DFC design setup.

3.1 Parametric Uncertainty Model
To achieve a robust design, parametric uncertainties in the crane system model
must be considered. Let the true plant be

ẋp = Axp + B2uT , (9)
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with the plant parameters A ∈ Rn×n, B ∈ Rn×m being affected by parametric
uncertainties of the form [15])

A = An +
p

∑
i=1

δa,i Ai, δa,i ∈ [−1,+1]p. (10)

Here, An is the nominal state space representation, while δa = (δa,1, . . . , δa,p)
are unknown vectors multiplied by known (constant) matrices Ai that express
the ensemble of all uncertain quantities in the model. The design will have
to ensure stability and performance for all possible values of the unknown
parameters δa,i.

The Disturbance Feedback Controller (DFC) is chosen as

ul = Lϵ, (11)

where L ∈ Rm×n is the disturbance feedback gains, ϵ = xpn − xp, and xpn =(
ẋTn ẋn xTn xn

)T ∈ Rn×1 is the state vector of the nominal plant model.
The extended state space representation of the overall system can be written

as follows;

ẋpp = Appxpp + Bpp1w + Bpp2ul (12)
z = Czxpp + Dzul

where

xpp =
(

ẋT ẋ xT x ẋTn ẋn xTn xn
)T ,

App =

(
Aδ − B2KFB 0

0 An − B2KFB

)
,

Bpp1 =

(
B1
0

)
, Bpp2 =

(
B2
0

)
,

Cz =
(
−I 0

)
, Dz = 0,

and w is an input disturbance, and Aδ can be any extremal value of A in (6).
The closed loop transfer function T from w to z is computed as follows:

ẋpp = Aδxpp + Bw (13)
z = Cxpp +Dw,

where(
Aδ B
C D,

)
= Aδ − B2KFB − B2L B2L B1

0 An − B2KFB 0
−I 0 0

 .
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3.2 Optimization Problem of robust DFC Design
The optimization problem of robust DFC design is given as follows3:

minimize γ,
X1,X2,Y,W

(14)

subject to; (15) Aδ
TX +XAδ B XCT

BT −γI DT

CX D −γI

 < 0,

X =

(
X1 0
0 X2

)
, X > 0, γ > 0,(

X1 Y
Y µ2 I

)
> 0,

(
X2 W
W µ2 I

)
> 0,

where Y := LX1 and W := LX2, and µ is the upper limit of the control
signal, i.e., the trolley velocity. In the above, the subscript-δ notation should
be understood as requiring the LMIs to be satisfied for all extremal points of δa
as defined in (6). That is, the LMIs must be satisfied everywhere on the convex
hull defined by the permissible values of the uncertainties, implying that one
LMI has to be solved for every vertex of the hypercube δa ∈ [−1, 1]p to yield
one common X .

4 Numerical Examples
This section demonstrates the robust DFC design for an example gantry crane
system.

4.1 Modeling of the Crane Systems
The nonlinear system (1)–(2) is simulated in Matlab using the built-in fixed-
step automatic solver selection solver with the parameter values given
in Table 1. The existing controller and the DFC are designed based on the
linearized model with parameter matrices (6)-(7). The DFC is furthermore
allowed knowledge about the permitted changes in the parameter l (shown in
the table). The nominal model Gn is thus given by

An =


−6.25 0 0 1.960
6.25 0 0 −2.352
1.00 0 0 0

0 1.0 0 0

 , B2n =


6.25
−6.25

0
0


3Corrigendum corrected in (15) compared to original publication
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Fig. 5: A reference data set r for state ẋT , ẋ, xT , and x (x := θl).

where An is the nominal model with rope length set to 25 m.
Fig. 5 shows the reference data set r for state ẋT, ẋ, xT, and x. This data

set is created in advance according to the following rules:

• The acceleration/deceleration of the trolley should be piecewise constant.

• The trolley position profile must match the fundamental load oscillation
period.

• The angle θ and θ̇ should be zero when the acceleration and deceleration
phases are finished.
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Table 1: Parameter values of the crane system model.

Parameter Value Unit
mT 10×103 kg
mL 50×103 kg
l [5, 45] m
g 9.8 m/s2

Gasr 62.5 -

The state feedback controller KFB is designed by standard pole placement4:

KFB =
(

3.8708 3.5494 1.5625 −0.6732
)

. (16)

4.2 Robust DFC Design
The optimal H∞ performance achieved by solving the optimization problem in
(11)-(15), was γ = 0.5052, and the robust DFC gain is obtained as follows,

L =
(

14.2388 11.9464 2.5123 −10.7141
)

. (17)

The design may for example be analyzed in the frequency domain. Bode plots of
T are shown in Fig. 6, where it is seen that the proposed design is able to achieve
better disturbance attenuation for all state variables than the conventional
control, especially for frequencies less than 20 [rad/sec].

4.3 Simulation Results
The system’s response to position set point changes and disturbances are then
examined to compare the conventional control and proposed control. A sum-
mary of the simulation conditions are shown in Table 2.

Fig. 7 and Fig. 8 show simulation results of Fuji’s existing control (left),
and Fuji’s control with robust DFC (right). The robust DFC did not disturb
the original control during the set point change, and thus ẋT, ẋ, xT, and x, are
almost identical for both control methods for the first minute. On the other
hand, as can be seen, the robust DFC went into action to attenuate the load
sway when an impulse force was applied to the load. Impulse disturbances could
for instance represent sudden gusts of wind or collisions during the operation
of the gantry crane system.

The simulation in case 3, which has the shortest rope length with l=5m,
exhibits the worst sway for both control methods. Here, the proposed method

4Corrigendum corrected in (16) compared to original publication
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Table 2: Simulation conditions.

Item Value Unit
Sampling time 10−3 s
Set point of trolley 88 m
Upper limit of trolley velocity 6.0 m/s
Simulation time 100 s
Time of impulse disturbance 60 s
Pulse width of disturbance 2 s
Pulse amplitude of disturbance 2 ×105 N

Table 3: Simulation results of the disturbance responses.

Conventional method Proposed method
Item (KFF + KFB) (KFF + KFB

+DFC)
Maximum angle 0.68 rad 0.64 rad
Minimum angle -0.16 rad -0.12 rad

Maximum settling time 89.49 s 88.27 s
Minimum settling time 66.12 s 64.04 s

shows noticeably better performance than the conventional method, but in fact
one can notice better attenuation in all three cases. Table 3 shows evaluation
values in simulation results of the disturbance responses. The proposed method
improved the maximum and minimum load angle θ by 0.04 and 0.08 radians,
respectively, which means DFC decreased the sway by 4.58 degrees in total.
In addition, the settling time was improved by between 1.22 seconds (case
2, l = 45m) and 2.07 seconds (case 3, l = 5m). As a result, the proposed
method demonstrated the improvement of anti-sway control when an impulse
disturbance is applied. Also, while 4.6 degrees may not sound like much, it is
worth noting that the simulation considers a 50-ton load.
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Fig. 6: Bode plots of closed loop system transfer function from w to z.
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4. Numerical Examples
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Fig. 8: Zoom on the sway angle in the disturbance responses.5

5 Discussion and Conclusions
This paper proposed an anti-sway control design for crane systems based on
robust Disturbance Feedback Control (DFC). The robust DFC design is for-
mulated in such a way that it can be added on to existing conventional control
loops without affecting feedforward positioning profiles. The design is made
robust by way of LMI optimization; assuming the optimization problem can
be solved, the solution is guaranteed to respect robust performance and input
constraints. The design method was tested in simulation against a realistic
nonlinear gantry crane system model. The conventionally designed system re-
sponse was left unaffected during a position set point change, whereas the DFC
was able to attenuate an impulse disturbance response better than the conven-
tional feedback control, thus exhibiting better anti-sway control performance.

In future work, we will attempt to verify the design on a laboratory-scale
gantry crane setup using Hardware In the Loop (HIL) simulation and Pro-
grammable Logic Controllers (PLCs) under more realistic circumstances.
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1. Introduction

Abstract
This paper examines additional model uncertainties in frequency domain for ro-
bust Disturbance Feedback Control (DFC) which was designed with parametric
uncertainties for crane control systems. A gantry crane model is represented by
state space model with parametric uncertainties. Robust DFC is solved by Lin-
ear Matrix Inequality (LMI) optimization in order to minimize the sway angle
of the load against external disturbance. Robust stability of the robust DFC in
frequency domain is analysed in order to verify the robustness against uncer-
tainties in frequency domain. The results of analysis shows that the proposed
method can cut off the uncertainties in high frequency domain.

1 Introduction
Traditionally, gantry crane systems have been controlled by means of feedfor-
ward control, taking the limited motor torque and constraints of trolley speed
into account [1, 2]. Feedback control is also necessary to remove errors between
references and measurement values, which is typically achieved by PID control
of the gantry crane trolley [3].

Over the years, Fuji Electric (Fuji) has developed various anti-sway control
schemes for crane systems, amongst others an observer based control scheme [4].
Subsequently, the anti-sway control scheme was further improved to combine
feed forward control and state feedback control, and applied in commercial
gantry cranes as shown in Fig. 1. This controller shows sufficient performance
when tracking control is examined, however, it could improve the stability
and performance if the robustness against external uncertainties (disturbances)
and internal uncertainties (perturbations of model parameters) is taken into
account.

Robust control scheme for crane systems is proposed, and an experimental
validation of robust iterative learning control is investigated in [5]. In addition,
H∞ control via LMI approach for crane systems are proposed in [6], and robust
fuzzy H∞ control for nonlinear systems are presented with state feedback via
LMI in [7].

These robust designs in previous studies are considered for one-degree-of
freedom (1DOF) controllers for closed loop systems. Conventional or exist-
ing controller has to be replaced if the new controllers are introduced above.
However, many industrial applications prefer to keep existing control because
control specification and know-how are contained by customers and engineers
with a lot of experience.

Disturbance Feedback Control (DFC), which can argument the existing
control system, was originally developed as impact drop observer by Fuji in
1980 [8]. This control structure has an additional feedback L to compensate for

217



Paper F.

Fig. 1: A gantry crane system [10].

disturbance and model uncertainties as shown in Fig. 2. This control system
can maintain existing control K and augment the system by DFC L. Note that
DFC is not the same as Internal Model Control (IMC) [9] because DFC has two
feedback signals, which means two degrees of freedom (2DOF). On the other
hand, IMC has only one feedback signal, which will be zero when there is no
modeling error.

In a previous study, we proposed a robust DFC for a refrigeration system
in [11], and presented the relevant works about anti windup design for the
robust DFC in [12]. The robust DFC improved the performance compared
to conventional control. Thus, there may be advantage for crane applications
to maintain conventional control and augment the system by DFC L instead
of replace the entire control design. For these reasons, this paper proposes a
robust anti-sway DFC scheme based on LMI optimization.

The proposed method is applied in velocity control of the trolley for the
gantry crane systems as shown in Fig. 1, and the conventional control scheme
is augmented by proposed robust DFC, and both set point and disturbance
responses are examined with or without robust DFC through simulations.

The rest of the paper firstly describes the problem definition, and crane
system model including parametric uncertainty model is considered. Then
proposed method and conventional method are explained in Section 2. Next,
Section 3 formulates the LMIs used for optimization of the robust DFC design
for crane systems. After that, numerical examples of a gantry crane system
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2. Problem Definition

Fig. 2: Block diagrams of a crane control system with disturbance feedback control.

are demonstrated in Section 4. Finally, discussion and conclusions are given in
Section 5.

2 Problem Definition

2.1 Crane System Model
Crane system model is given by a principle of the pendulum as shown in Fig.
3 1.

mT ẍ = F + mLgθ (1)
mL(ẍT + ẍ) = −mLgθ, (2)

which will be used for control design.
where mT is the trolley mass, mL is the load mass, F is the force exerted on

the trolley by the drive train, g is the gravitational acceleration, θ is the angle
of the suspension rope from vertical, l is the rope length, and xT is the position
of trolley. Assuming θ to be small, we can make the linearizing simplifications
x ≈ lθ and sin θ ≈ θ.

The motor force to the trolley F is given by a inverter which regulates the
trolley speed.

F = Gasr(uT − ẋT), (3)
1Corrigendum corrected in (1)-(2) compared to original publication
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Fig. 3: A crane model for control design.

where Gasr is the Auto Speed Regulator (ASR) gain, uT is the reference of
trolley speed, and ẋT is the state of trolley speed.

State space representation for by crane system model is yielded in (1) - (3).

ẋp = Axp + B2uT ,

where xp = (ẋT ẋ xT x)T ∈ Rn×1 is the state vector, and

A =


−GASR

mT
0 0 g

l (
mL
mT

)
GASR

mT
0 0 −g

l (mL
mT

+ 1)
1 0 0 0
0 1 0 0

 (4)

B2 =


GASR

mT−GASR
mT
0
0

 ,

and A ∈ Rn×n, B2 ∈ Rn×m.

2.2 Design Concepts for Disturbance Feedback Control
Fig. 2 shows a block diagram of a closed-loop system with DFC, where r is
the reference input, uT = uk + ul is the control input, w is the disturbance, B1
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2. Problem Definition

Fig. 4: A closed-loop system for design of an H∞ controller H(s) (Left), and a closed-loop
system for design of DFC L(s) (Right).

is a matrix for w, A and B2 are matrices of the plant model, An and B2n are
matrices of the nominal plant model, KFF is an existing feed forward controller,
KFB is an existing feedback controller, L is the disturbance feedback controller,
xp is the state values of the plant, xpn is the state values of the nominal plant.

Fig. 4 shows a general closed-loop system with two input, two output
formulation (left) and the closed-loop system for DFC (Right). In general,
when designing controllers, the transfer function T from w to z, where z is the
output for evaluating the performance of the controlled systems. Note that
the motivation of the robust DFC design is to improve the existing system.
We assume that the existing controller K, which is KFF and KFB in the crane
application, is fixed. This means we can deal with K as a part of the plant P.
Thus, P includes plant model G, nominal model Gn, and conventional controller
K for the robust DFC design.

2.3 Parametric Uncertainty Model
Now parametric uncertainties of the crane system model is considered;

ẋp = Axp + B2uT , (5)

where A ∈ Rn×n, B ∈ Rn×m. The plant parameters are affected by parametric
uncertainties [13]) expressed by

A = An +
p

∑
i=1

δa,i Ai, δa,i ∈ [−1,+1], (6)

where δa = (δa,1, . . . , δa,p) are unknown vectors, which express the ensemble of
all uncertainty quantities in a given dynamics, An is the nominal state space
representation, and Ai describe the uncertainty.
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2.4 Feed Forward Controller
The feed forward controller KFF is designed by reference data set based on the
oscillation cycle of hoisting loads. The data set of acceleration and deceleration
for trolley speed is considered by [14]. State value of the trolley speed ẋT is
created in order to attenuate residual oscillation for the time-variant oscillation
mechanism. The rest of data set for state variables, position of trolley xT,
x = lθ is a rope length l times angle θ, and ẋ, are calculated with control input
data uT = xT.

2.5 State Feedback Controller
The state feedback control for KFB is defined as

uk = KFBxp, (7)

where KFB ∈ Rm×n is the state feedback gains, and xp = (ẋT ẋ xT x)T ∈ Rn×1

is the state vector.

2.6 Disturbance Feedback Controller
The Disturbance Feedback Controller (DFC) is chosen as

ul = Lϵ, (8)

where L ∈ Rm×n is the disturbance feedback gains, ϵ = xpn − xp, and xpn =(
ẋTn ẋn xTn xn

)T ∈ Rn×1 is the state vector of nominal plant model.

3 Disturbance Feedback Control Design
This section presents a robust DFC design method for state feedback control
using an LMI optimization. Firstly, the closed loop system Tzw(s) is obtained
by the extended state space representation. Next, two constraints are intro-
duced to design the robust DFC. Here, we make use of the Bounded Real
Lemma (BRL) and the input constraints [15]. The BRL is applied to guaran-
tee a robust performance, and the input constraint is introduced to consider
limitation of the control devices.

3.1 The Extended State Space Representation for Robust
DFC

The extended state space representation of the overall system can be written
as follows;

ẋpp = Appxpp + Bpp1w + Bpp2ul (9)
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z = Czxpp + Dzul

where

xpp =
(

ẋT ẋ xT x ẋTn ẋn xTn xn
)T ,

App =

(
Aδ − B2KFB 0

0 An − B2KFB

)
,

Bpp1 =

(
B1
0

)
, Bpp2 =

(
B2
0

)
,

Cz =
(
−I 0

)
, Dz = 0,

and w is an input disturbance, and Aδ can be any extremal value of A in (6).
The closed loop transfer function T from w to z is computed as follows:

ẋpp = Aδxpp + Bw (10)
z = Cxpp +Dw,

where(
Aδ B
C D,

)
= Aδ − B2KFB − B2L B2L B1

0 An − B2KFB 0
−I 0 0

 .

3.2 Optimization Problem of robust DFC Design
The optimization problem of robust DFC design is given as follows:

minimize γ,
X1,X2,Y,W

(11)

subject to; (12) Aδ
TX +XAδ B XCT

BT −γI DT

CX D −γI

 < 0,

X =

(
X1 0
0 X2

)
, X > 0, γ > 0,(

X1 Y
Y µ2 I

)
> 0,

(
X2 W
W µ2 I

)
> 0,

where Y := LX11 and W := LX22, and µ is the upper limit of control output,
which is the trolley speed. In the above, the subscript δ notation should be
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understood as requiring the LMIs to be satisfied for all extremal points of δa as
defined in (6). That is, the LMIs must be satisfied everywhere on the convex
hull defined by the permissible values of the uncertainties; i.e., one LMI has to
be solved for every vertex of the hypercube δa ∈ [−1, 1]p to yield one common
X .

4 Numerical Examples
This section demonstrates the robust DFC design for gantry crane systems.

4.1 Modeling of the Crane Systems
Numerical model for crane system is obtained by parameter values in Table 1
and the state space equation in (2.1)-(6).

An =


−6.2500 0 0 1.6333
6.2500 0 0 −1.9600
1.0000 0 0 0

0 1.0 0 0

 (13)

A1 =


0 0 0 −0.5444
0 0 0 0.6533
0 0 0 0
0 0 0 0



A2 =


0 0 0 1.6333
0 0 0 −1.9600
0 0 0 0
0 0 0 0



B1 =


1
1
1
1

 B2n =


6.2500
−6.2500

0
0

 ,

where An is the nominal model with rope length set to 30 m, A1 and A2
are parametric uncertainties when rope length reaches the corner points 45 m
and 15 m respectively, B2n is the nominal matrix of B2, and B2 = B2n in this
examples.

Fig. 5 shows a reference data set r for state ẋT, ẋ, xT, and x, (x := θl).
This data set is created in advance, and designed by following policies:

• The speed variation of trolley is constant during acceleration and decel-
eration.
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Fig. 5: A reference data set r for state ẋT , ẋ, xT , and x (x := θl).

• The travelling plan is made by using period of the oscillation on load.

• The angle θ and θ̇ should be zero when the acceleration and deceleration
are finished.

Note that the control signal from the feed forward control KFF is equivalent to
reference data of trolley speed, xT,re f on the top of the graphs at Fig. 5. Next,
state feedback controller KFB is designed by pole placement scheme.

KFB =
(

4.1603 3.8579 1.5625 −0.5320
)

. (14)
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Table 1: Parameter values of the crane system model.

Parameter Value Unit
mT 10 ton (103kg)
mL 50 ton (103kg)
l [15, 45] m
g 9.8 m/s2

Gasr 62.5 -

4.2 Robust DFC Design
The optimal H∞ performance, solved by the optimization problem in (11)-(12),
was γ = 0.3864, and the robust DFC is obtained as follows,

L =
(

8.3127 5.4399 1.9572 −5.0353
)

. (15)

Now the result of robust DFC L is analysed in the frequency domain. Bode
plots of Tzw, which is a transfer function from w to z in Fig. 4, are shown in Fig.
6. Proposed method can cut off the disturbance for all state variables better
than conventional control, especially frequencies less than 30[rad/sec]. Fig. 7
shows enlarged figures of the sway angle on the disturbance responses with
nonlinear system model. The simulation in case 3, which has the shortest rope
length with l=15m, exhibits the worst sway in both control methods. More
importantly, the proposed method shows better performance than conventional
method in the all three case.

4.3 Verification of Robustness against Internal Uncertainty
in Frequency Domain

Robust stability against internal uncertainties in frequency domain is consid-
ered for robust DFC L which was solved in 4.2. Multiplicative uncertainties ∆
and its weight function Wu are added to the plant model set G which includes
the parametric uncertainties in 2.3. Transfer function from ũ to u in Fig. 8 is
represented by

Tũu = −(LGnKFBG + LG + KFBG) (16)

where G is plant model set, Gn is nominal plant model represented by transfer
function, KFB is state feedback controller which is given in (14), and L is robust
DFC which is solved in (15).

The model of weight function Wu is chosen as first order systems.

Wu = κ
s + β

s + α
(17)
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Fig. 6: Bode plots of a closed loop system Tzw.
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Fig. 7: Sway angle on the disturbance responses.

where κ, α, and β are tuning parameters in order to find the worst case of
|Wu||Tũu| < 1

An example of the worst case of Wu is given with κ=2.27210523, α=1000,
and β=0.0001. Wu gives magnitude more than 0 [dB] in the high frequency
area 500-10000 [rad/sec]. The peak gain Gp = -0.975 [dB] and peak frequency
fp = 0.457 [rad/sec] respectively.

The figure shows that the optimized DFC L including parametric uncer-
tainties can be robust against the high frequency domain.

Fig. 8: Block diagrams of a crane control system with DFC, and multiplicative uncertainty
Wu∆ is added to the plant set G.
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Fig. 9: Bode diagram of weight function Wu, and transfer function from ũ to u, Tũu with
each corner points of parametric uncertainties.

5 Discussion and Conclusions
This paper examines additional model uncertainties in frequency domain for ro-
bust Disturbance Feedback Control (DFC) which was designed with parametric
uncertainties for crane control systems. Robust stability of the robust DFC in
frequency domain is analysed in order to verify the robustness against uncer-
tainties in frequency domain. The results of analysis shows that the proposed
method can cut off the uncertainties in high frequency domain. The simulation
results demonstrate the effectiveness of the proposed design methods.
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