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A UNIFIED APPROACH TO GENERATING SOUND ZONES USING VARIABLE SPAN
LINEAR FILTERS
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Audio Analysis Lab, CREATE, Aalborg University, Aalborg, Denmark
{tlee,jkn,jrj,mgc}@create.aau.dk

ABSTRACT

Sound zones are typically created using Acoustic Contrast Control
(ACC), Pressure Matching (PM), or variations of the two. ACC
maximizes the acoustic potential energy contrast between a listen-
ing zone and a quiet zone. Although the contrast is maximized, the
phase is not controlled. To control both the amplitude and the phase,
PM instead minimizes the difference between the reproduced sound
field and the desired sound field in all zones. On the surface, ACC
and PM seem to control sound fields differently, but we here demon-
strate they are actually extreme special cases of a much more general
framework. The framework is inspired by the variable span linear
filtering framework for speech enhancement. Using this framework,
we demonstrate that 1) ACC gives the best contrast, but the highest
signal distortion in the bright zone, and 2) PM gives the smallest sig-
nal distortion in the bright zone, but the worst contrast. Aside from
showing this mathematically, we also demonstrate this via a small
toy example.

Index Terms— Sound zones, joint diagonalization, variable
span linear filter, speech enhancement, personal sound.

1. INTRODUCTION

Sound zones enable multiple people to enjoy different audio content
in the same acoustic environment without disturbing each other. This
effect can be obtained using headphones, but headphones hinder so-
cial interaction between people. Therefore, a large loudspeaker ar-
ray is instead employed to create the sound zones, and the control
strategy of this loudspeaker array has been an active research field
since the first attempt was made by Druyvesteyn and Garas in [1]
two decades ago. They proposed that the control strategy should
be frequency dependent. Specifically, they suggested to use active
control for low frequencies, beamforming for mid frequencies, and
directional loudspeakers for high frequencies.

Acoustic contrast control (ACC) and the concept of a bright zone
and a dark zone were proposed by Choi and Kim [2] a few years later.
In the bright zone, the desired sound should be present whereas the
dark zone should be silent. By superposition, the concept of the
bright and dark zones can be used to create two zones with different
desired sound fields so most of the subsequent research has adopted
this concept. In ACC, the acoustic contrast, which is defined as the
acoustic potential energy ratio between the bright and dark zones, is
the criterion that is maximized. Consequently, the ACC method does
not try to match the reproduced sound field in the bright zone to the
desired sound field, and this often results in audible distortions [3].
To minimize the distortion, the pressure matching (PM) method pro-
posed by Poletti [4] minimizes the squared difference between the
desired sound field and the reproduced sound field simultaneously in
both zones. Since their introduction, ACC and PM have been used

in many applications [5–9]. Although a number of different methods
exist [10–17], including mode matching, most methods are based on
ACC or PM.

ACC maximizes the contrast, but the difference between the de-
sired sound field and the reproduced sound field is not taken into
account. On the other hand, PM minimizes this differences, but at
the cost of a reduced contrast. Although it has not been proved so
far, there seem to be an empirical evidence for that ACC gives the
best contrast, but the highest distortion, and that PM gives the small-
est distortion, but the worst contrast. Therefore, many methods have
tried to modify either ACC or PM to get an intermediate solution
which allows us to trade-off distortion for contrast. Examples of
such methods can be found in [18–23].

Although ACC and PM seem to be two fundamentally differ-
ent approaches [9, 16, 18, 24], they are actually two special cases
of a much more general framework. In this paper, we present this
framework which is adopted from speech enhancement where it has
recently been introduced as variable span linear filtering (VSLF)
[25, 26]. The framework has several well-known speech enhance-
ment filters, i.e., minimum distortion, Wiener, and maximum SNR
as the special cases. When used in the context of sound zone design,
we also obtain a general framework where ACC, PM, and some of
their variations are the special cases. The framework can also be
used to prove that ACC indeed gives the best contrast, but the high-
est distortion, and that PM gives the smallest distortion, but the worst
contrast. Throughout this paper, we consider the sound zone design
problem in the time domain since the sound zone design problem in
the frequency domain is a special case of the time domain formu-
lation. We also give the conditions under which the time domain
formulation reduces to the frequency domain formulation.

2. GENERATION OF SOUND ZONES

The problem of generating sound zones is often formulated as that
of generating a bright zone and a dark zone. A listening zone with
high acoustic potential energy is referred to as a bright zone and the
listener located in this zone should hear the desired audio content.
On the other hand, a quiet zone has the acoustic potential energy
as low as possible and is referred to as a dark zone. As alluded to
in the introduction, a solution for the bright and dark zones design
problem can straightforwardly be used to create two different bright
zones through the superposition principle.

We start by setting up the mathematical model corresponding
to Fig. 1. A zone can be explained as a region whose sound field
is controlled by a loudspeaker array. Every zone is sampled at a
number of microphone positions, which are not necessarily the same
in each zone. Throughout this paper, the subscript B and D represent
the bright zone and the dark zone, respectively, and C represents the



union of the bright and dark zones. In the derivation below, we focus
on the bright zone, but the same derivation can be made for the dark
zone. Assume that we have MB microphones in the bright zone.
In the absence of noise, the mth microphone measures the signals
emitted by the L loudspeakers, convolved with the room impulse
response (RIR) hml[n] with n ∈ {0, · · · ,K − 1} from loudspeaker
l to microphone m. The input of the lth loudspeaker is the signal
x[n] convolved with a finite impulse response (FIR) function ql[n]
with n ∈ {0, · · · , J − 1}. We know x[n] and hml[n] (the latter is
typically measured), but the control filters {ql[n]}Ll=1 are unknown.
Thus, the objective is to design ql[n] to generate the sound zones.
The reproduced sound pressure on the mth microphone position in
the bright zone at the nth time sample can be written as

pml[n] =

K−1∑
k=0

hml[k]

J−1∑
j=0

ql[j]x[n− k − j]

= hT
mlX[n]ql, (1)

where (·)T denotes the transpose of a vector or a matrix,

hml =
[
hml[0] · · · hml[K − 1]

]T ∈ RK×1 (2a)

ql =
[
ql[0] · · · ql[J − 1]

]T ∈ RJ×1, (2b)

and X[n] =
{
x[n− k− j+2]

}
k=1,··· ,K,j=1,··· ,J . By summing the

contribution from all L loudspeakers, we obtain

pm[n] =

L∑
l=1

pml[n] =

L∑
l=1

hT
mlX[n]ql = hT

mX[n]q, (3)

where hm =
[
hT
m1 · · · hT

mL

]T , q =
[
qT
1 · · · qT

L

]T , and
X[n] = IL ⊗ X[n] are of size LK × 1, LJ × 1, and LK × LJ ,
respectively. ⊗ is the Kronecker product, and IL is the identity ma-
trix of size L. Thus, the reproduced sound field in the bright zone
pB [n] =

[
p1[n] · · · pMB [n]

]T can be written as

pB [n] = HT
B [n]q ∈ RMB×1, (4)

where HB [n] = XT [n]
[
h1 · · · hMB

]
∈ RLJ×MB is referred to

as a spatial information matrix of the bright zone and is known. The
reproduced sound field in the dark zone pD[n] is defined in the same
manner. Thus, the reproduced sound field and the spatial information
matrix for the total zone are given by

pC [n] =
[
pT
B [n] pT

D[n]
]T ∈ R(MB+MD)×1 (5a)

HC [n] =
[
HB [n] HD[n]

]
∈ RLJ×(MB+MD). (5b)

Since the acoustic potential energy at the mth microphone po-
sition is calculated as p2m[n], the average acoustic potential energy
density in the bright zone is represented as the spatially-temporally
averaged quantity

eB =
1

MBN

N−1∑
n=0

pT
B [n]pB [n] =

1

MB
qT RBq, (6)

where N is the number of time samples recorded by each micro-
phone, RB = N−1∑N−1

n=0 HB [n]HT
B [n] is a real-symmetric and

positive (semi)definite, and is referred to as a spatial correlation ma-
trix of the bright zone. If MBN ≥ LJ is satisfied, RB has full rank
if x[n] and hml[n] are not trivial signals such as the zero vector. RD

is defined in the same manner for the dark zone. Finally, we also
have that RC = RB + RD .

The acoustic contrast γ is an important quantity in order to de-
scribe the ratio of eB to eD . It is defined by [2]

γ =
eB
eD

=
MDqT RBq
MBqT RDq

= κ2 qT RBq
qT RDq

, (7)

where κ2 =MD/MB and eD =M−1
D qT RDq.

Fig. 1. System setup.

2.1. ACC

ACC, which was originally proposed in the frequency domain [2],
maximizes eB , while reducing eD as much as possible. The fre-
quency domain ACC is actually a special case of the time domain
ACC, so we consider the latter case here. The ACC solution is ob-
tained solving the constrained optimization problem

maximize eB =M−1
B qT RBq s. t. eD =M−1

D qT RDq. (8)
If we introduce a Lagrange multiplier γ, we can form the Lagrangian
function [27] LACC(q, γ) =M−1

B qT RBq + γ(M−1
D qT RDq− eD).

The solution q can be obtained by taking the derivative ofLACC(q, γ)
with respect to q and setting the derivative equal to zero. Doing this,
we obtain a generalized eigenvalue problem of the form

κ2RBq = γRDq. (9)
The solution qACC is given by the eigenvector corresponding to the
largest eigenvalue κ−2γmax from the above equation. Note that RD

must be positive definite to calculate the inversion. To ensure this,
regularization is sometimes performed by adding a scaled identity
matrix to RD . Also note that when x[n] is a J-periodic signal with
N = J ≥ K and γ is optimized per frequency bin rather than glob-
ally as in (9), it decouples into J independent generalized eigenvalue
problems, whose solutions are identical to the solution of ACC in the
frequency domain of J frequency bins. For more on the ACC time
domain approaches see [20, 21, 23, 28].

2.2. PM

As alluded to earlier, ACC does not try to control the phase in the
two zones since it only optimizes the acoustic contrast [29, 30]. To
control the phase and the amplitude, a desired (or target) sound field
can be defined which should be reproduced. PM, proposed by Poletti
[4], minimizes the difference between the desired and reproduced
sound fields in a least squares sense. PM was originally formulated
in the frequency domain, but we here describe the core concept of
PM in the time domain. Let dB [n] be the desired sound field of the
bright zone. For instance, dB [n] can be the sound field generated by
a virtual source or a loudspeaker array. One specific example will
be shown in Section 4. By virtue of being the dark zone, the desired
signal in the dark zone is the zero vector 0MD . Thus, the desired
sound field for the total zone is

dC [n] =
[
dT
B [n] 0T

MD

]T ∈ R(MB+MD)×1. (10)
The reproduction error, i.e., the difference, between the desired and
reproduced sound fields can then be defined as

εC [n] = dC [n]− pC [n] = dC [n]−HT
C [n]q, (11)

and the average reproduction error energy for N samples recorded
at each microphone is defined by

SC =
1

N

N−1∑
n=0

‖εC [n]‖2 =
1

N

N−1∑
n=0

(
‖εB [n]‖2 + ‖εD[n]‖2

)
= SB + SD, (12)



where ‖·‖ is the `2 norm operator, SB , SD are the average distor-
tion energy and the average residual energy, respectively. The least
squares estimate of qPM which minimizes SC will then be

qPM =

(N−1∑
n=0

HC [n]HT
C [n]

)−1 N−1∑
n=0

HC [n]dC [n]

= R−1
C rB =

(
RB + RD

)−1rB , (13)

where rB = N−1∑N−1
n=0 HB [n]dB [n]. In order to avoid having to

solve a large linear system, PM is typically considered in the fre-
quency domain. Setting N = J ≥ K and assuming x[n] to be J
periodic make the time domain PM identical to the frequency do-
main PM, and the linear system in (13) decouples into J indepen-
dent linear problems. Note that a regularization parameter is often
introduced in (13) in order to ensure the inversion of RB + RD [4].
Another variation consists in scaling the correlation matrices in order
to trade-off the fitting to the desired signal in the bright zone to the
average residual energy in the dark zone [18, 20]. Thus, the solution
is qHY ∝

(
ζRD + (1 − ζ)RB

)−1rB where ζ is a weighting factor.
Although not being a combination of ACC and PM, such trade-off
methods are often referred to as hybrid methods.

3. A UNIFIED APPROACH

In this section, we show how q can be obtained in a general frame-
work which has ACC and PM as two extreme special cases. The
framework is inspired by a recently introduced framework in speech
enhancement which is referred to as VSLF [25, 26]. To present this
framework in the context of sound zone design, we initially con-
sider the generalized eigenvalue problem encountered in ACC. The
solution to the generalized eigenvalue problem in (9) is a diago-
nal matrix ΛLJ containing the LJ eigenvalues in descending order,
λ1 ≥ · · · ≥ λLJ , and the square matrix U =

[
u1 · · · uLJ

]
containing the LJ eigenvectors ordered according to the eigenval-
ues. These eigenvectors jointly diagonalize the spatial correlation
matrices as [31, 32]

UT RBU = ΛLJ , UT RDU = ILJ . (14)

In ACC, the solution qACC is proportional to the first eigenvector u1.
In speech processing, such a filter is referred to as a maximum SNR
filter since it maximizes the noise suppression at the filter output.
However, the maximum SNR filter is known to distort the speech
signal significantly since it seeks to attenuate the noisy signal in all
frequency bins, except for the frequency with the maximum SNR.
This problem is also observed in sound zone designs where the filters
seek to maximize the contrast at just one frequency [21–23].

In speech enhancement, there is generally a trade-off between
signal distortion and noise suppression. Thus, if we want a small
signal distortion, we get a low noise suppression and vice versa. In
sound zone design, we have a similar trade-off between the signal
distortion and the acoustic contrast. Despite its name, the hybrid
method does not directly allow us to make a trade-off between the
signal distortion and the acoustic contrast. Instead, it trades-off SB

for SD through the scalar ζ. In other words, the extreme cases of the
hybrid method are neither ACC nor PM. The hybrid method forces q
towards the zero vector to minimize SD when ζ → 1. On the other
hand, the hybrid method only seeks to minimize the signal distortion
in the bright zone for ζ → 0, but does not control the dark zone.
Finally, PM is for ζ = 0.5 [18].

The hybrid method is also a special case of the VSLF frame-
work, but the framework also allows us to make a trade-off between

V

µ

VAST
VAST

1 LJ
0

1
ACC Hybrid

PM, Wiener

MVDR

VS Wiener

VS MD

Fig. 2. An illustration of how the various special cases of the VAST
solutions are related as a function of the user parameters V and µ.

SB and γ. The main idea behind VSLF is to make a low rank ap-
proximation of the solution q. Any vector can be written as a linear
combination of basis functions as

q = Ba, (15)

where B ∈ RLJ×LJ and a ∈ RLJ×1 contain the basis functions and
the weights, respectively. To make an efficient V -rank approxima-
tion of q, we use the first 1 ≤ V ≤ LJ eigenvectors in U as the
basis functions. As in VSLF, the V -rank approximation UV aV to q
is then inserted in the models for the sound fields in the two zones,
and we optimize over aV instead of q. Note that UV and aV are of
size LJ × V and V × 1, respectively. The rank V is a user-defined
parameter, and, as we show later, it controls the trade-off between
SB and γ.

The low rank approximation in VSLF can be employed in many
different problem settings [25, 26]. As alluded to earlier, the hybrid
method in [18] can be viewed as the solution to one such problem
setting which is given by

minimize SB subject to SD ≤ ε, (16)

for V = LJ where ε ≥ 0 controls how important it is for the sound
zone system to suppress SD . For 1 ≤ V ≤ LJ , the solution to (16)
is generally referred to as a variable span trade-off (VAST) filter and
given by

qVAST(V, µ) = UV aV (µ) =

V∑
v=1

uvuT
v

µ+ λv
rB , (17)

where µ is a Lagrange multiplier. Typically, this Lagrange multiplier
is controlled directly instead of indirectly through ε. The trade-off
filter has many important special cases depending on how V and µ
are selected. First, consider the case where V = 1. This gives

qVAST(1, µ) =
u1uT

1

µ+ λ1
rB ∝ u1, (18)

which is clearly the ACC solution. Another interesting special case
is the case for V = LJ where we obtain

qVAST(LJ, µ) = U
(
ΛLJ + µILJ

)−1UT rB

=
(
RB + µRD

)−1rB , (19)

which is essentially equivalent to the hybrid method for a general µ
and the PM method for µ = 1. Other special cases can be found in
Table 1 and their relationship is illustrated in Fig. 2. The listed names
are inspired by the names from the speech enhancement community.

Earlier, we stated that the rank V controls the trade-off between
SB and γ. To show this, consider the acoustic contrast first. As
detailed in Sec. 2.1, it is

γV (µ) = κ2 aT
V (µ)ΛV aV (µ)

aT
V (µ)aV (µ)

, (20)
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Fig. 3. (a) Geometry setup showing the loudspeaker positions (N), the microphone positions in the bright (F) and dark (•) zones, (b) the acoustic contrast γ
with respect to frequency when V = 1 which corresponds to ACC( ), V = 800 ( ), and V = 1920 which corresponds to PM( ), (c) the acoustic contrast
before filtering( ), the acoustic contrast after filtering( ), SB( ), SD( ), and SC ( ). Note that SD is multiplied by 150 for better visualization.

where the equality follows by applying the joint diagonalization of
RB and RD . From this expression we see that γV (µ) ≥ γV ′(µ) if
V ≤ V ′. Consequently, we achieve the best and worst contrasts for
V = 1 and V = LJ , respectively, for a fixed µ. Second, we con-
sider SB(V ), SD(V ) as a function of V when we insert the VAST
solution qVAST(V, µ) such that

SB(V ) = σ2
d −

V∑
v=1

λv + 2µ

(λv + µ)2
‖uT

v rB‖2 (21)

SD(V ) =

V∑
v=1

1

(λv + µ)2
‖uT

v rB‖2, (22)

where σ2
d = N−1∑N−1

n=0 ‖dB [n]‖2. These expressions are very
interesting since they show that SB(V ) decreases and SD(V ) in-
creases with increasing V since the eigenvalues are nonnegative.
Thus, we get the minimum SB for V = LJ , but the minimum SD

for V = 1. Moreover, we also see that the ACC solution (V = 1)
gives the highest signal distortion. The V that minimizes SC(V ) can
in some cases be between these endpoints. Specifically since SC(V )
is the sum of SB(V ) and SD(V ), we see from

SC(V ) = σ2
d −

V∑
v=1

λv + 2µ− 1

(λv + µ)2
‖uT

v rB‖2 (23)

that SC(V ) will start increasing from the smallest value V satisfying
λv < 1− 2µ. Thus, SC(V ) never increases with increasing V if we
set µ ≥ 1/2 since all eigenvalues are nonnegative.

4. SIMULATION

The contribution made in this paper is theoretical, so we here only
include a proof-of-concept by considering a toy example. As illus-
trated in Fig. 3 (a), a circular array with three loudspeakers is con-
sidered, and three microphones for each zone are used. The loud-
speakers and the microphones are all assumed to be in the same
plane. We also assume that the setup is situated in the free-field, that
all loudspeakers behave as point sources, and that the microphones
are ideal. The length of the control filters {ql}3l=1 is J = 640,
and the sampling frequency is 12.8 kHz. The desired sound field
of the bright zone is set as the sound field generated by the loud-
speaker array denoted as dB [n] = HT

B [n]i
(L)
J , where i(L)

J = 1L⊗iJ ,
1L = [1 · · · 1]T ∈ RL×1 and iJ is the first column of IJ . Finally,
µ = 1 to show the performance of PM when V = LJ , the input
signal x[n] is set as the Kronecker delta function.

As a performance measure, we use the acoustic contrast as
a function of frequency. Specifically, we have used γ[k] =

Table 1. Various solutions for sound zone control
µ V Form

− − qVAST =
∑V

v=1

[
(µ+ λv)

−1uvuT
v rB

]
− 1 qACC = (µ+ λ1)

−1u1uT
1 rB

0 − qVS MD =
∑V

v=1

[
λ−1
v uvuT

v rB
]

0 LJ qMVDR = R−1
B rB

1 − qVS W =
∑V

v=1

[
(1 + λv)

−1uvuT
v rB

]
1 LJ qPM =

(
RB + RD

)−1rB

κ2∑MB
m=1 ‖DFT(pm[n])‖2/

∑MD
m=1 ‖DFT(pm[n])‖2 where k ∈

{0, · · · , N − 1} represents the frequency index and DFT is the
discrete Fourier transform [33]. Note that γ is equal to the largest
eigenvalue since κ2 = 1. As depicted in Fig. 3 (b), ACC, which
corresponds to V = 1, has high contrasts at a few frequencies. As
V increases toward the PM solution, however, the contrast becomes
flatter across frequency, thus minimizing SB .

Fig. 3 (c) shows the acoustic contrast with and without control
filters on the left y-axis. We clearly see that the acoustic contrast
decreases as V increases with ACC having the highest contrast and
PM the smallest. The right y-axis, on the other hand, shows the av-
erage distortion energy SB , the average residual energy SD , and the
average reproduction error energy SC . Despite being a toy problem,
it clearly illustrates how V can be chosen to trade-off SB for γ. The
average signal distortion energy SB and the average reproduction er-
ror energy SC decrease with V . Finally, the average residual energy
SD , which has been amplified by 150 in the figure, increases with
V .

5. CONCLUSION

We have proposed a unified approach to generating sound zones in
the time domain. This has been done by adopting a recent speech en-
hancement technique called variable span linear filtering. It is based
on making a joint diagonalization of the spatial correlation matrices
and has ACC and PM as extreme special cases corresponding to us-
ing the dominant or all eigenvectors. We also used the framework
to show that ACC gives the best contrast, but the highest distortion,
and that PM gives the smallest distortion, but the worst contrast. Fi-
nally, all solutions formed by using only a subset of eigenvectors will
have an acoustic contrast and an average distortion energy which are
upper and lower bounded by ACC and PM, respectively.
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