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ABSTRACT

Sound zones are typically created using Acoustic Contrast Control (ACC), Pressure Matching (PM), or variations of the two. ACC maximizes the acoustic potential energy contrast between a listening zone and a quiet zone. Although the contrast is maximized, the phase is not controlled. To control both the amplitude and the phase, PM instead minimizes the difference between the reproduced sound field and the desired sound field in all zones. On the surface, ACC and PM seem to control sound fields differently, but we here demonstrate they are actually extreme special cases of a much more general framework. The framework is inspired by the variable span linear filtering framework for speech enhancement. Using this framework, we demonstrate that 1) ACC gives the best contrast, but the highest signal distortion in the bright zone, and 2) PM gives the smallest signal distortion in the bright zone, but the worst contrast. Aside from showing this mathematically, we also demonstrate this via a small toy example.

Index Terms— Sound zones, joint diagonalization, variable span linear filter, speech enhancement, personal sound.

1. INTRODUCTION

Sound zones enable multiple people to enjoy different audio content in the same acoustic environment without disturbing each other. This effect can be obtained using headphones, but headphones hinder social interaction between people. Therefore, a loudspeaker array is instead employed to create the sound zones, and the control strategy of this loudspeaker array has been an active research field since the first attempt was made by Druyvesteyn and Garas in [1] two decades ago. They proposed that the control strategy should be frequency dependent. Specifically, they suggested to use active control for low frequencies, beamforming for mid frequencies, and directional loudspeakers for high frequencies.

Acoustic contrast control (ACC) and the concept of a bright zone and a dark zone were proposed by Choi and Kim [2] a few years later. In the bright zone, the desired sound should be present whereas the dark zone should be silent. By superposition, the concept of the bright and dark zones can be used to create two zones with different desired sound fields so most of the subsequent research has adopted this concept. In ACC, the acoustic contrast, which is defined as the acoustic potential energy ratio between the bright and dark zones, is the criterion that is maximized. Consequently, the ACC method does not try to match the reproduced sound field in the bright zone to the desired sound field, and this often results in audible distortions [3]. To minimize the distortion, the pressure matching (PM) method proposed by Poletti [4] minimizes the squared difference between the desired sound field and the reproduced sound field simultaneously in both zones. Since their introduction, ACC and PM have been used in many applications [5–9]. Although a number of different methods exist [10–17], including mode matching, most methods are based on ACC or PM.

ACC maximizes the contrast, but the difference between the desired sound field and the reproduced sound field is not taken into account. On the other hand, PM minimizes these differences, but at the cost of a reduced contrast. Although it has not been proved so far, there seem to be an empirical evidence for that ACC gives the best contrast, but the highest distortion, and that PM gives the smallest distortion, but the worst contrast. Therefore, many methods have tried to modify either ACC or PM to get an intermediate solution which allows us to trade-off distortion for contrast. Examples of such methods can be found in [18–23].

Although ACC and PM seem to be two fundamentally different approaches [9, 16, 18, 24], they are actually two special cases of a much more general framework. In this paper, we present this framework which is adopted from speech enhancement where it has recently been introduced as variable span linear filtering (VSLF) [25, 26]. The framework has several well-known speech enhancement filters, i.e., minimum distortion, Wiener, and maximum SNR as the special cases. When used in the context of sound zone design, we also obtain a general framework where ACC, PM, and some of their variations are the special cases. The framework can also be used to prove that ACC indeed gives the best contrast, but the highest distortion, and that PM gives the smallest distortion, but the worst contrast. Throughout this paper, we consider the sound zone design problem in the time domain since the sound zone design problem in the frequency domain is a special case of the time domain formulation. We also give the conditions under which the time domain formulation reduces to the frequency domain formulation.

2. GENERATION OF SOUND ZONES

The problem of generating sound zones is often formulated as that of generating a bright zone and a dark zone. A listening zone with high acoustic potential energy is referred to as a bright zone and the listener located in this zone should hear the desired audio content. On the other hand, a quiet zone has the acoustic potential energy as low as possible and is referred to as a dark zone. As alluded to in the introduction, a solution for the bright and dark zones design problem can straightforwardly be used to create two different bright zones through the superposition principle.

We start by setting up the mathematical model corresponding to Fig. 1. A zone can be explained as a region whose sound field is controlled by a loudspeaker array. Every zone is sampled at a number of microphone positions, which are not necessarily the same in each zone. Throughout this paper, the subscript $B$ and $D$ represent the bright zone and the dark zone, respectively, and $C$ represents the
union of the bright and dark zones. In the derivation below, we focus on the bright zone, but the same derivation can be made for the dark zone. Assume that we have $M_B$ microphones in the bright zone. In the absence of noise, the $m$th microphone measures the signals emitted by the $L$ loudspeakers, convolved with the room impulse response (RIR) $h_{ml}[n]$ with $n \in \{0, \cdots, K-1\}$ from loudspeaker $l$ to microphone $m$. The input of the $l$th loudspeaker is the signal $x[n]$ convolved with a finite impulse response (FIR) function $q_l[n]$ with $n \in \{0, \cdots, J-1\}$. We know $x[n]$ and $h_{ml}[n]$ (the latter is typically measured), but the control filters $(q_l[n])_{l=1}^L$ are unknown. Thus, the objective is to design $q_l[n]$ to generate the sound zones.

The reproduced sound pressure on the $m$th microphone position in the bright zone at the $n$th time sample can be written as

$$p_{ml}[n] = \sum_{k=0}^{K-1} h_{ml}[k] \sum_{j=0}^{J-1} q_l[j] x[n-k-j] = h_{ml}^T X[n] q_l,$$  \hspace{1cm} (1)

where $(\cdot)^T$ denotes the transpose of a vector or a matrix,

$$h_{ml} = [h_{ml}[0] \cdots h_{ml}[K-1]]^T \in \mathbb{R}^{K \times 1}$$ (2a)

and $X[n] = \{x[n-k-j+2]\}_{k=1, \cdots, K, j=1, \cdots, J}$. By summing the contribution from all L loudspeakers, we obtain

$$p_{m}[n] = \sum_{l=1}^{L} p_{ml}[n] = \sum_{l=1}^{L} h_{ml}^T X[n] q_l = h_{m}^T X[n] q,$$ \hspace{1cm} (3)

where $h_m = [h_{1m} \cdots h_{lm} \cdots h_{LM}]^T \in \mathbb{R}^{L \times 1}$, $q = [q_1^T \cdots q_L^T]^T$, and $X[n] = I_L \otimes X$ are of size $LK \times 1$, $LJ \times 1$, and $LK \times LJ$, respectively. $\otimes$ is the Kronecker product, and $I_L$ is the identity matrix of size $L$. Thus, the reproduced sound field in the bright zone $p_B[n] = [p_1[n] \cdots p_{M_B}[n]]^T$ can be written as

$$p_B[n] = H_B^T[n] q \in \mathbb{R}^{M_B \times 1},$$ \hspace{1cm} (4)

where $H_B[n] = X^T[n] h_1 \cdots h_{M_B} \in \mathbb{R}^{L \times M_B}$ is referred to as a spatial information matrix of the bright zone and is known. The reproduced sound field in the dark zone $p_D[n]$ is defined in the same manner. Thus, the reproduced sound field and the spatial information matrix for the total zone are given by

$$p[n] = [p_B[n] \cdots p_D[n]]^T \in \mathbb{R}^{(M_B+M_D) \times 1}$$ \hspace{1cm} (5a)

and

$$H[n] = [H_B[n] \cdots H_D[n]] \in \mathbb{R}^{L \times (M_B+M_D)}.$$ \hspace{1cm} (5b)

Since the acoustic potential energy at the $m$th microphone position is calculated as $p_{ml}^2[n]$, the average acoustic potential energy density in the bright zone is represented as the spatially-temporally averaged quantity

$$e_B = \frac{1}{MBN} \sum_{n=0}^{N-1} p_B^T[n] p_B[n] = \frac{1}{MB} q^T R_B q,$$ \hspace{1cm} (6)

where $N$ is the number of time samples recorded by each microphone, $R_B = N^{-1} \sum_{n=0}^{N-1} H_B[n] H_B^T[n]$ is a real-symmetric and positive (semi)definite, and is referred to as a spatial correlation matrix of the bright zone. If $MBN \geq LJ$, $R_B$ has full rank if $x[n]$ and $h_{ml}[n]$ are not trivial signals such as the zero vector. $R_D$ is defined in the same manner for the dark zone. Finally, we also have that $R_C = R_B + R_D$.

The acoustic contrast $\gamma$ is an important quantity in order to describe the ratio of $e_B$ to $e_D$. It is defined by

$$\gamma = \frac{e_B}{e_D} = \frac{MBq^T R_B q}{MBq^T R_B q} = \kappa^2 q^T R_B q,$$ \hspace{1cm} (7)

where $\kappa^2 = M_D/M_B$ and $e_D = M_D^{-1} q^T R_D q$.

2.1. ACC

ACC, which was originally proposed in the frequency domain [2], maximizes $e_B$, while reducing $e_D$ as much as possible. The frequency domain ACC is actually a special case of the time domain ACC, so we consider the latter case here. The ACC solution is obtained by solving the constrained optimization problem

$$\text{maximize} \ e_B = B^T q^T R_B q \ s.t. \ e_D = D^T q^T R_D q.$$ \hspace{1cm} (8)

If we introduce a Lagrange multiplier $\gamma$, we can form the Lagrangian function [27] $L_{\text{ACC}}(q, \gamma) = B^T q^T R_B q + \gamma(D^T q^T R_D q - e_D)$. The solution $q$ can be obtained by taking the derivative of $L_{\text{ACC}}(q, \gamma)$ with respect to $q$ and setting the derivative equal to zero. Doing this, we obtain a generalized eigenvalue problem of the form

$$\kappa^2 R_B q = \gamma R_D q.$$ \hspace{1cm} (9)

The solution $q_{\text{ACC}}$ is given by the eigenvector corresponding to the largest eigenvalue $\kappa_{\text{max}}^2$ from the above equation. Note that $R_D$ must be positive definite to calculate the inversion. To ensure this, regularization is sometimes performed by adding a scaled identity matrix to $R_B$. Also note that when $x[n]$ is a $J$-periodic signal with $N = J \geq K$ and $\gamma$ is optimized per frequency bin rather than globally as in (9), it decouples into $J$ independent generalized eigenvalue problems, whose solutions are identical to the solution of ACC in the frequency domain of $J$ frequency bins. For more on the ACC time domain approaches see [20, 21, 23, 28].

2.2. PM

As alluded to earlier, ACC does not try to control the phase in the two zones since it only optimizes the acoustic contrast [29, 30]. To control the phase and the amplitude, a desired (or target) sound field can be defined which should be reproduced. PM, proposed by Poletti [4], minimizes the difference between the desired and reproduced sound fields in a least squares sense. PM was originally formulated in the frequency domain, but we here describe the core concept of PM in the time domain. Let $d_B[n]$ be the desired sound field of the bright zone. For instance, $d_B[n]$ can be the sound field generated by a virtual source or a loudspeaker array. One specific example will be shown in Section 4. By virtue of being the dark zone, the desired signal in the dark zone is the zero vector $d_D$. Thus, the desired sound field for the total zone is

$$d[n] = [d_B[n] \ 0_{TD}]^T \in \mathbb{R}^{(M_B+M_D) \times 1}.$$ \hspace{1cm} (10)

The reproduction error, i.e., the difference, between the desired and reproduced sound fields can then be defined as

$$e_C[n] = d_C[n] - p_C[n] = d_C[n] - H_C^T[n] q,$$ \hspace{1cm} (11)

and the average reproduction error energy for $N$ samples recorded at each microphone is defined by

$$S_C = \frac{1}{N} \sum_{n=0}^{N-1} \|e_C[n]\|^2 = \frac{1}{N} \sum_{n=0}^{N-1} (\|e_B[n]\|^2 + \|e_D[n]\|^2) = S_B + S_D,$$ \hspace{1cm} (12)
where $\| \cdot \|$ is the $\ell_2$ norm operator, $S_B$, $S_D$ are the average distortion energy and the average residual energy, respectively. The least squares estimate of $q_{PM}$ which minimizes $S_C$ will then be

$$
q_{PM} = \left( \sum_{n=0}^{N-1} H_C[n]H_C^*[n] \right)^{-1} \sum_{n=0}^{N-1} H_C[n]d_C[n]
$$

$$
= R_C^{-1}r_B = (R_B + R_D)^{-1}r_B,
$$

(13)

where $r_B = N^{-1} \sum_{n=0}^{N-1} H_B[n]d_B[n]$. In order to avoid having to solve a large linear system, PM is typically considered in the frequency domain. Setting $N = J \geq K$ and assuming $x[n]$ to be $J$ periodic make the time domain PM identical to the frequency domain PM, and the linear system in (13) decouples into $J$ independent linear problems. Note that a regularization parameter is often introduced in (13) in order to ensure the inversion of $R_B + R_D$ [4].

Another variation consists in scaling the correlation matrices in order to trade-off the fitting to the desired signal in the bright zone to the average residual energy in the dark zone [18, 20]. Thus, the solution is $q_{HY} \propto (\zeta R_B + (1 - \zeta) R_B)^{-1} r_B$ where $\zeta$ is a weighting factor. Although not being a combination of ACC and PM, such trade-off methods are often referred to as hybrid methods.

### 3. A UNIFIED APPROACH

In this section, we show how $q$ can be obtained in a general framework which has ACC and PM as two extreme special cases. The framework is inspired by a recently introduced framework in speech enhancement which is referred to as VSLF [25, 26]. To present this framework in the context of sound zone design, we initially consider the generalized eigenvalue problem encountered in ACC. The solution to the generalized eigenvalue problem in (9) is a diagonal matrix $\Lambda_{LJ}$ containing the $LJ$ eigenvalues in descending order, $\lambda_1 \geq \cdots \geq \lambda_{LJ}$, and the square matrix $U = [u_1 \cdots u_{LJ}]$ containing the $LJ$ eigenvectors ordered according to the eigenvalues. These eigenvectors jointly diagonalize the spatial correlation matrices as [31, 32]

$$
U^T R_B U = \Lambda_{LJ}, \quad U^T R_D U = I_{LJ}.
$$

(14)

In ACC, the solution $q_{ACC}$ is proportional to the first eigenvector $u_1$. In speech processing, such a filter is referred to as a maximum SNR filter since it maximizes the noise suppression at the filter output. However, the maximum SNR filter is known to distort the speech signal significantly since it seeks to attenuate the noisy signal in all frequency bins, except for the frequency with the maximum SNR. This problem is also observed in sound zone design where the filters seek to maximize the contrast at just one frequency [21–23].

In speech enhancement, there is generally a trade-off between signal distortion and noise suppression. Thus, if we want a small signal distortion, we get a low noise suppression and vice versa. In sound zone design, we have a similar trade-off between the signal distortion and the acoustic contrast. Despite its name, the hybrid method does not directly allow us to make a trade-off between the signal distortion and the acoustic contrast. Instead, it trades-off $S_B$ for $S_D$ through the scalar $\zeta$. In other words, the extreme cases of the hybrid method are neither ACC nor PM. The hybrid method forces $q$ towards the zero vector to minimize $S_D$ when $\zeta \to 1$. On the other hand, the hybrid method only seeks to minimize the signal distortion in the bright zone for $\zeta \to 0$, but does not control the dark zone. Finally, PM is for $\zeta = 0.5$ [18].

The hybrid method is also a special case of the VSLF framework, but the framework also allows us to make a trade-off between $S_B$ and $\gamma$. The main idea behind VSLF is to make a low rank approximation of the solution $q$. Any vector can be written as a linear combination of basis functions as

$$
q = B\alpha,
$$

(15)

where $B \in \mathbb{R}^{LJ \times LJ}$ and $\alpha \in \mathbb{R}^{LJ \times 1}$ contain the basis functions and the weights, respectively. To make an efficient $V$-rank approximation of $q$, we use the first $1 \leq V \leq LJ$ eigenvectors in $U$ as the basis functions. As in VSLF, the $V$-rank approximation $U_V \alpha_V \approx q$ is then inserted in the models for the sound fields in the two zones, and we optimize over $\alpha_V$ instead of $q$. Note that $U_V$ and $\alpha_V$ are of size $LJ \times V$ and $V \times 1$, respectively. The rank $V$ is a user-defined parameter, and, as we show later, it controls the trade-off between $S_B$ and $\gamma$.

The low rank approximation in VSLF can be employed in many different problem settings [25, 26]. As alluded to earlier, the hybrid method in [18] can be viewed as the solution to one such problem setting which is given by

$$
\text{minimize } S_B \text{ subject to } S_D \leq \epsilon,
$$

(16)

for $V = LJ$ where $\epsilon \geq 0$ controls how important it is for the sound zone system to suppress $S_D$. For $1 \leq V \leq LJ$, the solution to (16) is generally referred to as a variable span trade-off (VAST) filter and given by

$$
q_{VAST}(V, \mu) = U_V \alpha_V(\mu) = \sum_{v=1}^{V} \frac{u_v R_B^T}{\mu + \lambda_v} r_B,
$$

(17)

where $\mu$ is a Lagrange multiplier. Typically, this Lagrange multiplier is controlled directly instead of indirectly through $\epsilon$. The trade-off filter has many important special cases depending on how $V$ and $\mu$ are selected. First, consider the case where $V = 1$. This gives

$$
q_{VAST}(1, \mu) = \frac{u_1 R_B^T}{\mu + \lambda_1} r_B \propto u_1,
$$

(18)

which is clearly the ACC solution. Another interesting special case is the case for $V = LJ$ where we obtain

$$
q_{VAST}(LJ, \mu) = U(\Lambda_{LJ} + \mu I_{LJ})^{-1} U^T r_B
$$

$$
= (R_B + \mu R_D)^{-1} r_B,
$$

(19)

which is essentially equivalent to the hybrid method for a general $\mu$ and the PM method for $\mu = 1$. Other special cases can be found in Table 1 and their relationship is illustrated in Fig. 2. The listed names are inspired by the names from the speech enhancement community.

Earlier, we stated that the rank $V$ controls the trade-off between $S_B$ and $\gamma$. To show this, consider the acoustic contrast first. As detailed in Sec. 2.1, it is

$$
\gamma_V(\mu) = \kappa^2 \frac{\alpha_V^T(\mu) \Lambda \alpha_V(\mu)}{\alpha_V^T(\mu) \alpha_V(\mu)},
$$

(20)
where the equality follows by applying the joint diagonalization of \( R_B \) and \( R_D \). From this expression we see that \( \gamma_V(\mu) \geq \gamma_V(\mu) \) if \( V \leq V' \). Consequently, we achieve the best and worst contrasts for \( V = 1 \) and \( V = L/J \), respectively, for a fixed \( \mu \). Second, we consider \( S_B(V), S_D(V) \) as a function of \( V \) when we insert the VAST solution \( q_{\text{VAST}}(V, \mu) \) such that

\[
S_B(V) = \sigma_D^2 - \sum_{v=1}^{V} \frac{\lambda_v + 2\mu}{(\lambda_v + \mu)^2} |u_v^T r_B|^2
\]

(21)

\[
S_D(V) = \sigma_D^2 - \sum_{v=1}^{V} \frac{\lambda_v}{(\lambda_v + \mu)^2} |u_v^T r_B|^2
\]

(22)

where \( \sigma_D^2 = N^{-1} \sum_{n=0}^{N-1} |d_B[n]|^2 \). These expressions are very interesting since they show that \( S_B(V) \) decreases and \( S_D(V) \) increases with increasing \( V \) since the eigenvalues are nonnegative. Thus, we get the minimum \( S_D \) for \( V = L/J \), but the minimum \( S_B \) for \( V = 1 \). Moreover, we also see that the ACC solution (\( V = 1 \)) gives the highest signal distortion. The \( V \) that minimizes \( S_C(V) \) can in some cases be between these endpoints. Specifically since \( S_C(V) \) is the sum of \( S_B(V) \) and \( S_D(V) \), we see from

\[
S_C(V) = \sigma_D^2 - \sum_{v=1}^{V} \frac{\lambda_v + 2\mu - 1}{(\lambda_v + \mu)^2} |u_v^T r_B|^2
\]

(23)

that \( S_C(V) \) will start increasing from the smallest value \( V \) satisfying \( \lambda_v < 1 - 2\mu \). Thus, \( S_C(V) \) never increases with increasing \( V \) if we set \( \mu \geq 1/2 \) since all eigenvalues are nonnegative.

4. SIMULATION

The contribution made in this paper is theoretical, so we here only include a proof-of-concept by considering a toy example. As illustrated in Fig. 3 (a), a circular array with three loudspeakers is considered, and three microphones for each zone are used. The loudspeakers and the microphones are all assumed to be in the same plane. We also assume that the setup is situated in the free-field, that all loudspeakers behave as point sources, and that the microphones are ideal. The length of the control filters \( \{q_{ij}\}_{i,j=0}^{M-1} \) is \( J = 640 \), and the sampling frequency is 12.8 kHz. The desired sound field of the bright zone is set as the sound field generated by the loudspeaker array denoted as \( d_B[n] = H_B[n]x[n] \), where \( i_{ij}^{(L)} = 1_L \otimes i_j \), \( 1_L = \{1 \cdots 1\}^T \in \mathbb{R}^{L \times 1} \) and \( i_j \) is the first column of \( I_J \). Finally, \( \mu = 1 \) to show the performance of PM when \( V = L/J \), the input signal \( x[n] \) is set as the Kronecker delta function.

As a performance measure, we use the acoustic contrast as a function of frequency. Specifically, we have used \( \gamma[k] = \kappa^2 \sum_{m=1}^{M_B} ||\text{DFT}(p_{m}[n])||^2 / \sum_{m=1}^{M_D} ||\text{DFT}(p_{m}[n])||^2 \) where \( k \in \{0, \cdots, N - 1\} \) represents the frequency index and DFT is the discrete Fourier transform [33].

Note that \( \gamma \) is equal to the largest eigenvalue since \( \kappa^2 = 1 \). As depicted in Fig. 3 (b), ACC, which corresponds to \( V = 1 \), has high contrasts at a few frequencies. As \( V \) increases toward the PM solution, however, the contrast becomes flatter across frequency, thus minimizing \( S_B \).

Fig. 3 (c) shows the acoustic contrast with and without control filters on the left \( y \)-axis. We clearly see that the acoustic contrast decreases as \( V \) increases with ACC having the highest contrast and PM the smallest. The right \( y \)-axis, on the other hand, shows the average distortion energy \( S_B \), the average residual energy \( S_D \), and the average reproduction error energy \( S_C \). Despite being a toy problem, it clearly illustrates how \( V \) can be chosen to trade-off \( S_B \) for \( \gamma \). The average signal distortion energy \( S_B \) and the average reproduction error energy \( S_C \) decrease with \( V \). Finally, the average residual energy \( S_D \), which has been amplified by 150 in the figure, increases with \( V \).

5. CONCLUSION

We have proposed a unified approach to generating sound zones in the time domain. This has been done by adopting a recent speech enhancement technique called variable span linear filtering. It is based on making a joint diagonalization of the spatial correlation matrices and has ACC and PM as extreme special cases corresponding to using the dominant or all eigenvectors. We also used the framework to show that ACC gives the best contrast, but the highest distortion, and that PM gives the smallest distortion, but the worst contrast. Finally, all solutions formed by using only a subset of eigenvectors will have an acoustic contrast and an average distortion energy which are upper and lower bounded by ACC and PM, respectively.

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( V )</th>
<th>Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>( q_{\text{VAST}} = \sum_{v=1}^{V} (\mu + \lambda_v)^{-1} u_v^T r_B )</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>( q_{\text{ACC}} = (\mu + \lambda_1)^{-1} u_1^T r_B )</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( q_{\text{VSMD}} = \sum_{v=1}^{V} (\lambda_v^{-1} u_v^T r_B )</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>( q_{\text{MVD}} = R_B^{-1} r_B )</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>( q_{\text{VS}} = \sum_{v=1}^{V} (1 + \lambda_v)^{-1} u_v^T r_B )</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>( q_{\text{PM}} = (R_B + R_D)^{-1} r_B )</td>
<td></td>
</tr>
</tbody>
</table>
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