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Abstract

The energy-saving potential in buildings (e.g. buildings proposed for an energy upgrade in
an energy policy context) is often overestimated because implicitafaetors, such as rebound
effects, are ignored. In order to get an accurate estimate of the realisable energy-saving
potential in a building stock, these factors, as well as how theydiffer among buildings with
different characteristics, must be accounted for.

On the building stock level, detailed informatien,about the actual conditions in each
building (e.g. indoor temperatures, domestic hot water consumption, internal heat loads,
etc.) is rarely available. In its place, fixed assumptions are often made, usually disregarding
the characteristics of the buildings. Therefore, a method that is based on available building
stock data is needed for adjusting this technical-energy-saving potential.

This study investigated how the heat, consumption in residential buildings might be
expected to change due to an energy upgrade, using a hybrid bottom-up model of the Danish
residential building stock. Pseudosrebound effects, inherent to the thermal standard of the
building, were quantified in alsampleof 134.000 buildings with different characteristics.

Results showed that estimating the heat-saving potential on the basis of the thermal
characteristics alone (i.e{ the technical heat-saving potential), would lead to a considerable
overestimation of thedealisable heat-saving potential in the residential building stock. How-
ever, the size of thé realisable heat-saving potential was found to vary considerably among
buildings with different) characteristics, despite having the same technical potential. This
indicated that the technical heat-saving potential should be corrected differently in buildings
with different characteristics.

Keywords: Energy-saving potential, Buildings, Heat consumption, Building stock,
Performanee-gap, Rebound effect

1. Introduction

With a view to comply with international agreements to reduce CO, emissions, energy-
conservation measures provide cost-effective means to reduce the energy consumption in
buildings [1, 2]. However, the realisable energy-saving potential is not easily assessed, be-
cause building’s energy consumption is not easily calculated. This is demonstrated in several
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studies, where discrepancies between the calculated energy demand and the actual energy
consumption are found [3, 4]. This discrepancy is commonly known as the performance
gap [5, 6]. The existence of this gap has many possible causes including use of inappropri-
ate modelling and simulation tools, lack of validation and assumptions that differ from the
actual operation of the building among other things [7]. It should be noted that some of
the potential causes of the performance gap are inherent to the particular application, i.e.
whether the project is at the design stage or we are considering an existing building [7].

In the present study, we considered the heat consumption in a large sample of existing
residential buildings in combination with the thermal standard of these buildings, in order
to assess the realisable energy-saving potential while accounting for implicit éffects.

1.1. Modelling energy consumption in existing buildings

It is commonly recognised that energy consumption in buildings is determined by four
main components; namely the building envelope, building serviees (systems), the users of
the building and external weather conditions. Modelling building’s energy consumption
requires knowledge about all four components; however, innmaost cases, information about
these factors is incomplete. It should be noted that _the, the level of information available
is very context dependent, however. Especially the user aspect tends to be difficult to get
information about. This leaves the modeller with no'choice but to make assumptions in place
of the missing information, which was identifiedias.one’of the root causes of the performance
gap by de Wilde [7].

Moreover, the same assumptions are made often about the users without taking the
thermal standard of the building into account, e.g. before and after implementation of an
energy-conservation measure. Howewer, seyeral studies suggest that the user’s preferences
are in fact related to the thermal quality of the building [8]. The rebound effect |9, 10]
and the prebound effect [11] (whichhare closely linked) have been suggested as two of the
primary explanations for the performance gap [3, 12]. In general terms, the former suggests
that the building users tend, to increase the comfort level after an energy upgrade, while the
latter suggests that people temd to accept a poor indoor environment in poorly insulated
buildings (sometimes referred to as 'fuel poverty’). Figure 1 illustrates these implicit effects
conceptually.
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Figure 1: Several studies suggest that residents compromise.on the indoor environmental quality in energy
inefficient buildings (prebound effect) and improve it when energy upgrading (rebound effect). Conceptual
illustration adapted from [8]

It is crucial to account for these phenomena,when evaluating the energy-saving potential
in buildings, e.g. in a policy context [8]. Farthermore, a recent study suggested that this
rebound effect depends on more than justithe thermal standard of the building, e.g. the
household type [5], possibly because the same assumptions are made regardless of the non-
thermal characteristics of each/building. Likewise, other studies report on other factors, such
as income, age and number-ofiresidents, that also have an effect on the heat consumption,
but which are not accownted for in traditional heat demand calculations [13, 14, 15].

Therefore, it is neeessary to study whether the same assumptions can be made across
buildings with different,characteristics and of different thermal standard. This way, we can
estimate how mugch an, energy-conservation measure is likely to actually reduce the heat
consumption (by quantifying rebound effects), i.e. get better estimates of the realisable
energy-saving potential.

1.2. Estimating the energy-saving potential in building stocks

In"asbuilding stock context, where many buildings with diverse characteristics are con-
sidered collectively, information about the users is seldom available. Therefore, indoor tem-
peratures, air change rates due to opening of windows and doors, internal heat loads, among
other things have to be assumed. This renders it particularly urgent to find a solution when
considering large building stocks, e.g. at national scale [16, 17].

Different remedies have been proposed to work around the problem of the performance
gap at scale, including adjusting assumptions based on expert knowledge [18] and empirically
derived adaption factors [19].



In the present study, we investigated whether the same assumptions could be used across
groups of buildings with different characteristics, as well as in groups of buildings of differ-
ent thermal standard, in order to quantify the the rebound effect. This was assessed by
examining how the heat consumption related to the thermal performance (in terms of the
calculated heat demand) of buildings with different characteristics.

1.8. Study focus and delimitation

Focus of the present study was on enhancing current methods, in order to gét more accu-
rate estimates of the realisable heat-saving potential in a building stock perspective. There-
fore, only existing buildings were considered. Likewise, only data fromiavailable sources,
which were not subject to data privacy, where used. This entails that,only, building char-
acteristics were considered. Hence, information about the occupants‘were not included.
Likewise, information on indoor temperatures, DHW usage, heat/gains frem electrical appli-
ances, etc. was not available. Therefore, causality (in terms of what factors that influenced
the heat-saving potential) could not be studied in detail. Moreowver, only residential buildings
were considered.

Energy consumption was studied at a whole building level (e.g. a block of flats or a
detached single-family house), since potential energy “savings are often estimated at this
level, rather than on a single unit (e.g. an apartment) level.

2. Data description

The analyses in the present study” were.based on data on 134,093 Danish residential
buildings, obtained from two databases; the-Danish Energy Performance Certificate (EPC)
database, and the Danish Building and Dwelling Register (BBR).

The EPC database contain$ information about the physical properties of each building,
down to a single component level, eé.g. U-values and areas of all external walls in any given
building. Moreover, the ERC database contains information about heated floor areas, types
of heat supply, ownership and,geographical location of each building, among other building
related characteristics:yData in the EPC database was registered by energy experts, based on
visual inspectiong‘made at’an on-site visit upon issuing an EPC as required by the European
energy performance of buildings directive (EPBD) [20].

The BBR. datahase is a publicly available database, which is managed by the Danish
tax autheritiesjsthiat contains information about heated floors areas, year of construction
and renovation, among many other variables related to each building and its technical sys-
temsy=Moreover, the BBR contains registrations of the heat consumption for each building
or property, reported by Danish utility companies. This entails that the registered heat con-
sumption was the delivered (i.e. gross final) heat to each building. The heat consumption in
each building was registered upon account, which implies that the length of the consumption
periods varied from building to building. To get a corresponding annual heat consumption
for each building, the registered heat consumption was normalised by the Danish tax au-
thorities by means of the number of heating degree days in the given consumption period. It



should be noted that the registered heat consumption included heat for both space heating
and domestic hot water (DHW).

The characteristics in Table 1 were extracted from the two databases and used in the
analyses of rebound effects in building with different characteristics.

Explanatory variable’| Scale Levels/Range Abbreviation
Calculated heat demand | Ratio 20 kWh/ m? - 500 kWh/ m? Qodlc

Farmhouse (Farm),

Detached SFH (SFH),

Building t Nominal T
HIGS type OB Terraced house (Row) or ‘U
Block of flats (MFH)
Primary heat supply Nominal Individual boiler og PHS

District heating

None, Electrical heating, SHS

Secondary heat suppl Nominal
Y PPy Stove or Beth

Tenancy Nominal No /Yes Rent
Municipality code™ Nominal 101 4:860+(98 levels) Mun

* . . . .
Building characteristics
k% . .
Nuisance variable

Table 1: Explanatory variables used in the statistical analyses

The building type was included te account for differences in building geometry (e.g.
surface to volume ratios), as well'as household characteristics, e.g. number of inhabitants,
etc. that was otherwise assumed to befidentical across building types. Information about the
primary and secondary heat supply was included to account for heating system efficiency
(which was not accounted for in the calculated heat demand), as well as supplementary
heating (e.g. firewood) that was not registered by the utility companies. The ownership
status (Tenancy) was ingluded to investigate potential differences between owner occupied
buildings and building ithat were rented out. Lastly, the municipality code was included
as a nuisance variablé to control for possible regional differences, but was not used for
interpretation; singe focus was on potential heat savings on a national scale.

In addition,to the variables listed in Table 1, information about the heated floor area
of the building, the year of construction and the EPC rating (among many other variables)
was alsomavailable in the EPC database. However, because this information was already
reflected in Qcac (i-e. the variables were collinear), these variables were not included in the
statistical model.

Unfortunately, causes of observed differences could not be determine because the available
data did not include sufficient information about indoor temperatures, air changes rate, etc.



2.1. Calculated heat demands

The calculated heat demands (Qcac) comprised heat losses due to transmission and
ventilation, as well as heat losses from building services (i.e. heat- and DHW distribution
pipes) and heating for DHW preparation, calculated in accordance with relevant European
standards, ISO 13790 and ISO 15316 parts 2.3 and 3.2 [21, 22, 23]. The heat demand
was calculated as the net energy demand; hence, not including the efficiency of the heating
system (e.g. boiler efficiency) in the building.

Heat demands were calculated for each building individually, based on thermal properties,
corresponding areas, as well as other relevant information, of each component registered in
the Danish EPC database by energy experts. In addition to the physical,properties of the
building, a fixed average indoor temperature of 20°C was assumed by theauthers. Assuming
the same indoor temperature in all buildings allowed for detection,of systematic differences
among groups of buildings, by considering differences in heat ¢onsumption; i.e. evidence
derived based on the available data.

All other variables were derived from the experts’ inspeetions, including estimated air
change rates, building heat capacity, internal heat loads, ete. However, it should be noted
that many of these values were likely to be standard values, assumed by the energy auditors.
In order to exclude faulty values, restrictions on.maximum heat gains from persons and
appliances were imposed according to national Danish calculation methods [24].

It should be noted that Q.. was calculateédsanew for each building (and hence not
extracted from the EPC database directly).(This'was done to exclude primary energy factors
(as we considered delivered energy), as well as energy demands for electricity, which are part
of the calculated energy demand in the 'EPC database [25]. For a detailed description of
how the heat demands were calculated, refer to [26].

2.2. Data pre-processing

To exclude outliers in termsof buildings with extremely high or extremely low heat con-
sumption, e.g. empty heuses or faulty registrations, two thresholds were imposed; a mini-
mum heat consumption 6f 20 KWh/m?* and a maximum heat consumption of 500 kWh/m>.
Moreover, all registrations with a difference between Qcae and Ques exceeding 300% were
excluded. This eriterion was imposed to discard erroneous registrations, while allowing for a
large natural yariation/in the heat consumption. The specific threshold was chosen based on
previous studies, which found the variation in energy consumption in buildings with iden-
tical characteristics, to be as large as 300% [27]. In addition, only buildings registered as
constructed after 1600, and only buildings with a valid primary heat supply, were included
in the amalyses. Removing erroneous observations reduced the data set from 153,821 to
134,098 buildings (12.8%).

2.3. Visual data inspection

Plotting Qe against Qeac for each building in the sample, served as a first inspection of
data.
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Figure 2: Registered heat consumption vs.(calculated heat demand

Considering all buildings collectively, a modest. systematic discrepancy between the
calculated- and the registered heat consumptionywas observed (i.e. a performance gap),
in addition to the natural variation. This discrepancy appeared as the difference between
the red 1:1 (perfect agreement) and the grey tentative best-fit line. However, despite the
discrepancy, it should be noted that the ‘ealculated heat demand clearly reflected the heat
consumption.

3. Method

In order to get more realistic estimates of how much an energy-conservation measure
would reduce the heat"consumption (i.e. the realisable energy-saving potential), differences
in heat consumption.were studied conditional on the calculated heat demand. In this context,
the calculated heat demand Q1) was used to reflect the thermal properties of the building.

Pseudo-rebound effects were quantified by estimating differences between the calculated
heat demand ‘and the registered heat consumption in a linear regression model!. The building
characteristics in'Table 1 were included in this assessment, in order to clarify aspects that
could have an_effect on the rebound effect.

Datasincluded only physical properties of the building itself; hence, user behaviour was
not médelled explicitly. This implies that the same boundary conditions (i.e. indoor tem-
peratures, air change rates, etc.) were used in the calculations of the heat demand of
each building, regardless of the thermal standard of the building. By making the same

1Tt should be noted that the rebound effect is normally defined only for the same building before and
after undergoing an energy upgrade [8]. Therefore, the term the term pseudo-rebound effects was adopted
here, where we considered potential energy upgrades.
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assumptions about indoor conditions in all buildings (regardless of the characteristics and
the thermal standard of the building) we let data suggest any differences between buildings
with different characteristics, in terms of differences in heat consumption.

Therefore, systematic differences in the relationship between Qcac and Queg in groups
of buildings with different characteristics that could not be explained by the model were
attributed to differences in the assumed boundary conditions in each group of buildings.
This approach offered a way to account for differences among groups of buildings with
different characteristics, which appeared to be associated with the thermal standard of the
building.

The influence of each building characteristic could be seen as a measure 6f the relative
importance of each characteristic, similarly to those in [13], or as correetion factors similarly
to those in [19].

3.1. Statistical model

The relationship between the calculated heat demand (Qeate) and the registered heat
consumption (Qe;) was modelled statistically by means of ordinary least squares (OLS)
multiple linear regression (MLR), in which the variables listed in Table 1 entered as ex-
planatory variables. This allowed for an assessment of whether the relationship between
Qealc and Qe was systematically different, in buildings with different characteristics, in
terms of the conditional mean heat consumptions

The multiple linear regression model in¢luded main effects, as well as first order inter-
actions between each building characteristic, and the calculated heat demand. This implies
that second- and higher order interactionswere omitted. The first order interaction terms
were used to model pseudo-rebound«effectsybecause they represent the slopes of the regres-
sion lines in the model; i.e. givenfa reduction in heat demand (Qcarc), how much would the
heat consumption change, see/Figure, 3.
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Figure 3: Using a linear regression model, the slope cansbe.used for estimating the reduction in heat
consumption given a reduction in heat demand due to an energy-conservation measure

A slope equal to one would indicate a l:1 reduction in heat consumption due to an
ECM (i.e. A=C on Figure 3). Slopes ahove onerindicated an underestimation of the change
in heat consumption whereas slopes below one indicated overestimates of changes in heat
consumption.

The main effects, i.e. the differences in intercepts among groups of buildings, were not
interpreted explicitly in the pregent study, because only the slopes of the regression lines
were of interest. However{ it should be noted that the intercept corrected for differences
in the fraction of the héat eonsumption that the DHW accounted for; e.g. in new, well
insulated buildings with a low demand for space heating compared with old buildings with
a large space heating demand, see Figure 4.
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Figure 4: The fraction of the total heat consumption that preparation of DHW accounts for is taken into
account in the model by means of the intercepts (conceptualiillustration)

This implies that the DHW consumptien was assumed to be unaffected by the thermal
standard of the building.

3.1.1. Effect estimation

Whether there was a significant difference in rebound effects between buildings with dif-
ferent characteristics was évaluated statistically by means of analysis of variance (ANOVA)
tests. The ANOVA test.assesses whether the mean value is equal across different groups, in
order to determine the statistical significance of observed differences [28]. In section 5, only
the p-values are reported; however, the full ANOVA tables are listed in Appendix B.1.

In order totestiwhether each level of each characteristic (e.g. each building type) was
significantly different from the other, we first reduced the model by merging the levels of
each characteristic/in turn, and tested whether the reduced model was significantly different
from the full model. It should be noted that the model reduction approach tested the
collegtive effect of each characteristic; i.e. the intercept and slope of the regression lines in
combination.

Effeet sizes were evaluated by considering the estimated slopes (given by the interaction
terms), including the corresponding 99 % confidence intervals (CI), of the MLR model.
Furthermore, in order to ensure that the parameter estimates of the MLR model were
not distorted by potential outliers, the parameter estimates from the MLR model were
compared with parameter estimates from a robust regression (RR) model. The RR model
assigns a weight to each observation, depending on the corresponding residual. This way,
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highly influential observations that were not deemed errors in the data pre-processing, e.g.
buildings with very high or very low heat consumption, were down-weighted [29]. The the
RR model makes less restrictive assumptions which makes the parameter estimates more
robust to outliers [30].

4. Model description

First, a simple linear regression model, in which the calculated heat demand{Qga).) served
as the only explanatory variable, was fitted. However, model validation/plots indicated
significant bias in the model, see Figure A.7 in Appendix A. Therefore; a multiple linear
regression (MLR) model was fitted, in which all the building characteristicsiin Table 1 were
included, in order to describe the variation in data, so that the residuals.were unbiased (i.e.
random).

In addition, considering Figure 2, it is evident that the variance in heat consumption
was not constant. Therefore, the continuous variables were logstransformed for the linear
model to fit the data structure and remedy any heteroscedasticity/(i.e. inconstant variance).
A Box-Cox analysis [31], performed using the MASS pagkage)[32] in R [33], suggested that
a logarithmic transformation of the dependent variable (inf this case the registered heat
consumption) was appropriate. Moreover, choosing, a model in which both the continuous
variables were log-transformed offered a nice interpretation since the interpretation is given
as an expected percentage change in Y when X increases by some percentage [34]. Considering
the relationship between the two log-transformed wariables depicted in Figure 5 the variance
evidently became much more uniform aftersthe transformation.

167

144

109(Qreq)

101

8 10 12 14 16
IOg(Qcalc)

Figure 5: Log-transformed variables

The clear-cut edge of the data point parallel to the red line were caused by the 300%
difference restriction in the data pre-processing, see subsection 2.2.
The MLR model is outlined in equation 1 below.
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log(Qreg,i) = Bo + P1 - log(Qealc,i) (1)
+ By - Type, + B3 - PHP; + B4 - SHS;
+ B¢ - Rent; + B7 - Mun;
+ Bs - Type; - 10g(Qcalc,i) + Po - PHS; - 10g(Qcalc; 1)
+ Bro - SHS; - 10g(Qcalc,i) + Piz - Rent; - 10g(Qcalc;i) + €

The parameter estimates (B, through (7 denote differences in intercept§from one group
of buildings to another. Likewise, s through fi5 (i.e. the first order interactions) denote
the differences in slopes between groups of buildings with different characteristics.

This model showed no notable sign of dependence between the fitted values and the
residuals; i.e. they appeared to be randomly distributed, see Higure A’8 in Appendix A.
However, some observations did not follow the normal distribution.perfectly, in the upper
right corner of Figure A.8b, indicating that these observations could be outliers.

4.1. Robust regression

In order to ensure that potential outliers, in terms=of observations with large residuals
and leverage, did not compromise the parameter estimates from the MLR model, a robust
regression (RR) model was fitted in which these observations were down-weighted.

By comparing the parameter estimates from the MLR model with the parameter es-
timates from the robust regression model, extréeme observations were found not to affect
the parameter estimates of the MLR model unacceptably, see Table C.11 in Appendix C.
Therefore, the parameter estimatesfrom the MLR model were used for effect size estimation
throughout the study.

5. Results

This section evaldates whether potential heat savings due to an energy-conservation
measure depends ofthe characteristics of the building, in addition to the thermal standard,
including how mueh/

5.1. Effectisize estimation - pairwise comparisons

Effect sizes were assessed by means of the parameter estimates. However, before compar-
ing the parameéter estimates, we corrected for multiple comparisons by adjusting the width
of the confidence interval, using Bonferroni correction [28]. With an initial significance level
of @ =,0.01 and nes, = 14 tests (the four building types tested against one another, two
types of primary heat supply tested against each other, three types of secondary heat supply
and rental/not rental, considering only main effects), this left us with adjusted significance
level of 0.001:

Y a 0.01
- 0.0007 ~ 0.001 2
“ Nest 14 ( )

12




Which corresponds to increasing the confidence interval to 99.9993 %.
In the subsequent sections, the effect size of each characteristic is considered in turn, in
order to evaluate how much each characteristic affected the realisable heat saving potential.

5.2. Effects on heat consumption

To test whether pseudo-rebound effects were significantly different in buildings with
different characteristics, we first considered the ANOVA table (Table B.8) in”Appendix
B.1. The p-values are listed in Table 2 below.

Interaction

log(Qcaic): Type | log(Qcarc):PHS | log(Qcaic):SHS | log(Qealc):Rent
p-value 0 0 0 0

Table 2: p-values from ANOVA test for significant effects of each building characteristic. The full ANOVA
table is listed in Table B.8

The p-values provided strong evidence against the nullshypothesis of no effect (because
p-value < o); i.e. the interaction terms indicated that,the telationship between the Qcac
and Qe; depended on each of the characteristics of the building.

It should be noted that the assumption of common variance among the groups of build-
ings was not satisfied in the present case, seevAppendix E.1. However, since the test is
robust with respect to violation of this assumption, we proceeded using this test.

5.3. Effects of building type

Having established an effect of the building type, we considered which of the four building
types that were different from thefother: In Table 3 the reduced models were compared with
the full model.

Model Full Farm + Farm + Farm + SFH + SFH + Row +
ode model SFH Row MFH Row MFH MFH
p-value - 142710721 9.039-10"* [ 1.761 - 10~°* 0 0 0

Table 3: ANOVA table testing whether the model could be reduced by merging the building types indicated
in the Model-row+"The full/table may be found in Table B.9

The p-values#indicated that we could not reduce the model by merging building types,
because they were lower than the o” level in Equation 2, meaning that each building type
was Significantly different from the others. Therefore, we considered the estimated slopes
(i.e. the estimated intercepts of the model) related to each building type to evaluate the
effect size; i.e. how different the relationship between Qgaiec and Q,eg was in the four building
types.

In Table 4, the estimated slopes are given together with the corresponding confidence
intervals. These denote the average (i.e. conditional mean) effect of each building type,
when correcting for the other building characteristics in the model. To get the slope of a

13



building with particular characteristics, the estimated slopes may be adjusted consecutively
using the parameter estimates in Table C.11.

Building type | lwr. CI Estimated upr. CI | Std. Error
slope

Farm 0.524 0.613 0.702 0.028

SFH 0.484 0.497 0.509 0.004

Row 0.582 0.600 0.617 0.006

MFH 0.897 0.914 0.932 0.005

Table 4: Estimated slopes of the regression lines (i.e. interaction terms of the MLR medel jri Equation 1)
for each building type. The regression lines are depicted in Figure 6

The estimated slopes indicated that potential heat-savings were likely to be different for

the four building types, except for farmhouses and detached singlesfamily houses, as well as
farmhouses and the row houses (because their confidencentervals overlapped).
In practice, this suggested that multi-family houses wereimuch less subject to rebound effects
than singe-family houses, thereby offering a larger energyssaving potential due to energy-
upgrading of the building envelope. The parameter-estimates suggested that changing the
calculated heat demand by 1 % in a block of flats would result in a 0.914 £ 0.18 % change
in heat consumption on average, whereas the same ¢hange in a detached single-family house
would only change the heat consumption bytsome 0.497 4+ 0.13 %. Hence, the reduction in
heat consumption in a single-family house, given a unit reduction in heat demand, could be
expected to be only about half that in a block of flats!

It should be noted that we found all building types to be significantly different from one
another in subsection 5.2; this is most likely because each effect (i.e. the intercept and the
slope) was tested collectively. in*the former, while we tested each effect separately, when
considering the parameteriestimates.

To illustrate the difference in heat consumption between different building types, we
plotted the calculated heat demand against the registered heat consumption for each of the
building types, see’Figure 6.
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Figure 6: Relationship between Qcaic and Qe for the four building types. The dashed lines represent the
respective confidence intervals.

Figure 6 clearly illustrates the difference invenergyssaving potential (i.e. rebound effect)
between the four buildings types.

It should be noted that the regression\ lines“in Figure 6 were based on a simplified
model, in which the calculated heat demand.and the building type were the only predictors.
This means that subgroups were not separated (e.g. farmhouses with boilers could not
be distinguished from farmhouses with district heating). To overcome this simplification,
all subgroups should be considered, separately, which was not done here. However, for
illustration purposes, Figure 6. clearly illustrated a difference in the relationship between
Qeatc and Qyeg, among the'four building types.

5.4. Effects of the primary heat supply

Considering the pesults in Table 2, we found a significant effect of the heating system,
i.e. whether there was a difference between buildings with an individual boiler and buildings
with district heating:

Since Only two'types of primary heating systems were included in this study, we did not
reduce the model by merging the two types into one, as this would be the same as excluding
the primary heat supply from the model, which was tested in Table 2. Instead, we turned
directly to the parameter estimates in order to investigate the size of the effect.

The difference in slope between the two groups of buildings are given in the table below.
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Estimated
Building type |lwr. CI | difference | upr. CI | Std. Error p-value
in slope

log(Qeare):PHSpu 0.04 0.054 0.068 0.004 5.716 - 10~

Table 5: Difference in the relationship between Qeg and Qcalc (denoted by the difference in slopes of the
regression lines) between buildings with individual boiler and buildings with district heating;, taken from
Table C.11.

The p-value indicated that the two slopes were in fact statistically significantly different,
which was also what we found in Table 2. The difference in slope suggestedithat-a difference
in Qcalc Was accompanied by a slightly greater difference in Q,eg indbuildings with district
heating than in buildings with an individual boiler, i.e. 0.054+0.014'pereentage points (given
a 1 % change in Qcac). Hence, buildings with district heating were subject to a slightly lower
rebound effect (thus possessing a slightly larger energy-saving potential) than buildings with
an individual boiler. However, considering the full table<of intercepts in Table C.11, it is
evident that buildings with district heating were congistently more energy-efficient than
buildings with a boiler.

5.5. Effects of secondary heat supply

As with the two previous characteristics, the\secomdary heat supply turned out to have a
significant effect on the relationship between Qcaicyand Qeq, see Table 2. Testing a simplified
model, in which we merged all the threestypes of secondary heat supply (SHS), and testing
it against the full model provided evidence.of a significant effect of having a secondary heat
supply, see Table B.10 in Appendix B.3. However, considering the parameter estimates in
Table 6, neither having electricsheating, nor having both a stove and electrical heating, as a
secondary heat supply had adsignificant effect on the relationship between Qe and Qyeg.

Estimated
Building type Iwr. CI | difference | upr. CI | Std. Error p-value
in slope
log(Qcarc):SHSg -0.025 0.012 0.048 0.011 0.2769
log(Qcate):8HSstove’| 0.017 0.039 0.062 0.007 2.856 - 1079
log(Qecatd):SHSpém | -0.001 0.065 0.131 0.02 0.0009371

Table 6: Bffects of two types of secondary heating on the relationship between Qcalc and Qreg

Having a stove as secondary heat supply, on the other hand, affected the relationship by
0.039 & 0.023 percentage points (given a 1 % change in Qcac). Hence, a similar conclusion
could be drawn as that in the case of the primary heat supply: buildings with a stove were
generally somewhat more energy efficient (i.e. had a lower registered heat consumption)
compared with other buildings; however, the marginal effect of having a stove (on the
rebound effect), was negligible.
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5.6. Effects of rental status

The effect rental status was evaluated in a similar manner to that in the previous sub-
sections. The parameter estimates are outlined in Table 6.

Estimated
Building type Iwr. CI | difference | upr. CI | Std. Error p-value
in slope
log(Qcalc):Rentyes | 0.039 0.053 0.066 0.004 2.92 410740

Table 7: Effects of rental status on the relationship between Qcaic and Qyeg

The difference in the slopes of the two regression lines indicate that.there was in fact
a significant difference in the relationship between Qcac and Qe in buildings that were
rented out and owner-occupied buildings (with rented buildings having a slightly higher
potential for energy-savings). However, there could be differenees between different types
of ownership, e.g. private land lords and non-profit housing associations, which were not
assessed here.

5.7. Combined effect

In the previous sections, all characteristic§sturned out to have a significant effect on
the energy-saving potential (i.e. the relationship between Qcac and Queg); however, the
effect size varied considerably. Therefore, one effect could seem unimportant on its own;
however, considering the effects in combination, the effect could be of a considerable size.
For instance, the total effect of having distriet heating (versus having a boiler), having stove
as secondary heating, in a rented house was 29.4 % higher than in a corresponding house
with an individual boiler, with no secondary heating, in which the owners live (i.e. 0.497
vs. 0.643). All effect sizes aredisted in Table C.11.

6. Discussion

In the presentstudy, the influence of pseudo-rebound effects on the heat-saving potential
in Danish residential buildings was assessed. This was done in order to assess the effect of
an energy-conservation measure on the realisable energy-saving potential in buildings with
different charaeteristics. Using a hybrid bottom-up model (i.e. a model that combines a
building-physigal model with a statistical model), the relationship between the calculated
heatvdemand (Qc.) and the registered heat consumption (Qeg) was studied, in order to
identify’ pseudo-rebound effects.

In the study, all differences in the relationship between (Qcalc) and (Qyeg) Were attributed
to pseudo-rebound effects, i.e. differences in user behaviour related to the thermal standard
of the building, as well as other relevant building characteristics. This could cause the
implicit effects to be overestimated (i.e. underestimating the energy-saving potential), if the
thermal standard of the building fabrics had been misjudged across buildings of different
thermal performance, as proposed elsewhere in the literature [35].
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Furthermore, this study considered groups of buildings in order to account for implicit
effects on the energy-saving potential in a building stock. Therefore, the present analyses
offered only a superficial treatment of the cause of the observed discrepancies in different
groups of buildings, rather than an in-depth analysis of one particular group of buildings.
However, this method gave an indication of where discrepancies arise, providing a foundation
for further research. Explaining the observed differences would require additional data as
well as an in-depth analysis of the various subgroups, i.e. one group of buildifigs with a
specific set of characteristics. This could include considering different subsets (e.gu different
building types) in different models.

6.1. Data considerations

The present study was based on utility data, i.e. meter data, for whieh reason energy
used for space heating and domestic hot water could not be considered separately. This
could jeopardise the validity of the model, if energy for DHW preparation was related to the
thermal standard of the house. However, given that the energysused for DHW preparation
could be determined as a fraction of the heated floor area, this.was accounted for correctly
in the model in terms of the intercept, which was not, analysed explicitly in this study.

Therefore, the proposed model could be used for analysing the energy-saving potential,
with the available energy consumption data, evensthough energy consumption for DHW
preparation may constitute a larger fraction inva,new well-insulated house than in an old
energy inefficient house. Likewise, electricity consumption was not included in the analyses
(due to lack of data), except as an assumedypart of the internal heat loads. Therefore,
systematic differences in electricity consumption between groups of buildings could affect
the results.

In addition, the thermal propérties of the building, as registered by the energy auditors,
used for calculating the heat demand relied on tabulated values, which in most cases were
assumed based on the construetion year of the building. Therefore, if these tabulated values
were consistently incorrectyit would cause the calculated heat demands to be biased. This
would in turn cause thé"modelto be biased, because it was not possible to include the year
of construction in the model. However, an assessment of the residuals showed no sign of any
dependence betwéen/the residuals and the construction year, see Appendix E.

Lastly, different eonsumption periods were normalised to comprise an entire year. How-
ever, varying lengths of the consumption periods, as well as different types of fuels, could
affect the varianee of the heat consumption. Therefore, weighting the variance according
the the actual length of the consumption period and the type of fuel might contribute to a
betterunderstanding of the heat consumption.

6.2. Explanatory variables

Since the present study only included building characteristics, behavioral and socio-
economic characteristics such as disposable income and number of inhabitants were left
unaccounted for. However, in a study of the effects of occupancy and buildings on the energy
used for space heating and DHW in the Dutch residential building stock, the authors found
the building characteristics to explain the majority of the variation in heat consumption
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[13]. Moreover, including occupancy characteristics in their model turned out not to affect
the results notably.

In addition, since no model assumptions were violated (the residuals being randomly
distributed in particular) this was likely only to have a disguising effect, i.e. increase the
width of the confidence intervals. Furthermore, including the municipality code as a nuisance
parameter in the model should control for some of these effects to some extent.

6.3. Model considerations

Choosing an OLS regression model entailed excluding of certain explanatory variables,
such as the heated floor area and the year of construction. However, some‘of the information
these variables could contribute with was of course already reflected imythe'ealculated heat
demand. Moreover, an analysis of the residuals showed no sign of wiolation of the model
assumptions.

7. Conclusion

In the present paper, we found that estimating thé‘heat-saving potential in residential
buildings on the basis of the thermal properties of the building alone, sometimes referred
to as the technical heat-saving potential, would résult in an overestimation of the realisable
heat-saving potential.

Using data available from the Danish EPC sclieme and publicly available records, it was
possible derive factors for adjusting the technieal heat-saving potential, in order to get more
accurate estimates of the realisable heat saving potential in the residential building stock.

The proposed model made it possible to-identify pseudo-rebound effects in the building
stock under consideration. Thegé pseudo-rebound effects were found in all parent groups
of buildings. The size of these implicit effects varied considerably between buildings with
different characteristics, ranging’from no difference to a factor of two in the estimated heat-
saving potential. Howevery even small effects mounted up in combination with each other,
when considering a group of bhuildings with very specific characteristics.

Though not analysed explicitly in this paper, the differences in realisable heat saving
potentials could suggest that the assumptions, in terms of average indoor temperatures,
DHW consumptiony,air change rates, time of occupancy and electricity use (among other
occupant related factors), used for calculating the technical heat-saving potential could be
systematically different in buildings with different characteristics. Therefore, the technical
energy-saving potential should be adjusted, in cases where assumptions were made due to
limited.access to data about the actual conditions in the building(s) under consideration.

Thermal properties and system efficiencies, which could have been misjudged in the EPC,
also pose a potential cause for the observed discrepancy between the calculated heat demand
and the registered heat consumption, which could not be captured by this model. Likewise,
socio-economic characteristics, which were not included in this study, could also have an
effect on the size of the heat-saving potential.
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8. Further work

Since heat consumption for space heating and DHW could not be separated in the present
study, it should be considered to do a sensitivity around the influence of heat consumption
for DHW on the total heat demand.

In order to address what caused the observed differences in this study, individual factors
should be investigated. Measuring the indoor temperature, air change rate, etc. across a
broad sample of buildings could help justify (or falsify) some of the assumed ifiput values.
Likewise, an investigation of the actual transmittance values of the buildingrenvelope ele-
ments would be valuable in checking for systematic biases in the tabulated'walues that are
normally used for EPC ratings.
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Appendix A. Model validation plots

The present appendix presents théunodel validation plots for the simple linear regression
(SLR) model, as well as for the multiple linear regression (MLR) model.

Appendiz A.1. Simple linear régression model

In Figure A.7, the fesiduals’ of the SLR model are plotted against the fitted values
of the model (Figure{A.7a). "The quantile-quanlie (Q-Q) plot (Figure A.7b) displays the
distribution of thetesiduals.
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Figure A.7: Distribution of the SLR model residuals

Figure A.7a showed considerable dependence héetween the residuals and the fitted values.
Likewise, Figure A.7b indicated that the distribution of the residuals deviated somewhat
from a normal distribution. Therefore, the model was deemed unsuitable.

Appendiz A.2. Multiple linear regression model

The model validation plots of the MLLR model (Figure A.8) showed considerably less bias
in the residuals.
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Figure A.8: Distribution of the MLR model residuals

Some observations, with large standardised ‘residuals (in the upper right corner of Fig-
ure A.8b), did not follow a normal distribution, indicating that these could be outliers.
However, a comparison of the parameterestimates from the MLR model with those from a
robust regression model indicated that these observations did not compromise the parameter
estimates unacceptably, see AppendixyD.

Appendix B. Tests for statistical significance - ANOVA

In the present appendixy, all ANOVA tables, used in testing for significant differences
between groups of buildings, are listed.

Appendiz B.1. Bffectsion heat consumption

In subsection 5.2 we tested for effects of the various building characteristics in Table 1.
Below the ANOVA/table is listed with the test for significance of the interaction terms.

Parameter Df Sum Sq | Mean Sq | F value | p-value
log(Qcaic): Type 3 1137.5 379.17 3017.29 0
log(Qcarc):PHS 1 21.46 21.46 170.76 0
log(Qcalc):SHS 3 4.86 1.62 12.88 0
log(Qcalc):Rent 1 22.19 22.19 176.54 0
Residuals 133951 | 16832.99 0.13

Table B.8: ANOVA table MLR
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In all cases the p-values were lower than the significance level in Equation 2 indicating
that there was a significant effect of all building characteristics on the relationship between

Qcalc and Qreg-

Appendixz B.2. Effects of building type

In the ANOVA table below, we compared each of the reduced models with the full model.
The model names indicate which building types that were merged.

Model Res DF RSS DF | Sum of Sq | F-value p-value
Full model 133951 | 16832.989

Farm + SFH 133953 | 16839.846 | -2 -6.857 27.28%. | 142710712
Farm + Row 133953 | 16856.179 | -2 -23.19 92268 wf=9:039 - 10~4
Farm + MFH | 133953 | 16864.126 | -2 -31.137 123.888y 1.761 - 10754
SFH + Row 133953 | 17297.042 | -2 -464.053 1846.385 0

Row + MFH 133953 | 17383.61 | -2 -550.6211,_1-2190.824 0

SFH + MFH | 133953 | 18423.652 | -2 -1590.663  |.6328.968 0

Table B.9: ANOVA table Building types

These tests provided strong evidence that each of,the four building types were signifi-
cantly different from each other.

Appendiz B.3. Effects of secondary heatssupply

To test whether there was an effect of the individual secondary heating supply type, all
levels were merged and tested aginst the full model.

Model Res DE RSS DF | Sum of Sq | F-value p-value
Full model 133951 | 16832.989
SHS vs. no SHS | 433955 16847.111 | -4 -14.122 28.095 | 2.315-10"%

Table B.10: ANOVA table secondary heat supply

The p-value in Table B.10 provided strong evidence against no effect; i.e. the effect of
having a gsecondary heat supply did depend on which type it was.
Appendix C. Parameter estiamtes MLR

The-slope (log(Qcare)) indicated a farmhouse with an individual boiler, no secondary
heating, which was not rented out. All other parameters indicated a difference associated
with a different building characteristic.
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Parameter 0.5 % CI | Estimate | 99.5 % CI | Std. Error p-value
Intercept 2.749 3.732 4.715 0.291 9.539 - 10
log(Qcarc) 0518 | 0.613 0.708 0.028 | 4.992 107105
Typesru 0.137 1.125 2.112 0.292 0.0001166
Typerow -1.035 -0.038 0.958 0.294 0.8967
Typemru -3.957 -2.959 -1.961 0.295 1.137-10723
PHSpy -0.681 -0.545 -0.41 0.04 1.877 .40~
SHSE, -0.544 -0.175 0.194 0.109 01085
SHSstove -0.623 -0.397 -0.172 0.067 2583 - 1079
SHSBoth -1.386 -0.715 -0.043 0.198 020003152
Rentyes -0.713 -0.577 -0.441 0.04 9518 - 10747
108(Qeae): Typesrn | -0.212 | -0.116 | -0.021 0.028. /1.3.933 - 10
10g(Quate): Typerow | -0.11 | -0.013 0.083 04029 0.64
10g(Qeate): Typenrr | 0.205 | 0.301 0.398 0:029 ) | 4.466 - 10726
log(Qcare):PHSpy 0.04 0.054 0.068 0004 5.716 - 10~
10g(Quate):SHSE1 0.025 | 0.012 0.048 0.011 0.2769
log(Qcalc):SHSstove 0.017 0.039 0.062 0.007 2.856 - 1079
log(Qecate):SHSBoth -0.001 0.065 0.131 0.02 0.0009371
log(Qecare):Rentyes 0.039 0.053 0.066 0.004 2.92.10740

Table C.11: Parameter estimates from the MLR model\and“the robust regression (RR) model respectively

Appendix D. Parameter estimates.-“model comparison

This appendix lists all parameter estimates from the MLR model and the robust regres-
sion (RR) model, as well as corresponding standard errors.

MLR RR
Parameter Estimate | Std. Error | Estimate | Std. Error
log(Qecaic) 0.613 0.028 0.587 0.027
log(Qéarc): Typesrn -0.116 0.028 -0.1 0.027
log(Qeare): TYDerow -0.013 0.029 -0.019 0.027
10g(Qecate): Typenru 0.301 0.029 0.324 0.027
log(Qedic):PHSpn 0.054 0.004 0.049 0.004
log(Qecale):SHSg) 0.012 0.011 0.016 0.01
log(Qcaic):SHSstove 0.039 0.007 0.038 0.006
10g(Qecate):SHSBoth 0.065 0.02 0.084 0.019
log(Qcalc):Rentyes 0.053 0.004 0.044 0.004

Table D.12: Parameter estimates from the MLR model and the robust regression (RR) model respectively

Comparing the two models, the confidence intervals on the parameter estimates over-
lapped in all cases, indicating that the parameter estimates were not significantly different.
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Appendix E. Residual analysis

This appendix is devoted to an analysis of the residuals, including homogeneity of the
residual variance among groups and an analysis of potential bias caused by explanatory
variables that were not included in the MLR model.

Appendiz E.1. Residual variance

In an ANOVA the variance is assumed to be equal in the groups under consideration, an
assumption which was violated in this case; see Table E.13.

Due to the large number of groups, we considered the smallest- and the largest variance
in groups with less than ten observations, groups with more than 100 ebservations and
groups with observations in between.

Group size | Min | Max
< 10 0.03 | 1.52
> 100 0.10 | 0.28
10-100 0.07 | 0.25

Table E.13: Min and max variance of the residuals of the MLLR model in groups of different size

In particular the large variance in some of thesgroups with few observations compared
with the small variance in some groups withymany observations could cause an ANOVA to
be invalid. However, because the test is@obust with regards to violation of this assumption,
we proceeded using it throughout the study.

Appendiz E.2. Analysis of excluded explanatory variables

To ensure that variables not included in the model, in this case the heated floor area and
the year of construction, did not. cause a bias in the model, we plotted the residuals of the
MLR model against each ofithese two variables.
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Figure E.9: Distribution of the MLR model residuals
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Despite a slight positive trend in Figure E.9a, the visual inspection of the residuals did
not indicate any notable dependence.

In addition to the visual inspection, we fitted two simple linear regression models, in
which we include the residuals as the dependent variable and each of the the heated floor
area and the year of construction (YOC) as the independent variables respectively to quantify
any bias, see Equation E.1 and Equation E.2.

RGSZdMLR = 60 + ﬁl : Aﬁoor (El)
Residyiir = o + 1 - YOC (EQ)
Model | Intercept | Slope | AdjR* ]
Equation E.1 | 9.08-107% | 3.93-107° 0.004
Equation E.2 | 7.21-1072 | 3.68 - 1075 |('5.97 -10~¢

Table E.14: Regression line coefficients to quantifysanyrdependence

Considering the parameter estimates, both regression lines suggested almost no depen-
dence between the variables that were excluded from the analyses and the residuals, i.e.
neither the heated floor area nor the year of construction explained much of the variation
in the residuals (0.4 % and 0.0006 % respeétively).
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