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A Novel Equivalent Model of Active Distribution Networks Based on LSTM

Chao Zheng, Shaorong Wang, Yilu Liu, Fellow, IEEE, Chengxi Liu, Wei Xie, Chen Fang, and Shu Liu

Abstract—Dynamic behaviors of distribution networks are of great importance for the power system analysis. Nowadays, due to the integration of the renewable energy generation, energy storage, plug-in electric vehicles, and distribution networks turn from passive systems to active ones. Hence, the dynamic behaviors of active distribution networks (ADNs) are much more complex than the traditional ones. The research interests how to establish an accurate model of ADNs in modern power systems are drawing a great deal of attention. In this paper, motivated by the similarities between power system differential algebraic equations and the forward calculation flows of recurrent neural networks (RNNs), a long short-term memory (LSTM) RNN-based equivalent model is proposed to accurately represent the ADNs. First, the adoption reasons of the proposed LSTM RNN-based equivalent model are explained, and its advantages are analyzed from the mathematical point of view. Then, the accuracy and generalization performance of the proposed model is evaluated using the IEEE 39-Bus New England system integrated with ADNs in the study cases. It reveals that the proposed LSTM RNN-based equivalent model has a generalization capability to capture the dynamic behaviors of ADNs with high accuracy.

Index Terms—Deep learning, dynamic behaviors, load modeling, long short-term memory (LSTM), measurement-based approach, recurrent neural network (RNN).

I. INTRODUCTION

Due to the factor that load behaviors have noticeable effects on the dynamic response of power systems, load modeling is one of the most fundamental aspects for power system planning, analysis, operation, and control [1]–[5]. Kinds of the literature show that if the load model failed to accurately represent the dynamic characteristics of distribution systems, incorrect conclusions would be drawn in the stability analysis of power systems, such as voltage stability assessment and dynamic security analysis [6]–[10]. For example, the simulation results did not agree with the disturbance recordings from the Western Electricity Coordinating Council (WECC) blackout in 1996, when the models from the standard WECC database were adopted into the simulations [11]. Hence, researchers and engineers are fully motivated to develop an accurate load model for power system studies.

Nowadays, the distribution networks gradually evolve from passive systems to active ones, because of the integration of renewable energy generation, energy storage, and plug-in electric vehicles in distribution networks. Moreover, due to the aforementioned factors and the wide applications of power electronic converters, the dynamic behaviors of the distribution networks are more complex than the traditional ones. Conventional load models are difficult, even impossible, to represent these complex distribution networks with high accuracy. Therefore, an accurate, adaptive, and robust load modeling method for active distribution networks (ADNs) is in utmost need to analyze modern transmission power systems.

Recently, deep learning has been explosively developed. As deep learning has powered many research areas, the techniques for a majority of fields have been dramatically improved by using the techniques of deep learning [12]. A variety of neural networks (NNs) has been proposed in the past few years, such as deep spare autoencoder, convolutional NNs (CNNs), and recurrent NNs (RNNs). Different kinds of NN topologies are applied to different issues. For example, CNNs are more suitable for processing a grid of values, such as images, while RNNs are specially designed for processing a sequence of values. Hence, RNNs usually have the outstanding performance on speech recognition and machine translation [13]–[15]. Furthermore, the NNs show better fitting results than the polynomial regression because of the universal function fitting capability [16], [17]. In the area of electric power systems, many leading studies about dynamic state estimation [18], fault diagnose [19], [20], short-term load forecast [21], [22], dynamic security assessment [23], [24], energy management [25], [26], and attack detection [27] have been developed with the applications of deep learning.

Motivated by the similarities between power system differential algebraic equations (DAEs) and the forward calculation flows of RNNs, we try to employ RNNs from NNs for modeling the dynamic behaviors of the renewable energy generation, energy storage, and plug-in electric vehicles in distribution networks. Hence, researchers and engineers are fully motivated to develop an accurate load model for power system studies.

First, the adoption reasons of the proposed LSTM RNN-based equivalent model are explained, and its advantages are analyzed from the mathematical point of view. Then, the accuracy and generalization performance of the proposed model is evaluated using the IEEE 39-Bus New England system integrated with ADNs in the study cases. It reveals that the proposed LSTM RNN-based equivalent model has a generalization capability to capture the dynamic behaviors of ADNs with high accuracy.
ADNs with high accuracy. First, the adoption reasons for the proposed LSTM RNN-based equivalent model are explained, and its advantages are analyzed from the mathematical point of view. Then, in the study cases, the assumptive measurement data [e.g., phasor measurement unit (PMU) data], which are sampled from time-domain simulations, are employed to construct and test the proposed LSTM RNN-based equivalent load model of ADNs.

The key contributions of this paper are listed as follows.

1) New Application: It is the pioneering research to explore the feasibility of using NNs constructed by LSTM blocks and fully connected (FC) layers to build equivalent models of ADNs.

2) Why and How: Discussion and explanation about the reasons of adopting RNN as an equivalent model of ADNs for the study of transmission systems are originally conducted in detail. The basic rules and guidelines for designing an LSTM RNN-based equivalent model of ADNs are presented as well.

3) New Methodology: The proposed LSTM RNN-based equivalent model is one novel method to address the nonlinear and temporally complex challenges of ADNs, caused by the integration of renewable energies and energy storage in the distribution level of electric power grids.

The remainder of this paper is organized as follows. Section II presents the literature reviews about the load modeling methods and the application of NNs in the power system. In Section III, some important concepts of RNNs, LSTM, and backpropagation through time (BPTT) algorithm are introduced. The reason for adopting an LSTM RNN for load modeling is explained, and the basic rules and guidelines of the LSTM RNN-based equivalent model is presented. Section IV is about study cases of the LSTM RNN-based load model. The conclusion is presented in Section V.

II. LITERATURE REVIEW

In the past decades, load modeling approaches can be generally classified into two categories: component-based approaches [28]–[32] and measurement-based approaches [33]–[37]. Component-based modeling approaches build the mathematical functions to represent the relationship between a bus voltage/frequency and the active/reactive power consumed by loads based on individual load physical characteristics. They highly depend on the accurate information of the load composition, but the time-variant load composition cannot always be obtained in an operational power system. The measurement-based approaches employ the field data to capture the loads’ characteristics. Then, the load model is constructed and the parameters are identified to represent the characteristics of loads. Therefore, measurement-based approaches can reflect the time-variant load dynamics better than the component-based approaches, which are more widely employed for power system studies in practical applications.

As there has been pressing demands for finding a new way to construct an equivalent model of aggregated loads, some researchers have proposed using NNs to build the mapping relationship between the inputs (voltage/frequency) and the outputs (active/reactive power) for load modeling in recent years [7], [38]–[43]. Chen and Mohler [7] point out the static and quasi-static models do not consider load dynamics in the voltage stability analysis. In order to make the results of voltage stability assessment more reliable, an NN model is employed taking load dynamics into account. Ku et al. [38] develop a feed-forward artificial NN (ANN) with a single layer of hidden nodes to describe the complex dynamic behaviors of loads. The performance of the model has been assessed by the real field data from Taiwan Power Company. Keyhani et al. [39] present an approach for developing the NN-based load model in the power system stability analysis. Two steps, developing an NN with simulation data and updating the NN with measured data, are involved in this method. Hiyama et al. [40] investigate an NN with feedback loops for modeling the loads’ dynamics. The study cases show that the NN can successfully emulate the real/reactive power response. Bostanci et al. [41] point out that the developed NNs, designed with a delayed input and feedback connections, can represent the dynamic behavior of power system loads. Chang et al. [42] present an efficient method, combining the radial basis function NN and the lookup table, to predict the response of a time-variant electrical arc furnace (EAF). The proposed EAF model can be effectively used to assess waveform distortions, voltage fluctuations in power systems. In these studies, different kinds of ANNs are adopted for load modeling, but the cases with distributed generations in distribution networks have not been taken into consideration. Amy et al. [43] present an ANN-based model for ADNs, but the adoption of ANN and equivalent lumped passive elements to represent the ADNs may reduce the accuracy because there are no temporal connections in the ANNs.

III. RECURRENT NEURAL NETWORK-BASED LOAD MODEL

Load modeling refers to a mathematical mapping between a bus voltage/frequency and the active/reactive power flowing into the bus [1]. This section, first, gives a brief review of some important ideas of RNNs, the structure of an LSTM block, and the BPTT algorithm. The details of an LSTM RNN can be found in [44], and the details of the BPTT algorithm can be found in [45]–[47]. Then, the motivation of adopting an LSTM RNN for modeling load dynamics is explained and discussed in detail. Finally, basic rules and guidelines for designing an LSTM RNN-based equivalent model, where LSTM blocks and FC layers are adopted as hidden layers, are introduced.

A. Some Important Concepts of Recurrent Neural Networks

RNNs are very powerful dynamic systems [12]. They are designed for dealing with sequences and have achieved huge successful performance on applications of machine translation and speech recognition, so it is often better to adopt RNNs for the tasks, which involve sequential inputs. Some important concepts of RNNs will be presented in this section. As illustrated in Fig. 1, the input of a recurrent neuron shown in yellow is fed by the lower layer shown in blue, and
the output of a recurrent neuron is propagated to the higher layer shown in green. At the same time, the state $S(t)$ of a recurrent neuron is fed into this recurrent neuron at the next time step $t+1$. A block of recurrent neuron can be unrolled with finite time step [13]. It can be clearly noticed from the structure of RNN that the states of current time are influenced by the information from former time steps $t-1, \cdots, 1$ in this unfolded architecture. In addition, each layer of RNNs will share its parameters in the time step of the entire sequence, this characteristic makes it possible to process variable length sequences, and scale to much longer or shorter sequences [13].

When armed with the ideas of recurrent neuron unfolding and weight sharing, the procedure of a conventional RNN is briefly introduced here. The formulations from (1) to (3) are applied to compute a sequence of hidden layer states $S(t)$ and a sequence of outputs $O(t)$

$$H(t) = W_{hi}X(t) + W_{hh}S(t) - 1 + b_{h}$$

$$S(t) = f(H(t))$$

$$O(t) = W_{oh}S(t) + b_{o}$$

where $X(t) \in \mathbb{R}^{n_{i}}$ indicates an input sequence with $n_{i}$ dimensions of RNN at time step $t$, $H(t) \in \mathbb{R}^{n_{h}}$ represents the linear state of a hidden layer at time step $t$, $S(t) \in \mathbb{R}^{n_{h}}$ represents the nonlinear state from hidden layers at time step $t$, and $O(t) \in \mathbb{R}^{n_{o}}$ indicates an output sequence with $n_{o}$ dimensions of RNN at time step $t$. $n_{i}$, $n_{h}$, and $n_{o}$ are the number of elements in input layer, hidden layer, and output layer, respectively. $W_{hi}$, $W_{hh}$, and $W_{oh}$ are the weight matrices for corresponding layers of the standard RNN, and $b_{h}$ and $b_{o}$ are the bias vectors for corresponding layers of the standard RNN. $f(x)$ is a nonlinear activation function, generally, $f(x) = \text{tanh}(x)$ or $f(x) = \text{sigmoid}(x)$. It can be noted that from the structure of the conventional RNN, all weight matrices are independent of the time step, because of the involved concept of weight sharing.

B. Long Short-Term Memory Block

As mentioned above, the traditional RNN is one of the most powerful tools to construct a temporal relationship. However, it has been proven that the traditional RNN is difficult to learn long-term dependencies, because the traditional RNN have troubles of gradient vanishing or exploding, when the gradients back propagated over some steps [48], [49]. In order to break the limits of learning long-term dependencies, the German researchers S. Hochreiter and J. Schmidhuber had advanced an improved structure of recurrent neuron based on the idea of gate, which is the so-called LSTM [44], [50]. The LSTM networks have attracted enormous attention in academia and industry, because the LSTM networks are successfully applied in many fields, such as speech recognition, machine translation, and load forecast.

An LSTM block is illustrated in Fig. 2. The LSTM is constructed by the so-called memory cell state $S$, input node $g_{c}$, input gate $i_{g}$, output gate $o_{g}$, and forget gate $f_{g}$. The detailed description can be found in [51]. The formulations of an LSTM block are expressed in the following equations:

$$g_{c}(t) = \phi(W_{gx}v(t) + W_{gh}h(t - 1) + b_{g})$$

$$i_{g}(t) = \sigma(W_{ix}v(t) + W_{ih}h(t - 1) + b_{i})$$

$$f_{g}(t) = \sigma(W_{fx}v(t) + W_{fh}h(t - 1) + b_{f})$$

$$o_{g}(t) = \sigma(W_{ox}v(t) + W_{oh}h(t - 1) + b_{o})$$

$$s(t) = g_{c}(t) \odot i_{g}(t) + s(t - 1) \odot f_{g}(t)$$

$$h(t) = \phi(s(t)) \odot o_{g}(t)$$

where $v(t)$ indicates the inputs of an LSTM block at time step $t$; $h(t)$ indicates the outputs of an LSTM block at time step $t$; $W_{gx}$, $W_{ix}$, $W_{fx}$, and $W_{ox}$ represent the correlation weight matrices between the input $x$ and the input node $g_{c}$, input gate $i_{g}$, forget gate $f_{g}$, and output gate $o_{g}$, respectively; and $W_{gh}$, $W_{ih}$, $W_{fh}$, and $W_{oh}$ represent the correlation weight matrices between the last time step output $h$ and the input node $g_{c}$, input gate $i_{g}$, forget gate $f_{g}$, and output gate $o_{g}$, respectively. Then, $b_{g}$, $b_{i}$, $b_{f}$, and $b_{o}$ are biases of the input node $g_{c}$, input gate $i_{g}$, forget gate $f_{g}$, and output gate $o_{g}$; and $\odot$ stands for element-wise multiplication. $\sigma(x)$ represents an element-wise sigmoid nonlinear activation function, and $\phi(x)$ represents an element-wise hyperbolic tangent nonlinear activation function.
The calculation is applied to go back through the whole network unfolded calculation graph of LSTM RNN. Then, a backward BPTT algorithm consists of two steps. A forward calculation for training the LSTM RNNs in this paper. Generally, the exploding in the learning duration of LSTM are addressed, learning, BPTT, and truncated BPTT for training of LSTM there are some suitable algorithms, such as real-time recurrent building an equivalent model of ADNs.

C. Backpropagation Through Time Algorithm

The input of an LSTM RNN is an ordered sequence, there are some suitable algorithms, such as real-time recurrent learning, BPTT, and truncated BPTT for training of LSTM RNNs, rather than the traditional backpropagation [45]–[47]. Owing to the reason, the problems of gradient vanishing and exploding in the learning duration of LSTM is addressed, and the BPTT algorithm is adopted as a learning algorithm for training the LSTM RNNs in this paper. Generally, the BPTT algorithm consists of two steps. A forward calculation is first employed to pass through whole time steps in the unfolded calculation graph of LSTM RNN. Then, a backward calculation is applied to go back through the whole network from the last time step \( t_1 \) to the first time step \( t_0 \) in the unfolded calculation graph [52]. As described in [40], the weighted summation of the error sequences between the LSTM RNN output sequences and target sequences is a natural choice as the performance criterion, when an LSTM RNN is applied as a regression procedure. Hence, the following equation is chosen as a cost function \( J_{cost} \) in this paper:

\[
J_{cost} = \frac{1}{2} \sum_{t=1}^{n} (h(t) - \hat{h}(t))^2
\]  

(10)

where \( h(t) \) denotes the output sequence of the NN at time step \( t \), and \( \hat{h}(t) \) denotes the target sequence of the NN at time step \( t \).

The data flow in the forward and backward propagations of an LSTM block is exhibited in Figs. 3 and 4, respectively. Meanwhile, the corresponding pseudocode is illustrated in Algorithm 1 for summarizing all of the learning procedure of an LSTM block. \( v(t) \) shown in Figs. 3 and 4 represents the input vector of LSTM, and \( h(t) \) represents the output of LSTM. Other symbols have the same meaning with (4)–(9).

D. Reason of Choosing LSTM RNN for Load Modeling

Due to feedback connections in the hidden layer, RNNs have powerful ability to build the temporal correlations between the latest states and the previous states. On the other hand, the field data of aggregated loads in electric power systems are a sequence of sampled discrete values within a time stamp, which can be considered as an ordered sequence data in the time domain. Moreover, the disturbance occurred at time \( t \) will influence the power responds at time \( t + \tau \) in power systems. Therefore, based on the mentioned sketchy content above, the RNNs would be one of the ideal selections for building an equivalent model of ADNs.

Algorithm 1 Learning Procedure of LSTM Block

Cost Funtion: \( J_{cost} = \frac{1}{2} \sum_{t=1}^{N} (h(t) - \hat{h}(t))^2 \)

Learning Rate: \( \eta \)

Forward:

1: \( J_{cost} \leftarrow 0 \)
2: \( \text{for} \ t \text{ from} \ t_0 \text{ to} \ t_1 \text{ do} \)
3: \( \tilde{g}_e(t) \leftarrow W_{ge}v(t) + W_{gh}h(t-1) + b_g \)
4: \( g_e(t) \leftarrow \phi(\tilde{g}_e(t)) \)
5: \( \tilde{t}_e(t) \leftarrow W_{te}v(t) + W_{th}h(t-1) + b_i \)
6: \( t_e(t) \leftarrow \sigma(\tilde{t}_e(t)) \)
7: \( f_g(t) \leftarrow W_{fg}v(t) + W_{fh}h(t-1) + b_f \)
8: \( f_e(t) \leftarrow \sigma(f_g(t)) \)
9: \( \tilde{o}_e(t) \leftarrow W_{oe}v(t) + W_{oh}h(t-1) + b_o \)
10: \( o_e(t) \leftarrow \sigma(\tilde{o}_e(t)) \)
11: \( s(t) \leftarrow g_e(t) \odot t_e(t) + s(t-1) \odot f_g(t) \)
12: \( h(t) \leftarrow \phi(s(t)) \odot o_e(t) \)
13: \text{end for}

Backward - BPTT:

\[
\delta h(t) = \frac{\partial J_{cost}}{\partial h(t)}, \quad \delta f_g(t) = \frac{\partial J_{cost}}{\partial f_g(t)}; \quad \delta o_e(t) = \frac{\partial J_{cost}}{\partial o_e(t)}
\]

\[
\delta s(t) = \frac{\partial J_{cost}}{\partial s(t)}; \quad \delta t_e(t) = \frac{\partial J_{cost}}{\partial t_e(t)}; \quad \delta g_e(t) = \frac{\partial J_{cost}}{\partial g_e(t)}
\]

1: \( \text{for} \ t \text{ from} \ t_1 \text{ down to} \ t_0 \text{ do} \)
2: \( \delta t_e'(t) \leftarrow W_{oe} \cdot \delta \tilde{o}_e(t) + W_{fh} \cdot \delta f_g(t) + W_{gh} \cdot \delta \tilde{g}_e(t) \)
3: \( \delta h(t) \leftarrow \delta h(t) + \delta t_e'(t+1) \)
4: \( \delta s(t) \leftarrow \delta h(t) \odot \phi'(s(t)) \odot o_e(t) \)
5: \( \delta \tilde{o}_e(t) \leftarrow \delta h(t) \odot \phi'(s(t)) \odot \sigma'(\tilde{o}_e(t)) \)
6: \( \delta f_g'(t) \leftarrow \delta s(t) \odot s(t-1) \odot \sigma'(\tilde{t}_e(t)) \)
7: \( \delta \tilde{t}_e(t) \leftarrow \delta s(t) \odot g_e(t) \odot \sigma'(\tilde{t}_e(t)) \)
8: \( \delta \tilde{g}_e(t) \leftarrow \delta s(t) \odot t_e(t) \odot \phi'(\tilde{g}_e(t)) \)
9: \( dW_{mx} \leftarrow dW_{mx} + Mv(t), \ m \in \{g, i, f, o\} \)
10: \( dW_{mh} \leftarrow dW_{mh} + Mh(t-1), \ m \in \{g, i, f, o\} \)
11: \( db_m \leftarrow db_m + M, \ m \in \{g, i, f, o\} \)
12: \( M \in \tilde{g}_e(t), \delta \tilde{t}_e(t), \delta \tilde{f}_g(t), \delta \tilde{g}_e(t) \)
13: \text{end for}
The distribution networks are regarded as an aggregated load seen from bulk transmission power delivery systems for the analysis of transmission systems in this paper. The dynamic behaviors of load elements can usually be described by DAEs. For example, the induction motor load, which is one of the most important dynamic load elements in distribution networks, can be represented by the simplified third-order DAEs [53]. Generally, the dynamic characteristics of high-order power system loads can be described in the form of the differential equations (DEs) (11) and the algebraic equations (AEs) (12) in the state space

\[
\dot{x} = f(x, u, p) \quad (11)
\]

\[
y = g(x, u, p) \quad (12)
\]

where \(x\) denotes the state vector, \(u\) denotes the input vector, \(y\) is the output vector, and \(p\) is the parameter variable. The discrete version of DEs (11) could be easily written as follows:

\[
x(t) = f'(x(t-1), u(t), p). \quad (13)
\]

The calculation flows of an LSTM block are enumerated in (4)–(9). The calculation flows of hidden layers formed with LSTM blocks are almost the same as the LSTM block. With the intention of clearly indicating the relationship between the inputs and the outputs of the hidden layers formed by LSTM blocks, the forward calculation procedure can be mathematically represented in the following equation:

\[
h(t) = F(h(t-1), v(t), W, b) \quad (14)
\]

where \(v(t)\) denotes the input vector of LSTM hidden layers at time \(t\), \(h(t)\) denotes the state vector of LSTM hidden layers at time \(t\), \(W\) denotes the weight matrix, and \(b\) denotes the bias vector. Equation (14) of the LSTM hidden layers is in the form of difference equations as well. Equation (14) for the LSTM hidden layers is almost the same as the discrete version of DEs (13) in terms of mathematical forms. Therefore, the hidden layers constructed with recurrent neurons (e.g., LSTM blocks) may have the same capability of representing dynamic systems as the mathematical representations at the state space.

As mentioned before, the part of DEs in DAEs can be represented with the hidden layers constructed via LSTM blocks. Moreover, based on the definition of load modeling and the DAEs at the state space, it is necessary to develop other hidden layers upon the proposed NNs for representing the part of AEs in DAEs. Thus, in this paper, the FC hidden layers are stacked upon the LSTM hidden layers to represent the AEs in DAEs. Then, the proposed hybrid NNs could be mathematically represented in the following equations:

\[
h(t) = F(h(t-1), v(t), W_i, b_i) \quad (15)
\]

\[
O(t) = G(h(t), v(t), W_f, b_f) \quad (16)
\]

where \(v(t)\) denotes the input vector of LSTM hidden layers at time step \(t\), \(h(t)\) denotes the state vector of LSTM hidden layers at time step \(t\), \(O(t)\) denotes the output vector of FC layers at time step \(t\), \(W_i\) denotes the weight matrix of LSTM hidden layers, \(b_i\) denotes the bias vector of LSTM hidden layers, \(W_f\) denotes the weight matrix of FC hidden layers, and \(b_f\) denotes the bias vector of FC hidden layers. The mathematical formulations of the proposed hybrid NN are similar to the discrete version of DAEs.

Due to these similarities, it has demonstrated that the hidden layers constructed with LSTM blocks can be employed to represent the states of ADNs (the part of DEs), and the FC hidden layers could be employed for combining the states learned with LSTM hidden layers to acquire the outputs—real and reactive power responses (the part of AEs). In this proposed hybrid NN, the states of ADNs are developed by learning from the training sets, rather than manually defined. Therefore, motivated by these factors, the LSTM-based hybrid NN (the so-called LSTM RNN) is employed for representing the aggregated dynamic behaviors of ADNs in electric power systems.

E. Method of Constructing an LSTM RNN as an Equivalent Load Model of ADNs

Armed with foundational knowledge about architecture, feed-forward calculation procedure, learning, and optimizing technique of NNs, all the things are ready for designing a suitable NN to address the special issue—building an equivalent model of ADNs.

As mentioned above, the basic rules of designing an LSTM RNN are: 1) employing the hidden layers constructed with LSTM blocks to represent DEs of DAEs and adopting FC hidden layers to represent AEs of DAEs and 2) the FC layers are stacked upon the LSTM hidden layers (i.e., the outputs of the hidden layer constituted by LSTM blocks are fed into the FC hidden layers).

Moreover, the number of LSTM hidden layers and FC layers are influenced by many factors, such as the scale of ADNs, types of load elements, and penetration of renewable energies. Due to this reason, the number of LSTM hidden layers and FC layers are usually determined by experiments considering the performance and computational burden of LSTM RNNs. There are basic guidelines to determine the number of LSTM hidden layers and FC layers: 1) based on aforementioned rules, there must be at least one LSTM hidden layer and one FC layer in the hidden layers of LSTM RNN and 2) due to the fact that LSTM RNNs could represent more complex ADNs via increasing LSTM hidden layers or FC hidden layers: a) the number of LSTM hidden layer should be increased if there are various types or large scales of dynamic elements (motor machines, electrical vehicles, and renewable energies) in ADNs, because the LSTM hidden layers are adopted as DEs and b) the number of FC hidden layers should be increased if there are high percentage or various kinds of static elements (lightings and heaters), because the FC layers are used as AEs.

In the light of the definition of the load modeling in electrical power systems, typically, the bus voltage within an \(N\)-step time window is selected as the inputs, and the corresponding real and reactive powers flowing into the bus are selected as the outputs, when an LSTM RNN is adopted for constructing an equivalent model of ADNs in electric power systems.

Furthermore, some key points should be paid attention when employing an LSTM RNN for load modeling. It is
well known that the nonlinear activation function (the sigmoid and the hyperbolic tangent activation function) employed by the LSTM blocks and FC hidden layers will arrive into the saturation area, if the input values are beyond the limits of the linear. Because of this characteristic of the activation functions, it is critical to scale all inputs within the range of $(0, 1)$. Thus, the preprocessing step (normalization) should be adopted before the $N$-step time window bus voltages enter the input layer of the proposed LSTM RNN. While the targets of the proposed LSTM RNN need not to be normalized, because there is no existing nonlinear activation function in the output layer.

### IV. STUDY CASES: EVALUATING THE PERFORMANCE OF THE LSTM RNN-BASED EQUIVALENT MODEL

In this section, an electric power testing system containing detailed ADNs is first introduced. Based on the basic rules and guidelines for designing the LSTM RNN-based equivalent model, five different LSTM RNNs are designed. Then, the LSTM RNN built with one LSTM hidden layer and two FC hidden layers is selected to represent the testing system by comparing the experiment results. Afterward, the performance of the LSTM RNN will be comprehensively evaluated with a variety of assumptive measurement data (e.g., PMU data), which are sampled from the time-domain simulation of the testing system. Finally, the LSTM RNN-based equivalent model is compared with ANN-, conventional RNN-, support vector regression (SVR)-, and nonlinear autoregression with exogenous (NARX)-based equivalent model. Meanwhile, in the study case, the frameworks of the LSTM RNN-based equivalent model are built by using TensorFlow [54], and the LSTM RNN are trained and tested with a personal computer equipped with Intel Core i7-4790 CPU, 3.6-GHz processor, and 16 GB of RAM.

#### A. Brief Introduction of Testing System

The testing system contains two parts, namely, IEEE 39-Bus New England system [55], and a detailed ADN. The New England system is employed as the transmission system, and the ADN is adopted as the distribution system. Besides, the detailed distribution network connects with the Bus-39 of the New England test system through an electrical power transmission line to replace a part of the original loads at Bus-39. The details of the New England system is presented in [55]. The parameters and topology of the distribution network illustrated in the Appendix and Fig. 5, respectively, are from a realistic oil refinery. In addition, the entire testing system is constituted in detail by using the PSCAD software. In the detailed distribution network, the static loads, dynamic loads, and electric generators are separately modeled by the fixed load model, squirrel cage induction machine model, and synchronous machine model, which are provided by the PSCAD software, respectively.

The frequency of this testing system is 50 Hz. In this study case, the time-domain simulation step is 50 $\mu$s. At the same time, based on the basic requirement of the Nyquist–Shannon sampling theorem, the time-domain simulation results are continuously sampled at a sampling data rate of 1 ms per point for producing the correlated field data, which are acquired by measurement devices (e.g., PMUs).

#### B. Constructing LSTM RNN as an Equivalent Model of ADNs

Generally, the hyperparameters tuning (i.e., the number of hidden layers and the number of neuron per layer) is a tough and time-consuming task, which is also faced in most of the applications of deep learning. The trajectory of final average accuracy and the length of input time step window are illustrated in Fig. 6 for most of the cases. The accuracy will enter the saturation area when the step of the time window exceeds the “knee point.” However, the longer the step of time window, the more computation time may be taken. Due to a tradeoff between these factors, the knee point of Fig. 6 is usually selected as the step of time window. Thus, the bus voltages within five-step time window are selected as inputs of LSTM RNN (i.e., the number of neurons in the input layer is five) in this study case. Moreover, according to the objective of load modeling, the real power response or reactive power...
response is selected as the output of LSTM RNN, so the number of output layers is one in this study case.

Based on the experience from lots of experiments, three or four hidden layers of LSTM RNN are enough for constructing an equivalent model of the ADN shown in Fig. 5. Furthermore, according to the basic rules of designing and guidelines listed in Section III, five different LSTM RNNs have been designed to be selected by the experimental method.

1) **Model I**: one input layer, one LSTM hidden layer, two FC hidden layers, and one output layer.
2) **Model II**: one input layer, two LSTM hidden layers, one FC hidden layer, and one output layer.
3) **Model III**: one input layer, one LSTM hidden layer, three FC hidden layers, and one output layer.
4) **Model IV**: one input layer, two LSTM hidden layers, two FC hidden layers, and one output layer.
5) **Model V**: one input layer, three LSTM hidden layers, one FC hidden layer, and one output layer.

These five models are tested with a part of the time-domain simulation results of the study cases. The testing results illustrated in Table I demonstrate as follows.

1) Overfitting occurred in Model IV and Model V, because the average testing errors of these two models are increased, compared with the other models.
2) The average testing errors of Model I, Model II, and Model III are almost the same.
3) The more the number of the hidden layer, the more computation time is taken.
4) When the number of the hidden layers is the same, the more the number of LSTM hidden layer, the more computation time is taken.

With considering the tradeoff between the computational burden and the performance (i.e., the average training time of Model I is shortest, and the average testing error of Model I is acceptable), Model I, illustrated in Fig. 7, is employed for constructing an equivalent model of the ADNs in this study case. Besides, the LSTM hidden layer contains 100 LSTM blocks, and two FC hidden layers contain 150 and 80 neurons, respectively.

Some optimization tools, such as RMSProp optimizer [56], Adagrad optimizer [57], Adadelta optimizer [58], and Adam optimizer [59], are principally tested with the employed LSTM RNN. The testing results are illustrated in Fig. 8. It is observed that Adam optimizer performs better than the other tools, which is hence adopted for the training of an LSTM RNN model in this paper. Meanwhile, the default hyperparameters $(\mu = 0.9, \nu = 0.999, \text{and } \varepsilon = 10^{-8})$, recommended in [59], are selected as the hyperparameters of the Adam optimizer.

### C. Performance Evaluation of the Proposed LSTM RNN-Based Equivalent Model

Due to the factors that three-phase short-circuit fault in the transmission system is the most serious disturbance, and the dynamic behaviors of aggregated loads are essential for the stability analysis in power systems [37], the three-phase short-circuit faults are then adopted in the study case to test the dynamic behavior of ADNs.

The time-domain simulation results contain 36 pairs of real and reactive power responses caused by different disturbances. Besides, 25 pairs of real and reactive power responses are from the cases, where the disturbances (i.e., three-phase short-circuit fault through grounding resistance) occur at the point of connection in the New England transmission system.
system, and the severity of the disturbances is different by adjusting the grounding resistance. Another 11 pairs of real and reactive power responses are from the cases, where the disturbances occur at different places of the New England transmission system. Then, assumptive field data sampled from time-domain simulations are separated into two independent sets (i.e., a training set and a testing set) in this study case. Generally, the ratio of the simulation results contained in the training set to entire simulation results is 75% (i.e., 27 simulation results), and the ratio for the testing set is the remaining 25% (i.e., nine simulation results).

The root-mean-square error (RMSE) is adopted as an index to evaluate the matching performance between the outputs by the LSTM RNN-based equivalent model and response for the entire time-domain simulation. Meanwhile, relative error per point (REP) is employed as another index to describe the maximum error generated within the entire dynamic interval. The RMSE and REP are calculated by the following equations:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}$$ (17)

$$\text{REP}_i = \frac{|y_i - \hat{y}_i|}{y_{sd}} \times 100\%$$ (18)

where $y_i$ is the detailed time-domain simulation value at time step $i$, $\hat{y}_i$ is the output of the proposed LSTM RNN-based equivalent model at time step $i$, $y_{sd}$ is the simulation value at steady state before disturbance, and $N$ denotes the total number of sampled data during entire time-domain simulation.

In order to construct an equivalent model of ADNs using the designed LSTM RNN, the training set is employed to identify weights and biases of the LSTM RNN. The total cost of the LSTM RNN during the learning procedure reduces rapidly and stabilizes to a small value, as illustrated in Fig. 9. It indicates that the LSTM RNN-based load model has the capability of reproducing the dynamic behaviors of the ADNs.

The generalization capacity of the trained LSTM RNN-based equivalent model is essential for real applications. The testing set is adopted for evaluating the generalization capability of the trained LSTM RNN-based equivalent model. After that, the RMSE of real and reactive power responses in the training set and the testing set are listed in Table II. It demonstrates as follows.

1. The maximum RMSE of the real power response is 0.137113 in the training set and 0.534795 in the testing set.
2. The maximum RMSE of the reactive power response is 0.117219 in the training set and 0.340950 in the testing set.

On the other hand, these RMSEs, especially the RMSEs of testing set, reveals that the LSTM RNN-based equivalent model works well to represent the dynamic behaviors of the ADNs, because the RMSEs of real and reactive responses are small in both training set and testing set.

To visualize the comparison results between the outputs of the proposed LSTM RNN-based equivalent model and the simulation results with detailed model (i.e., benchmark) in the training set, two representative instances called TrC-1 and TrC-2, which are marked with asterisk in Table II, are illustrated in the form of dynamic response curves shown in Table II.
in Figs. 10 and 11. As shown in Fig. 10, the peak error of \(\text{TrC-1}\) is 0.790% for the real power response and 0.164% for the reactive power response. Likewise, the error information of \(\text{TrC-2}\), the peak error is 0.303% for the real power response and 0.104% for the reactive power response, is shown in Fig. 11.

Figs. 10 and 11 present that the output curves (i.e., the red dashed curves) of the proposed LSTM RNN-based equivalent model match the benchmark curves (i.e., the blue curves) well within the interval of overshoot, oscillations, and steady state. Hence, the results confirm that the proposed LSTM RNN-based equivalent model can accurately estimate the dynamic behaviors (i.e., real and reactive power responses) of aggregated loads when the disturbances occur in transmission systems.

The same visualization procedures of comparison results are conducted in the testing set as well. Two representative instances, which are marked with an asterisk shown in Table II and named as \(\text{TeC-1}\) and \(\text{TeC-2}\), are exhibited in Figs. 12 and 13. The peak error of \(\text{TeC-1}\) acquired from Fig. 12 is 1.225% for the real power response and 0.299% for
TABLE III
RMSE OF THE LSTM RNN-, ANN-, RNN-, SVR-, AND NARX-BASED EQUIVALENT MODEL

<table>
<thead>
<tr>
<th>Num</th>
<th>Disturbance</th>
<th>RMSE of Real Power</th>
<th></th>
<th>RMSE of Reactive Power</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LSTM</td>
<td>RNN</td>
<td>ANN</td>
<td>SVR</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.535</td>
<td>0.865</td>
<td>0.951</td>
<td>0.732</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>0.073</td>
<td>0.262</td>
<td>0.495</td>
<td>0.543</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>0.039</td>
<td>0.258</td>
<td>0.501</td>
<td>0.485</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>0.148</td>
<td>0.295</td>
<td>0.486</td>
<td>0.512</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.052</td>
<td>0.186</td>
<td>0.521</td>
<td>0.487</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>0.046</td>
<td>0.278</td>
<td>0.492</td>
<td>0.463</td>
</tr>
<tr>
<td>7</td>
<td>Bus 1</td>
<td>0.052</td>
<td>0.193</td>
<td>0.476</td>
<td>0.491</td>
</tr>
<tr>
<td>8</td>
<td>Line1-39/M</td>
<td>0.039</td>
<td>0.212</td>
<td>0.483</td>
<td>0.503</td>
</tr>
<tr>
<td>9</td>
<td>Line9-39</td>
<td>0.035</td>
<td>0.236</td>
<td>0.478</td>
<td>0.480</td>
</tr>
</tbody>
</table>

the reactive power response. Similarly, as illustrated in Fig. 13, the peak error of TeC-2 is 0.317% for the real power response and 0.107% for the reactive power response. Figs. 12 and 13 present that the output curves (i.e., the red dashed curves) of the proposed LSTM RNN-based equivalent model fit the benchmark curves (i.e., the blue curves) well within the interval of overshoot, oscillations, and steady state although the disturbances are not met in the training set before. Thus, the results validate that the proposed LSTM RNN-based equivalent model can accurately represent the dynamic behaviors (i.e., real and reactive power responses) of aggregated loads, when the disturbances, which are not met in the training set before, take place in transmission systems. Furthermore, the comparison results highlight the generalization and robustness abilities of the proposed LSTM RNN-based equivalent model for representing the dynamic characteristics of ADNs.

It is clearly observed that the real and reactive power responses of aggregated loads can be regarded as two stages after voltage disturbance, as shown in the visualized figures. Besides, the first stage contains overshoot and ripples (i.e., oscillations), and the steady state is gradually set up at the second stage. Based on the results above, it is concluded that the proposed LSTM RNN-based equivalent model is robust enough for representing the dynamic behavior of ADNs in power systems.

D. Performance Comparison

In this section, the performance of the proposed LSTM RNN-based equivalent model is compared with the performance of ANN-based load model [43], conventional RNN-based model [60], SVR-based model [61], and NARX-based model [62]. In order to fairly compare the performances, the ANN and conventional RNN are constructed with three hidden layers, which are same as the proposed model.

To visualize the comparison results, a representative result of these five different models is exhibited in Fig. 14. In Fig. 14, the gray curves are dynamic behaviors (i.e., real and reactive power response) of ADNs with the time-domain detailed model, and regarded as the benchmark. The purple, blue, red, green, and light blue dashed curves are dynamic behaviors of ADNs with the LSTM RNN-, conventional RNN-, ANN-, NARX-, and SVR-based equivalent model, respectively. Fig. 14 indicates the following:

1) The NARX-based equivalent model performs worst among these five methods in the interval of oscillations (ripples).
2) The SVR-based equivalent model and the ANN-based equivalent model mismatch the targets at the first stage (i.e., the magnitude of overshoot and frequency of ripples), but the SVR-based equivalent model outperforms the ANN-based equivalent model.
3) The conventional RNN-based equivalent model matches the targets better than the SVR-based equivalent model in most of testing cases.
4) The LSTM RNN-based equivalent model reaches the best fit among these five models.
5) The maximum REP of the NARX-based equivalent model is 12.793% for real power and 4.298% for reactive power, which are the highest.
6) Maximum REP of the LSTM RNN equivalent-based model is 0.428% for real power and 0.113% for reactive power, which are the lowest.
TABLE IV
COMPUTATIONAL CONSUMING AND AVERAGE TESTING RMSE
OF THE LSTM RNN-, ANN-, RNN-, SVR-, AND
NARX-BASED EQUIVALENT MODEL

<table>
<thead>
<tr>
<th>Model</th>
<th>Average Training Time</th>
<th>Average Testing RMSE Real Power</th>
<th>Average Testing RMSE Reactive Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-Based Model</td>
<td>3.6 h</td>
<td>0.543</td>
<td>0.553</td>
</tr>
<tr>
<td>RNN-Based Model</td>
<td>4.8 h</td>
<td>0.369</td>
<td>0.344</td>
</tr>
<tr>
<td>SVR-Based Model</td>
<td>3.3 h</td>
<td>0.532</td>
<td>0.474</td>
</tr>
<tr>
<td>NARX-Based Model</td>
<td>20 min</td>
<td>5.609</td>
<td>1.058</td>
</tr>
<tr>
<td>LSTM-Based Model</td>
<td>5 h</td>
<td>0.113</td>
<td>0.083</td>
</tr>
</tbody>
</table>

TABLE V
PARAMETERS OF TRANSMISSION LINE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Length (km)</th>
<th>Positive Sequence (Ω)</th>
<th>Negative Sequence (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td></td>
<td></td>
<td>R1</td>
<td>X1</td>
</tr>
<tr>
<td>OL1</td>
<td>Overhead Line</td>
<td>7.85</td>
<td>1.036</td>
<td>3.03</td>
</tr>
<tr>
<td>C1</td>
<td>Cable</td>
<td>1.7</td>
<td>0.132</td>
<td>0.368</td>
</tr>
<tr>
<td>C2</td>
<td>Cable</td>
<td>1.7</td>
<td>0.132</td>
<td>0.368</td>
</tr>
<tr>
<td>C3</td>
<td>Cable</td>
<td>1.0</td>
<td>0.0779</td>
<td>0.217</td>
</tr>
</tbody>
</table>

TABLE VI
PARAMETERS OF TWO-WINDING TRANSFORMER

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1'1/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3'/3/5/6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1n</td>
<td>Nominal Power</td>
<td>63MVA</td>
</tr>
<tr>
<td>u1/4u2</td>
<td>Nominal Voltage</td>
<td>110/38.5kV</td>
</tr>
<tr>
<td>U1 (%)</td>
<td>Short-circuit voltage ratio</td>
<td>10.55%</td>
</tr>
<tr>
<td>ΔP1</td>
<td>Short-circuit Loss</td>
<td>239.6kW</td>
</tr>
<tr>
<td>ΔPn</td>
<td>No-load loss</td>
<td>36.9kW</td>
</tr>
<tr>
<td>ΔI0</td>
<td>No-load current</td>
<td>0.08%</td>
</tr>
</tbody>
</table>

TABLE VII
PARAMETER OF THREE-WINDING TRANSFORMER

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1'7/9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T8'8/9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T9'9/9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1n</td>
<td>Nominal Power</td>
<td>20/10/10MVA</td>
</tr>
<tr>
<td>u1/4u2</td>
<td>Nominal Voltage</td>
<td>110/6.3/6.3kV</td>
</tr>
<tr>
<td>U1 (%)</td>
<td>Short-circuit voltage ratio between primary and secondary windings</td>
<td>13.433%</td>
</tr>
<tr>
<td>ΔP1</td>
<td>Short-circuit voltage ratio between secondary and tertiary windings</td>
<td>25.92%</td>
</tr>
<tr>
<td>ΔPn</td>
<td>No-load loss</td>
<td>26.2kW</td>
</tr>
<tr>
<td>ΔI0</td>
<td>No-load current</td>
<td>0.67%</td>
</tr>
</tbody>
</table>

TABLE VIII
MACHINE PARAMETERS OF SYNCHRONOUS GENERATOR

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Units</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1'1/1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2'2/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cosθ</td>
<td>Nominal Power Factor</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>U1/4u2</td>
<td>Nominal line-to-line voltage</td>
<td>6.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2H = T1'</td>
<td>Inertia Constant</td>
<td>2.432</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>Stator Resistance</td>
<td>0.00358</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xd</td>
<td>Synchronous reactance (d-axis)</td>
<td>2.095</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xq</td>
<td>Synchronous reactance (q-axis)</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1''/1''</td>
<td>Open-circuit transient time constant (d-axis)</td>
<td>0.215</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1''/1''</td>
<td>Open-circuit transient time constant (q-axis)</td>
<td>0.2051</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xd</td>
<td>Transient reactance (d-axis)</td>
<td>0.269</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xq</td>
<td>Transient reactance (q-axis)</td>
<td>0.257</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t1''/1''</td>
<td>Open-circuit transient time constant (d-axis)</td>
<td>0.023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1''/1''</td>
<td>Open-circuit transient time constant (q-axis)</td>
<td>0.378</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The RMSEs of the trained LSTM RNN-, conventional RNN-, ANN-, SVR-, and NARX-based equivalent model are compared in Table III for each testing cases, and the average training time and RMSE of real power and reactive power in the testing set are listed in Table IV. Tables III and IV indicate the following.

1) Overall, the RMSEs of these models are small except the RMSE of the NARX-based model.
2) The training computation of the NARX-based model is efficient, but its performance is worst among these five models.
3) The computational consumption (i.e., average training time) for training of RNN- and LSTM-based model is almost the same, but the LSTM-based model outperforms the RNN-based model.
4) Compared with the RMSEs of the other ones, the RMSE of the trained LSTM RNN-based equivalent model is the lowest in the testing set.

Therefore, based on the comparison results shown in Fig. 14 and Tables III and IV, it is confirmed that the LSTM RNN-based equivalent model outperforms the other equivalent models for representing the dynamic characteristics of ADNs in transmission power systems.

V. CONCLUSION

An LSTM RNN-based equivalent model is proposed for representing the dynamic behaviors of ADNs in this paper. A modified New England system is adopted to evaluate the performance of the proposed LSTM RNN-based equivalent model. The proposed LSTM RNN-based equivalent model can
accurately represent the dynamic behaviors of ADNs in both the training set and testing set. It is also validated that the proposed LSTM RNN-based equivalent model has the generalization capability of representing the dynamic behaviors (real and reactive power responses) of ADNs in electric power systems. Furthermore, compared with the performance of ANN-, conventional RNN-, SVR-, and NARX-based equivalent models, the LSTM RNN-based equivalent model outperforms the other equivalent models in the study cases. Compared with other load modeling methods, the major advantages of LSTM RNN-based equivalent model are listed as follows.

1) The proposed LSTM RNN-based equivalent model can build the states of ADNs via learning. However, the states of DAEs of ADNs need to be built by experts and engineers according to the knowledge of electrical engineering.

2) The proposed LSTM RNN-based equivalent model can represent the dynamic behaviors of ADNs. However, weaknesses of conventional methods, e.g., low accuracy, mismatching the frequency of ripples, and failing to capture dynamic behaviors, may degrade the performance of the equivalent model of ADNs on reproducing.

Therefore, the proposed LSTM RNN-based equivalent model can be considered as one of the useful tools to represent the dynamic behaviors of ADNs. Moreover, the proposed LSTM RNN-based equivalent model can also be adopted for power stability control and voltage stability assessment in the analysis of electric power systems.

Future works include further exploring an easier way to address noise problems of realistic field measurement data in practical industry and accelerating the learning speed, so that the proposed LSTM RNN-based model can be used in online.

**APPENDIX**

The 10-machine 39-Bus (New England) system’s parameters are listed in [55]. The parameters of the oil refinery distribution system are listed in Tables V–IX.
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